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Abstract

Training large language models (LLMs) poses
challenges due to their massive scale and het-
erogeneous architectures. While adaptive opti-
mizers like AdamW help address gradient varia-
tions, they still struggle with efficient and effec-
tive parameter-wise learning rate estimation, re-
sulting in training instability, slow convergence,
and poor compatibility with parameter-efficient
fine-tuning (PEFT) techniques. This work intro-
duces Scaling with Gradient Grouping (SGG),
an optimizer wrapper that improves adaptive
learning rate estimation by dynamic grouping
and group-specific scaling. SGG first groups
gradient statistics in each layer into clusters
and then applies cluster-specific scaling to cali-
brate learning rates for each parameter, thus im-
posing collective group-wise constraints while
maintaining precise per-parameter adaptation.
Experiments on diverse (M)LLM benchmarks
show that SGG integrates seamlessly with exist-
ing optimizers, and offers consistent gains and
faster convergence over baselines, with various
model sizes. Its stability across varying batch
sizes and learning rates establishes SGG as a
robust choice for LLM optimization.

1 Introduction

Optimization algorithms have long been the corner-
stone of deep learning systems. Among these, adap-
tive optimizers (Kingma and Ba, 2015; Loshchilov
and Hutter, 2019; You et al., 2020) stand out for
their ability to adjust individual learning rates for
each parameter, enabling effective training of large
language models (LLMs) with heterogeneous archi-
tecture (Liu et al., 2020b; Zhang et al., 2025b). Yet,
their reliance on per-parameter statistics (e.g., first
and second moments of gradient) incurs substantial
memory overhead, which limits their application,
especially in resource-constrained scenarios.
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†Corresponding author: Zicheng Liu

m

n

Cluster 1       Cluster 2        Cluster 3

G
ra
di
en
t

D
ev
ia
tio
n

3 Scale Factors for i-th Layer

Layer
Mean

…
All Network Layers of LLM

Global
Median Dev.

i-th
Layer

Min

Max

Mean

Global
Statistics

Figure 1: Scaling with Gradient Grouping. Illustra-
tion of SGG with online grouping and group-specific
learning rate (LR) scaling upon adaptive LR optimizers.

To address this, parameter-efficient fine-tuning
(PEFT) (Hu et al., 2021; Dettmers et al., 2024)
has garnered increasing attention, which reduces
trainable parameters via low-rank updates. While
memory-efficient, PEFT incurs performance degra-
dation compared to full-rank training (Table 4) and
requires architecture modification. In parallel, ef-
forts have been made to compress optimizer states
directly, e.g., by low-bit quantization or approxi-
mating gradient statistics (Shazeer and Stern, 2018;
Luo et al., 2023; Zhu et al., 2024a). However, these
generic approaches typically rely on heuristic pri-
ors that might discard crucial information, resulting
in inconsistent efficacy across tasks (Table 5). This
leaves practitioners at a deadlock: the compromise
of performance in LLM training seems inevitable.

Recent studies light the way by revealing that dif-
ferent layers in LLMs (e.g., attention and MLP) ex-
hibit distinct yet internally consistent optimization
behaviors (Li et al., 2024c; Zhang et al., 2025b),
suggesting potential redundancy in adaptive meth-
ods. Adam-mini (Zhang et al., 2024) thus partitions
model parameters into pre-defined groups – each
share an averaged learning rate, achieving minimal
performance drop compared to previous attempts.
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Figure 2: Clusters of gradient statistics with LLaMA-1B pre-training on C4. Distributions of (a) parameter-wise
gradients gt and (b) learning rates αt for 12-th FFN layer at 5k iterations. SGG identifies diverse clusters compared
to Adam (in gray), introducing group constraints while maintaining parameter-wise adaptation. (c) Distribution of
gradient L2-norms across layers, showcasing SGG’s ability to adapt to LLMs’ heterogeneity (Zhang et al., 2025b).

In this work, we propose to scale learning rates
with grouping constraints rather than replace them.
We first conduct pilot studies on LLaMA-1B pre-
training to gain intuition. As shown in Figure 2, dis-
tinct clustering patterns are observed in layer-wise
gradient statistics, which aligns with previous find-
ings. However, they also exhibit noticeable charac-
teristics (e.g., significant parameter-wise variations
within each cluster, Sec. 2.2). This suggests that,
while grouping is viable, retaining parameter-wise
adaptation could still be beneficial for effective
LLM training, especially in terms of performance,
instead of replacing it with a single learning rate per
group. Thus, we introduce Scaling with Gradient
Grouping (SGG), an optimizer wrapper to bridge
per-parameter and group-wise learning rate control.
As illustrated in Figure 1 and Algorithm 1, SGG
dynamically clusters gradient statistics (specifically
momentum vectors ml) in each layer l (Sec. 2.2)
and then performs cluster-specific scaling accord-
ing to their deviation relative to that layer’s and the
entire model’s global statistics (Sec. 2.3), which
thus imposes grouping constraints for homogeniza-
tion while maintaining parameter-wise adaptability.

Experiments demonstrate that SGG consistently
delivers performance gains and accelerates conver-
gence across different LLM (Sec. 3.2) and MLLM
(Sec. 3.3) benchmarks, such as pre-training on C4,
supervised fine-tuning (SFT) on GLUE, PEFT on
commonsense reasoning tasks, and Direct Pref-
erence Optimization (DPO). For instance, Adam
combined with SGG could surpass recent opti-
mizers on C4 pre-training across diverse model
sizes (from 60M to 1B). More importantly, SGG
enables low-rank pre-training to match full-rank
performance without modifications to the training
pipeline, yielding up to 30.4% lower validation per-
plexity over LoRA baselines – a huge step forward
as previous low-rank optimizers often struggled.

Our contributions are as follows:

• We present SGG, a flexible optimizer wrapper
that scales adaptive learning rates with online
grouping constraints rather than replace them in
pre-defined groups, balancing parameter-wise
dynamics and collective optimization behavior.

• In practice, SGG integrates seamlessly with ex-
isting optimizers and PEFT techniques, requir-
ing no changes to the training pipeline or model
architectures. We also provide CPU, GPU, and
hybrid implementations for different demands.

• SGG’s consistent superiority shows the po-
tential of scaling adaptive learning rates with
group-wise constraints. While SGG offers an
effective instantiation of this scheme, different
grouping and scaling strategies are conceivable
and might inspire future studies along this line.

2 Methodology

2.1 Preliminaries and Problem Definition
To demonstrate the plug-and-play integration of our
SGG, we first outline the essential steps in gradient-
based optimizers, marked in blue in Algorithm 1.

The process typically begins with gradient com-
putation. At iteration t, the gradient gtl of objective
L w.r.t. parameters θt−1

l of layer l is calculated as:

gtl = ∇θt−1
l

L(θt−1
l ,D) (1)

where D denotes the training dataset, and θt−1
l is

from previous iteration. Subsequently, historical
gradient information is incorporated to stabilize the
update, commonly referred to as momentum mt

l .
While vanilla SGD (Sinha and Griscik, 1971) uses
the current gradient instead (mt

l = gtl ), momentum-
based methods often employ an exponential mov-
ing average (EMA) to smooth estimates over time:

mt
l = MomentumEstimate(gtl ,m

t−1
l , β1) (2)

where mt−1
l is from the last iteration, and the EMA

decay β1 controls the retention of past gradients.
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Table 1: Overview of typical optimizers (Opt.), PEFT techniques, and plug-and-play optimizer wrapper. We
consider a neural net layer W ∈ Rm×n (m ≤ n) with LoRA rank r ≪ m and SGG clusters K ≪ m. Both weights
and optimizer states are included. (i) Optimization states. We compare the adaptive Learning Rate (LR) costs, i.e.,
the extra state for its estimation (e.g., second moment, Non-negative Matrix Factorization (NMF), and SGG’s cluster
indices). (ii) Different low-rank integration. (iii) Performance. We report the averaged PPL (%)↓ for C4 pre-training
in Table 4 as the illustration of performance gains with the relative GPU memory to Adam (full-rank) in PyTorch.

Category Method Adaptive LR Basic State Extra State Low-Rank Plugin Extra Branch C4↓ GPU Memory
Classical Opt. SGD ✗ Weight & Grad. ✗ ✗ ✗ ✗ − 2mn
Adaptive LR Opt. Adam Param-wise mn Weight & Grad. 2nd-Moment mn ✗ ✗ ✗ 23.36 3mn
Efficient Opt. CAME Param-wise mn Weight & Grad. NMF 2(m+n) NMF ✗ ✗ -1.64 2mn+2(m+n)
PEFT LoRA ✗ Full-rank Grad. ✗ LoRA ✓ r(m+n) +5.06 +3r(m+ n)
Opt. Wrapper SGG Group-wise K Base Opt. Indices (mn+K) Clustering ✓ ✗ -1.99 +0

Algorithm 1 Scaling with Gradient Grouping

Require: Parameters {θl}Ll=1, global learning rate sched-
ule η, optimizer hyperparameters (β1, β2), objective L,
dataset D. SGG hyperparameters: cluster number K,
recluster interval T , scaling EMA decay β3.

Ensure: Optimized model parameters θ.
1: Initialize:
2: RandomInit({θ0l }Ll=1) ▷ Model parameters
3: {α0

l }Ll=1 ← η ▷ Adaptive learning rates
4: {Cl}Ll=1 ← 0 ▷ Cluster assignment
5: {Sl}Ll=1 ← 1 ▷ Cluster scaling factor
6: for each iteration t = 1, 2, . . . do
7: ηt ← LRScheduler(η, t)
8: for each layer l = 1, 2, . . . , L do
9: // — Standard Gradient-based Update Steps —

10: Gradient Computation
11: gtl ← ∇θt−1

l
L(θt−1,D)

12: Momentum Estimation
13: mt

l ← MomentumEstimate(gtl ,m
t−1
l , β1)

14: Adaptive Learning Rate Estimation
15: αt

l ← LREstimate(αt−1
l ,mt

l , β2, η
t)

16: // — SGG Specific Steps —
17: if t mod T == 0 then ▷ Re-clutering
18: Assign Gradient Clusters
19: Ctl ← GradCluster(mt

l ,K)
20: Update Cluster Scaling Factors
21: St

l ← ScaleUpdate(Ctl ,mt
l , β3)

22: end if
23: Apply Learning Rate Scaling
24: αt

l ← αt
l · St

l [Ctl ] ▷ Cluster-specific scaling
25: Parameter Update
26: θtl ← θt−1

l − αt
l ·mt

l

27: end for
28: end for

Adaptive learning rate algorithms (e.g., Adam
and AdaGrad) further refine the process by calculat-
ing parameter-wise or layer-wise second-moment
estimates of gradients to calibrate step sizes:

αt
l = LREstimate(αt−1

l ,mt
l , β2, η

t) (3)

where ηt indicates the global learning rate set by
scheduler at iteration t, and β2 is the EMA decay
like β1. Non-adaptive methods, in contrast, simply
use the global one instead (αt

l = ηt). Note that this
learning rate adaptation typically increases memory
overhead, particularly for large-scale models – a
key challenge that most prior works aim to address.

In the last step, model parameters θl are updated
by the learning rate scaled momentum (αt

l ·mt
l):

θtl = θt−1
l − αt

l ·mt
l (4)

This paradigm is common in existing optimizers,
mostly differing in how mt

l and αt
l are derived. No-

tably, SGG (highlighted in green in Algorithm 1)
builds upon this by leveraging these pre-computed
states from the base optimizer to impose grouping
constraints on parameter-wise αt

l , ensuring effort-
less integration with diverse optimizers, from SGD
to APOLLO (Zhu et al., 2024a). In the follow-
ing sections, we discuss the specific grouping and
group-wise learning rate scaling strategies in SGG.

2.2 Gradient Grouping via Online Clustering
It has been observed that parameters in LLMs ex-
hibit non-independent optimization behaviors, in-
herently forming intra-correlated groups (Li et al.,
2024c; Zhang et al., 2025b). To build intuitions for
this work, we first conduct an empirical analysis of
gradient statistics with LLaMA pre-training on C4.

Pilot Studies. Figure 2 shows that gradient statis-
tics, whether measured by layers or parameters,
exhibit distinct clustering patterns, which aligns
with previous findings. However, a crucial aspect
of these clusters is their internal diversity – they ex-
hibit considerable parameter-wise variations within
each group. Second, subtle yet significant deviation
can be identified in these cluster distributions when
examining different statistics, such as gradients in
Figure 2(a) and learning rates in Figure 2(b).

These findings lead to the following considera-
tions: (i) Since the clustering patterns differ across
optimization statistics (e.g., gradients vs. learning
rates), methods relying on pre-defined fixed groups,
such as Adam-mini (Zhang et al., 2024), might not
effectively capture these distinct behaviors, sug-
gesting the need for dynamic grouping strategies.
(ii) While grouping has proven effective, replacing
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parameter-wise learning rates simply with a single,
aggregated one per group (either pre-defined or dy-
namically derived) might not adapt to the observed
parameter-wise variation, thus discarding essential
optimization signals for effective LLM training.

To this end, we propose to scale learning rates
through dynamic grouping rather than replace them
in static groups, thereby imposing group constraint
while maintaining parameter-wise adaptation.

Online Clustering. SGG begins with dynamic
grouping as GradCluster(mt

l ,K) in Algorithm 1,
which partitions momentum vectors mt

l within each
layer l ∈ L into K groups with related indices Ct

l

according to their similarity. To achieve this, online
clustering stands out as a straightforward solution,
and the choice of specific clustering algorithms is
then crucial for both effectiveness and efficiency.
As such, we evaluate several potential strategies,
including K-means, mini-batch K-means, Gaussian
Mixture Models (GMM), and DBSCAN. Ablation
studies in Figure 3 (perplexity versus training time)
and Table 9 (hyper-parameters) show that mini-
batch K-means offer the most favorable trade-off
between clustering quality and computational effi-
ciency. Thus, we select this as the default clustering
implementation of GradCluster(mt

l ,K) in SGG.

2.3 Cluster-specific Learning Rate Scaling
We introduce ScaleUpdate(Ct

l , g
t
l , β3) to calculate

the scaling factor St
l [c] for each cluster c ∈ K after

grouping, which modulates learning rate αt
l . This

involves two sub-tasks: (i) measuring the statistics
for different levels of partitions (e.g., clusters, lay-
ers, and even the global one); (ii) updating cluster-
specific scales St

l [c] based on above statistics. This
contrasts with the previous Adam-mini (Zhang
et al., 2024), which replaces per-parameter adaptive
learning rates with their group-wise means directly.

Table 2: Group Statistics for SGG Scaling. Param.
refers to Adam-like baselines. Validation PPL↓ is re-
ported with LLaMA on C4. MDA yields the best result.

Statistic Var. Var. Sign(Var.) Grad. Grad. Grad.
Method Param. Mean Mean L2-norm MAD MDA
130M 25.08 22.76 22.67 22.58 24.62 22.18
1B 15.56 14.63 14.68 14.66 14.58 14.30

To determine an effective measure for each clus-
ter c at layer l ∈ L, we examine several candidates
in Table 2. These include: (1) Within-cluster met-
rics: Mean in Adam-mini (Zhang et al., 2024), Vari-
ance, Sign of Variance in SignSGD (Bernstein et al.,
2018), L2-norm in LARS (Ginsburg et al., 2018),

and (2) Layer-aware metrics: Median Absolute De-
viation (MAD). More importantly, recent studies
show that severe discrepancies exist between the
training dynamics of shallow and deep LLM layers,
resulting in sudden loss spikes (Chowdhery et al.,
2023; Molybog et al., 2023), exploding/vanishing
gradients (Wang et al., 2024; Zhu et al., 2025),
where the model’s performance deteriorate dramat-
ically. This inspires us to incorporate a global per-
spective, beyond groups and layers, into SGG’s
scaling process to promote training homogeneity.

To achieve this, we adopt Median of Deviation
to Average (MDA). For each cluster c ∈ K in layer
l at iteration t, its MDA, denoted Dt

l,c, quantifies
the median deviation of its constituent momentum
mt

l · Ct
l [c] from the average of that layer, as:

Dt
l,c = median

(
|mt

l · Ct
l [c]− mean(mt

l)|
)
, (5)

where Ct
l [c] denotes the selection mask for param-

eters in cluster c of layer l. To obtain a robust ref-
erence for homogenization, we compute a global
MDA Dt which characterizes the typical parameter-
wise deviation throughout the model. The scaling
factor Sl[c] of cluster c is then defined as the ratio
of this global Dt to the cluster’s specific Dt

l,c as:

St
l [c] =

Dt

Dt
l,c + ϵ

, (6)

where ϵ = 10−8 ensures numerical stability. Thus,
clusters with a lower Dt

l,c (more stable dynamics
relative to global Dt) receive a proportionally larger
factor St

l [c]. Conversely, clusters with higher, diver-
gent MDAs are scaled down. Hence, this promotes
learning homogeneity across layers and clusters,
which mitigates discrepancies and suppresses diver-
gent behavior that could lead to disruptive updates.

Table 3: Gains vs Costs. Relative gains↑ in PPL and
cost↓ in training time and peak GPU memory increase
for GPU, CPU, hybrid versions with LLaMA-1B on C4.

Method PPL Training Time Memory
Adam 15.56 110h 7.8G
Adam+SGG (GPU) +6.5% (-1.00) +1.8% (+2h) +4.3G
Adam+SGG (CPU) +6.5% (-1.00) +8.2% (+9h) +0.0G
Adam+SGG (Hybrid) +6.5% (-1.00) +4.1% (+4h) +2.1G

These factors are then clamped to [0.1, 10] and
are updated periodically per T iterations using an
EMA to smooth out short-term fluctuations:

St
l [c] = β3 · St−1

l [c] + (1− β3) ·
Dt

Dt
c,l + ϵ

, (7)
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Figure 3: Grouping Methods PPL-efficiency trade-
off with LLaMA-1B on C4. Blue bars show validation
Perplexity (PPL↓), and pink bars show training time.
Mini-batch K-means achieves the best trade-off.

where β3 is the EMA decay rate. Subsequently, per-
parameter adaptive learning rates are multiplied by
their corresponding group-wise scaling factors as
αt
l · St

l [Ct
l ] in Algorithm 1. Table 2 shows the effec-

tiveness of using MDA for global homogenization
while maintaining parameter-wise adaptation (e.g.,
22.18 and 14.30 PPL for 130M and 1B models).

As for implementation, we consider two key
trade-offs between performance and efficiency. (i)
Clustering Strategies and Frequency: We eval-
uate four common approaches: K-means (Mac-
Queen et al., 1967), mini-batch K-means (Scul-
ley, 2010), GMM (Kambhatla and Leen, 1994),
and DBSCAN (Ester et al., 1996). As shown in
Figure 3, mini-batch K-means offer the best bal-
ance between accuracy and computational cost. We
therefore adopt it as our default clustering strategy.
We also empirically set the interval T as 10% of the
total training iterations, as verified in Figure 6. (ii)
Storage and Computation: As shown in Table 3,
we compare the performance, training time, and
GPU memory of putting them on the GPU or CPU.
While keeping {Cl}Ll=1 and {Sl}Ll=1 in CPU would
not slow the training, the peak GPU memory for
online clustering is significant. Consequently, as
stated in Table 1, we utilize the CPU implementa-
tion that stores additional optimization states on the
CPU, which does not require extra GPU memory
and increases the overall training time negligibly.

3 Experiments

3.1 Experimental Setup

Datasets and Tasks. To evaluate the effective-
ness and versatility of SGG, we conducted experi-
ments on 20 public datasets, including large-scale
natural language datasets, Visual Question Answer-
ing (VQA), and multimodal LLM (MLLM) evalua-
tion benchmarks. (1) Pre-training on C4: We used
the en subset of C4 dataset, a large cleaned web cor-

Table 4: C4 Pre-training with diverse LLaMA sizes
(from 60M to 1B). Comparison of full-rank, memory-
efficient, and low-rank optimizers. Validation Perplexity
(PPL%↓: lower is better) is reported. Bold and green
types denote the best results and gains↓ of SGG (blue
background) over related baselines (gray background).
Note that † denotes the results borrowed from GaLore,
while the others were reimplemented in this work.

Method Venue 60M 130M 350M 1B
Pre-training with Full-Rank Optimizers
Adam† ICLR’15 34.06 25.08 18.80 15.56
NAdam ICLR’18 35.86 28.88 19.24 15.78
RAdam ICLR’20 30.43 25.17 19.13 15.65
LAMB ICLR’20 33.04 24.37 18.26 15.84
Adan TPAMI’23 32.01 23.14 17.32 14.70
Adam+SGG Ours 30.31 22.18 17.28 14.30
∆ Gains -3.75 -2.89 -1.52 -1.26
Pre-training with Memory-efficient Optimizers
Adam-mini† ICLR’25 34.10 24.85 19.05 16.07
Adafactor† ICML’18 32.57 23.98 17.74 15.19
Low-Rank† arXiv’22 78.18 45.51 37.41 34.53
CAME ACL’23 31.37 23.38 17.45 14.68
CAME+SGG Ours 30.15 22.91 17.09 14.35
∆ Gains -1.22 -0.46 -0.36 -0.33
APOLLO† MLSys’25 31.55 22.94 16.85 14.20
APOLLO+SGG Ours 30.18 22.52 16.54 13.95
∆ Gains -1.37 -0.42 -0.31 -0.25
Low-Rank Pre-training
LoRA† ICLR’22 34.99 33.92 25.58 19.21
ReLoRA† ICLR’23 37.04 29.37 29.08 18.33
GaLore† ICML’24 34.88 25.36 18.95 15.64
LoRA+SGG Ours 30.62 23.62 17.86 14.73
∆ Gains -4.37 -10.30 -7.72 -4.48
Training Tokens 1.1B 2.2B 6.4B 13.1B

pus from Common Crawl filtered for safety (Köpf
et al., 2023), to assess SGG in LLM pre-training.
(2) SFT on GLUE: We fine-tuned RoBERTa-base
models on GLUE benchmark. GLUE comprises a
collection of NLP tasks, such as sentiment analysis,
question answering, and textual entailment (Wang,
2018), providing a standard measurement of gener-
alization in the understanding capabilities of com-
mon languages. (3) PEFT on Commonsense
Reasoning: Leveraging the LLM-Adapters frame-
work (Hu et al., 2023), we evaluated SGG’s com-
patibility and performance with PEFT methods on
LLaMA architecture across 8 Commonsense Rea-
soning (CS) datasets: BoolQ (Clark et al., 2019),
PIQA (Bisk et al., 2020), SIQA (Sap et al., 2019),
HellaSwag (Zellers et al., 2019), WinoGrande (Sak-
aguchi et al., 2021), ARC (ARC-Easy and ARC-
Challenge) (Clark et al., 2018), and OBQA (Mi-
haylov et al., 2018). (4) Direct Preference Opti-
mization (DPO): To evaluate SGG in human pref-
erence alignment tasks, we implemented DPO us-
ing the TRL library. The Qwen2.5 0.5B model was
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Figure 4: Convergence and Scaling-up on C4 Pre-training. Validation Perplexity (PPL%↓: lower is better) vs
Training Tokens/Parameters. (a) LLaMA-130M and (b) LLaMA-1B training curves demonstrate faster convergence
and lower PPL of SGG compared to baselines in both low-rank (Adam vs Adam+SGG) and full-rank (Adam vs
Adam+SGG) settings. (c) LoRA+SGG consistently outperforms other low-rank methods as model size increases.

trained on the ultrafeedback_binarized dataset,
which includes binary preference labels (von Werra
et al., 2020). (5) MLLM Validation: (i) VQA
benchmarks such as GQA (Hudson and Manning,
2019), TextVQA (Singh et al., 2019), SciVQAI

(evaluation on the imageset of ScienceVQA) (Lu
et al., 2022), VQAv2 (Goyal et al., 2017), and
Vizwiz (Gurari et al., 2018). (ii) MLLM evalua-
tion benchmarks including POPE (Li et al., 2023b),
MMBench (Liu et al., 2025b), MMBench-Chinese
(MMBenchCN) (Liu et al., 2025b), SEEDI (Li et al.,
2023a), and MME (Perception) (Yin et al., 2023).

Implementation Details We implemented SGG
in PyTorch, ensuring compatibility with standard
optimizers through minimal code integration. Its
key hyper-parameters were empirically tuned for
optimal performance-efficiency trade-off as the
default setups: cluster number K = 3, interval
T = 500 (nearly 1∼5% of total iterations), and
decay coefficient β3 = 0.99. To minimize GPU
memory demands, cluster indices C and scaling fac-
tors S can be optionally stored on the CPU. Table 3
confirms SGG’s negligible training time increase
and preserved GPU memory footprint. Reproduced
results are marked with gray and blue backgrounds,
while the others are cited from their original pa-
pers. All experiments are conducted using NVIDIA
A100-80G GPUs with three independent runs.

3.2 Comparison Results with LLMs
Across PT, SFT, PEFT, and DPO, SGG consistently
improves performance with efficiency, highlighting
its value as a versatile optimizer wrapper for LLMs.

Pre-training on C4. Following GaLore (Zhao
et al., 2024a), we employ LLaMA-based architec-
tures (60M to 1B) for both full-rank and low-rank
pre-training. We keep consistent hyper-parameters,
tuning learning rates within a fixed budget, and use
BF16 precision for efficiency. Table 4 shows that

applying SGG consistently reduces validation per-
plexity (-3.72% and -1.00% for AdamW in 60M
and 1B; -10.30% and -4.48% for LoRA in 130M
and 1B) and it accelerates convergence (Figure 4)
compared to baselines. Notably, SGG for the first
time enables low-rank pre-training (LoRA+SGG)
to achieve performance comparable to full-rank
training across model sizes (e.g., 14.73 vs 14.56 in
1B; 30.62 vs 30.34 in 60M), a huge step forward as
previous low-rank optimizers typically lagged be-
hind in performance. View Appendix A for details.

SFT on GLUE. We fine-tuned the pre-trained
RoBERTa-base on various GLUE tasks. Table 5
shows that applying SGG yields consistent gains
over baselines in both full-rank and low-rank (ranks
4 and 8) SFT scenarios. Notably, AdamW+SGG
yields substantial average gains (+1.00% full-rank,
+1.27% rank 4), with significant task-specific im-
provements (e.g., MRPC full-rank +1.35%, MNLI
rank 4 +1.36%), demonstrating SGG’s versatility
and robustness across different SFT constraints.

PEFT on Commonsense Reasoning. Following
LLM-Adapters, we assess SGG in CS tasks with
top-1 accuracy and GPU memory, where LLaMA-
7B is fine-tuned by AdamW+LoRA (r = 32) on
a unified training dataset, followed by evaluation
on each specific subset. As shown in Table 6, SGG
improves LoRA by an average of +2.9% across all
tasks, with up to +4.2% gains on specific tasks like
OBQA. It matches or surpasses PEFT baselines,
such as Prefix (Li and Liang, 2021), Series(Houlsby
et al., 2019), and Parallel (He et al., 2021), and
more recent DoRA, GaLore, and Fira (Chen et al.,
2024). View Table A4 and Appendix A for details.

DPO. We verify SGG’s effectiveness in aligning
LLMs with human preferences using DPO, adher-
ing to standard TRL library settings. SGG again
demonstrates clear advantages. As shown in Ta-
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Table 5: GLUE Benchmark Results with RoBERTa-base. Top-1 accuracy (%↑: higher is better) is reported.
Comparison across both full-rank and low-rank (LoRA r = 4, r = 8) settings. Bold and green types denote the
best results and performance gains↑ of SGG (blue background) compared to related baselines (gray background).

Optimizer Rank CoLA STS-B MRPC RTE SST2 MNLI QNLI QQP Average
Full-Rank SFT
SGD Full 62.12 90.73 87.74 79.06 94.26 87.53 92.29 92.22 85.74
AdamW Full 62.24 90.92 91.30 79.42 94.57 87.18 92.33 92.28 86.24
LAMB Full 62.09 90.59 88.72 75.45 94.72 87.71 92.42 91.46 85.40
CAME Full 62.16 90.43 89.02 75.94 94.61 87.13 92.31 91.54 85.39
APOLLO Full 62.45 90.70 90.36 77.53 94.58 87.57 92.40 92.12 85.96
AdamW+SGG Full 63.36 +1.12 91.22 +0.30 92.65 +1.35 80.87 +1.45 95.58 +1.01 88.32 +1.14 92.88 +0.55 93.32 +1.04 87.28 +1.00
LAMB+SGG Full 62.47 +0.38 90.90 +0.31 89.46 +0.74 76.53 +1.08 94.95 +0.23 87.81 +0.10 92.89 +0.47 91.78 +0.32 85.85 +0.45
Low-Rank SFT (rank 4)
SGD (LoRA) 4 60.32 90.31 87.75 79.06 94.27 87.39 92.16 91.89 85.39
AdamW (LoRA) 4 61.38 90.57 91.07 78.70 92.89 86.82 92.18 91.29 85.61
LAMB (LoRA) 4 61.51 90.33 89.46 74.73 94.27 87.51 92.48 91.57 85.23
DoRA 4 60.38 90.50 88.24 74.73 93.69 − 92.59 − −
GaLore (LoRA) 4 60.35 90.73 92.25 79.42 94.04 87.00 92.24 91.06 85.89
AdamW+SGG 4 62.36 +0.98 91.10 +0.53 92.12 +1.05 80.51 +1.81 95.06 +2.17 88.18 +1.36 92.62 +0.44 93.06 +1.77 86.88 +1.27
LAMB+SGG 4 62.47 +0.96 90.90 +0.57 89.46 +0.30 75.53 +0.80 94.95 +0.34 87.73 +0.12 92.92 +0.41 91.78 +0.36 85.72 +0.49
Low-Rank SFT (rank 8)
SGD (LoRA) 8 60.57 90.29 88.48 79.42 94.32 87.44 92.23 92.10 85.61
AdamW (LoRA) 8 61.83 90.80 91.90 79.06 93.46 86.94 92.25 91.22 85.93
LAMB (LoRA) 8 61.89 90.78 89.21 79.42 94.61 87.61 92.51 91.42 85.35
DoRA 8 58.36 90.63 88.97 75.09 93.81 − 92.68 − −
GaLore (LoRA) 8 60.06 90.82 92.01 79.78 94.38 87.17 92.20 91.11 85.94
AdamW+SGG 8 62.36 +0.53 91.10 +0.30 92.12 +0.22 80.51 +1.45 95.06 +1.60 88.17 +1.23 92.65 +0.40 92.85 +1.63 86.85 +0.92
LAMB+SGG 8 62.47 +0.58 90.90 +0.12 89.46 +0.25 76.53 +1.80 94.95 +0.34 87.85 +0.24 92.87 +0.36 91.78 +0.36 85.85 +0.50

Table 6: LLaMA-7B PEFT Results on Commonsense
Reasoning. Comparison of LoRA+SGG (blue back-
ground) against baselines. Top-1 accuracy (%↑: higher
is better) of selected tasks and all tasks on average (Avg.)
are reported. Bold and green types denote the best re-
sults and gains↑ compared to LoRA (gray background).

Method BoolQ PIQA SIQA WG Arc-E OBQA Avg.
Parallel 67.9 76.4 78.8 78.9 73.7 75.2 72.2
LoRA 68.9 80.7 77.4 78.8 77.8 74.8 74.7
DoRA 69.7 83.4 78.6 81.0 81.9 79.2 78.4
GaLore 69.5 82.0 75.1 18.0 80.7 78.0 62.7
Fira 69.4 82.6 78.0 81.2 82.2 80.8 76.9
LoRA+SGG 70.3 83.6 78.8 80.9 81.5 79.0 77.6
∆ Gains +1.4 +2.9 +1.4 +2.1 +3.7 +4.2 +2.9
DoRA+SGG 71.4 84.8 79.5 82.8 83.8 81.2 79.6
∆ Gains +1.7 +1.4 +0.9 +1.8 +1.9 +2.0 +1.2

ble 7, AdamW+SGG achieves the highest accuracy
(72.02%) under LoRA training, improving signifi-
cantly (+1.80%) over AdamW and even surpass-
ing its full rank counterpart (72.02% vs 71.85%),
showcasing SGG’s potential to substantially im-
prove alignment methods with favorable efficiency.

3.3 Comparison Results with MLLMs

We validate SGG’s effectiveness in MLLMs, fol-
lowing LLaVA-v1.5 with a pretrained Vicuna-v1.5-
7B (Chiang et al., 2023), pretrained 2×MLP, and a
pretrained CLIP (Radford et al., 2021), supervised
fine-tuned for one epoch with a batch size of 64. (i)
Full-Rank SFT: AdamW, Adafactor, and LAMB
are considered as baselines, with details of hyperpa-
rameters and settings provided in Table A5, and dis-
play results of mainstream MLLM methods. The

Table 7: Qwen2.5-0.5B DPO Results with full-rank and
LoRA setups. Top-1 accuracy(%)↑ is reported. Bold
and green types denote best results and relative gains.

Optimizer Full-Rank LoRA
SGD 70.10 69.73
AdamW 71.39 70.22
LAMB 70.82 70.39
SGD+SGG 70.82 +0.72 70.76 +1.03
AdamW+SGG 71.85 +0.47 72.02 +1.80
LAMB+SGG 71.32 +0.50 71.28 +0.89

results in Table 8 show that SGG boosts AdamW
by +0.9% on average. When paired with Adafactor,
SGG could offer +0.6% gains compared to base-
line. Notably, SGG delivers an impressive +2.4%
improvement on VizWiz. (ii) PEFT and Quanti-
zation: To rigorously evaluate SGG in resource-
constrained scenarios, we conduct PEFT (LoRA)
and 8-bit Quantization LoRA (Q-LoRA (Dettmers
et al., 2024)) with rank r = 128 and scaling fac-
tor α = 256. Table 8 shows that SGG achieves
65.1% average accuracy and yields +2.2% gains
over LoRA on VizWiz. Furthermore, SGG also
enhances QLoRA (8-bit) SFT by +0.6% on aver-
age. All these results demonstrate SGG’s versatility
and effectiveness in boosting MLLM performance
across SFT, PEFT, and quantized FT (Table A6).

3.4 Robustness to Learning Rate Scaling-up

Adam-like optimizers often struggle with the in-
terplay between learning rate (LR) and batch size,
leading to training instability (e.g., the surge phe-
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Table 8: MLLM performance comparison on diverse
benchmarks with LLaVA variants and different opti-
mizers. Top-1 accuracy (%)↑ for selected tasks and
all-task averaged (Avg.) results are reported. MMB and
MMBCN denote MMbench and MMbench (Chinese).
Bold and green types denote the best results and gains↓
of SGG (blue background) over related baselines (gray
background). Please view Table A6 for the full results.

Optimizer
Image Question Answering Benchmarks

Avg.
GQA VizWiz SciVQAI VQAT MMB MMBCN POPE

BLIP-2 41.0 19.6 61.0 42.5 − − 85.3 −
InstructBLIP 49.2 34.5 60.5 50.1 36.0 23.7 79.8 47.7
Qwen-VL 59.3 35.2 67.1 63.8 38.2 7.4 − −
TinyLLaVA 62.0 − 69.1 59.1 66.9 − 86.4 −
MoE-LLaVA 62.6 − 70.3 57.0 68.0 − 85.7 −
LLaVA-Phi − − 68.4 48.6 59.8 − 85.0 −
LLaVA-NeXT 64.2 57.6 70.1 64.9 67.4 60.6 86.5 67.3
LLaVA-MOD 58.7 39.2 68.0 58.5 66.3 61.9 87.0 62.8
LLaVA-KD-2B 62.3 44.7 64.7 53.4 64.0 63.7 86.3 62.7

LLaVA-v1.5 Full-Rank SFT
AdamW 62.0 50.0 66.8 58.2 64.3 58.3 85.9 63.6
Adafactor 62.7 48.2 70.7 57.1 66.1 60.4 86.0 64.5
LAMB 43.8 53.3 61.5 43.4 43.2 41.8 81.2 52.6
AdamW+SGG 62.4 50.2 69.8 57.4 65.9 60.1 86.3 64.6
∆ Gains +0.4 +0.2 +3.0 -0.8 +1.6 +1.8 +0.4 +1.0
Adafactor+SGG 62.8 50.6 71.6 57.3 66.3 60.8 86.0 65.1
∆ Gains +0.1 +2.4 +0.9 +0.2 +0.2 +0.4 +0.0 +0.6
LAMB+SGG 44.0 53.3 61.8 43.5 43.3 41.9 81.3 52.7
∆ Gains +0.2 +0.0 +0.3 +0.1 +0.1 +0.1 +0.1 +0.1
LLaVA-v1.5 Low-Rank SFT (AdamW)
LoRA 63.0 47.8 68.4 58.2 66.1 58.9 86.4 64.1
LoRA+SGG 63.4 51.0 70.1 58.6 66.7 59.4 86.6 65.1
∆ Gains +0.4 +2.2 +1.5 +0.4 +0.6 +0.5 +0.2 +1.0
LLaVA-v1.5 8-bit Low-Rank SFT (AdamW)
Q-LoRA 54.3 50.7 66.4 52.5 56.0 49.8 82.9 58.9
Q-LoRA+SGG 55.1 51.3 66.7 53.0 56.1 51.0 83.4 59.5
∆ Gains +0.8 +0.6 +0.3 +0.5 +0.1 +0.2 +0.5 +0.6

nomenon (Li et al., 2024b)) and meticulous tuning.
In contrast, SGG shows exceptional robustness in
this regard. During SFT on Alpaca (Taori et al.,
2023) with Adam (Figure 5), SGG maintains sta-
ble validation loss across a wide spectrum of batch
sizes (128 to 4096) and learning rates, even under
extreme conditions like batch sizes of 4096 and
LR of 0.1. This suggests that SGG effectively mit-
igates gradient outliers and dynamically adapts
LRs, ensuring reliable training across diverse con-
figurations. Please refer to Appendix C for details.

3.5 Ablation Studies

We analyze the three key hyper-parameters in SGG.
(i) Cluster number: Table 9 shows that K can be
easily set to {2,3} for diverse tasks according to
the mini-batch K-means diagnostics. (ii) Interval:
The interval T can be set as 5% of the total training
iterations, e.g., T = 500 for LLaMA-60M yields
strong results, as shown in Figure 6(a). (iii) LR
scaling decay: Figure 6(b) demonstrates that SGG
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Figure 5: Learning Rate and Batch Size Scaling-up
with Qwen2.5-0.5B SFT on Alpaca. Validation loss↓ vs
SFT Learning Rate for Adam and Adam+SGG across
various batch sizes (128 to 4096). SGG offers consistent
robustness over a wider range of hyper-parameters.
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Figure 6: Ablation of Hyperparameters with LLaMA-
60M and LLaMA-130M pre-training on C4. Validation
Perplexity (PPL %↓: lower is better) vs. (a) Recluster
Interval T (% total iterations) and (b) EMA Decay β3.
The results demonstrate that T ≈ 500 and β3 = 0.99
are the most favorable settings for SGG upon Adam.

is insensitive to the precise value of scaling decay
β3, with β3 = 0.99 proving a robust choice.

Table 9: Ablation studies of the number of SGG clus-
ters K (task-relevant) across different tasks and models.
ERR denotes the mini-batch K-means running errors.

Task Model K=1 (Adam) K=2 K=3 K=4
C4↓ LLaMA-60M 34.1 30.3 30.8 ERR
C4↓ LLaMA-130M 25.1 23.3 23.5 ERR
GLUE (MNLI)↑ RoBERT-Base 87.2 88.3 87.9 ERR
MLLM↑ LLaVA-1.5-7B 63.6 64.2 64.5 64.3

4 Related Work

Efficient Optimizers. Adaptive learning rate op-
timizers (Loshchilov and Hutter, 2019) are preva-
lent in training LLMs due to their balance of con-
vergence speed and generalization. However, their
effectiveness might diminish at scale because of the
reliance on global gradient statistics, which over-
look the inherent heterogeneity in LLMs (Zhao
et al., 2024b; Zhang et al., 2025b). This hetero-
geneity, combined with the low-rank properties
of LLMs, often leads to inefficient parameter up-
dates and suboptimal convergence (Chen et al.,
2024; Zhao et al., 2024a). Traditional methods like
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Adam exhibit limitations in handling gradient dy-
namics under LLM low-rank constraints (Li et al.,
2024a), prompting the development of memory-
efficient optimizers such as BAdam (Luo et al.,
2025) and LISA (Pan et al., 2025). Techniques
like Adam-mini (Zhang et al., 2024) and APOLLO
(Zhu et al., 2024a) further demonstrate that reduced
learning rates or SGD-like memory footprints can
achieve competitive performance. Nevertheless,
challenges persist, particularly in scaling optimiza-
tion for large models, as evidenced by the surge
phenomenon in optimal learning rate and batch size
scaling (Li et al., 2024b). Recent studies like SPAM
(Huang et al., 2025) and CAME (Luo et al., 2023)
introduce momentum reset and confidence-guided
strategies to stabilize training. SGG addresses these
issues by grouping gradients and applying group-
specific scaling, ensuring tailored learning rates.

Parameter-efficient Fine-tuning. Parameter-
efficient Fine-tuning (PEFT) has become essential
for adapting LLMs to downstream tasks efficiently.
LoRA (Hu et al., 2021) as a foundational PEFT
technique significantly reduces the computational
costs by training only a small number of low-rank
perturbation matrices added to the pre-trained
weights. Recent extensions like DoRA variants
(Liu et al., 2024c; Nasiri and Garraghan, 2025)
further improve adaptation efficiency while
maintaining performance. Despite their success,
LoRA-based methods exhibit limitations: reliance
on Dropout for regularization can be ineffective,
especially in short training regimes (Kamalakara
et al., 2022). Suboptimal initialization can impede
convergence in sparse data scenarios, and static
scaling factors hinder adaptive tuning of learning
rates (Dettmers et al., 2023). While recent efforts
like LoRA+ (Hayou et al., 2024) and LoRA-XS
(Bałazy et al., 2024) attempt to mitigate some
of these issues, challenges persist, particularly
in complex multi-modality perception tasks (Ma
et al., 2024) and broader PEFT applications (Zhang
et al., 2025a). These limitations underscore the
need for low-rank optimization that is migratable
and can adjust learning rates with the low-rank
property, which could be addressed by the gradient
grouping-based learning rate scaling in SGG.

5 Conclusion

This paper presents SGG, an optimizer wrapper
to address the challenges in LLM training. SGG
clusters momentum vectors in each layer and com-

putes cluster-specific scaling factors to modulate
parameter-wise learning rates. Experiments demon-
strate SGG’s versatility and effectiveness with con-
sistent performance gains and faster convergence
when integrated with other optimizers and LoRA.

6 Discussion and Limitations

Border Impact. As LLM applications continue
to expand, the development of efficient but effec-
tive optimization algorithms has become crucial.
SGG offers a fresh perspective along this line. Un-
like LoRA variants and several memory-efficient
optimizers that may rely on techniques like Non-
negative Matrix Factorization (NMF) for parameter
or gradient approximation, SGG employs gradient
clustering within each network layer and performs
cluster-specific scaling to parameter-wise adap-
tive learning rates. This makes SGG flexible and
integrates seamlessly with general and memory-
efficient optimizers, and LoRA techniques, with
consistent performance gains across various LLM
& MLLM applications with negligible extra cost.

Limitations and Discussion. While SGG shows
great promise, its implementation highlights sev-
eral avenues for further exploration along this line:
(1) Grouping policies: SGG’s reliance on on-
line clustering for dynamic grouping, though in-
tuitive and effective, represents only one specific
choice. Its framework of adaptive learning rate
scaling is inherently flexible, which could include
a broader spectrum of complex grouping strategies
such as more precise online clustering, heuristic-
based static partitioning, or even learned group-
ing functions, any of which might offer differ-
ent performance-efficiency trade-offs for diverse
scenarios and demands. (2) Computational Effi-
ciency: While the CPU offloading mitigates GPU
burden, the online clustering in SGG still brings
significant cost, which presents a huge concern in
resource-constrained scenarios. Future work could
focus on lightweight grouping techniques or meth-
ods that could approximate grouping benefits with-
out explicit clustering, further enhancing SGG’s ap-
plicability. (3) Evaluation Scope: Our validation
covers diverse benchmarks, yet extending SGG’s
evaluation to an even wider array of tasks, model
architectures (e.g., Mixture-of-Experts), and data
scales would provide deeper insights into its gener-
alization capabilities and potentially uncover new
avenues for effective LLM optimization.
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Appendix

A Implementation Details

SGG is implemented in PyTorch and seamlessly in-
tegrates with mainstream optimizers such as Adam
variants (Kingma and Ba, 2015), requiring no mod-
ifications to the network architecture and only
minimal changes to the optimization loop. Key
hyperparameters include the number of clusters
K ∈ {2, 3}, the recluster interval T ∈ [200, 1000]
which is typically set to 1 ∼5% of the total train-
ing iterations, and the scaling factor EMA decay
β3 = 0.99. These hyperparameters are empirically
tuned to balance computational efficiency and opti-
mization performance. To ensure scalability, clus-
tering indices, and scaling factors are stored in CPU
memory, reducing GPU memory overhead while
maintaining efficient access during training. This
design choice allows SGG to handle large-scale
models without significant memory bottlenecks.

The core of SGG involves grouping gradients
into clusters and applying cluster-specific scaling
factors to the learning rates. For optimizers like
Adam (Kingma and Ba, 2015), the momentum es-
timates mt

l (which provide a smoothed representa-
tion of the gradients) are flattened and clustered
instead. The clustering is performed using the
MiniBatchKMeans algorithm from the sklearn
library, which is efficient and suitable for large
datasets. During clustering, the flattened gradients
or momentum estimates are reshaped into a 2D ar-
ray of shape (N, 1), where N is the total number
of elements in the gradient tensor. After clustering,
each gradient element is assigned to a cluster, and
the scaling factors Sl are updated using an EMA of
the median gradient magnitudes within each clus-
ter. These scaling factors are then applied to the
learning rates during the parameter update step, en-
abling adaptive and cluster-specific optimization.
The immigration of SGG to other adaptive learning
rate optimizers (Shazeer and Stern, 2018; You et al.,
2020; Liu et al., 2025a; Luo et al., 2023) should be
similar to this case. The entire process is overall
computationally efficient, with the extra clustering
performed on the CPU and only the final scaling
factors transferred to the GPU for parameter up-
dates (the costs are nearly ignorable). Moreover,
the proposed scaling operations will not be em-
ployed on the scalar and vector parameters like
normalization layers and bias, as Muon, because
these parameters do not have low-rank properties
and are scale sensitive.

Table A1: Hyperparameters of LLaMA models for pre-
training and evaluation.

Model 60M 130M 350M 1B
Embedding dim. 512 768 1024 2048
Intermediate dim. 1376 2048 2736 5461
Heads 8 12 16 24
Layers 8 12 24 32
Steps 10K 20K 60K 100K
Warmup 1K 2K 6K 10K
Data Amount 1.3B 2.6B 7.8B 13.1B

B Experimental Setups and Results

B.1 LLM Pre-training on C4

We conducted extensive pre-training experiments
on LLaMA-based large language models using the
C4 dataset. The C4 dataset, a meticulously cleaned
and processed version of Common Crawl’s web
corpus, serves as a benchmark for pre-training lan-
guage models and learning word representations.
To closely replicate real-world pre-training con-
ditions, we implemented a no-repetition training
protocol over a substantial data volume, scaling our
experiments across model sizes up to 7 billion pa-
rameters. We provide a comprehensive overview of
the LLaMA architecture and the specific hyperpa-
rameters employed during pre-training (Table A1).
The hyperparameters are standardized across all
model sizes, with a maximum sequence length of
256 tokens and a batch size of 131,000 tokens (i.e.,
the total batch size of 512 samples). For experi-
ments of all optimizers, we implemented a learning
rate warmup phase for the initial 10% of the to-
tal training steps, followed by a cosine annealing
schedule that gradually reduces the learning rate to
10% of its initial value.

For each model size (ranging from 60 million
to 1 billion parameters), we performed a system-
atic hyperparameter search to identify the optimal
learning rate from the set {1e-2, 5e-3, 1e-3, 5e-4,
1e-4}, with selection criteria based on validation
perplexity. Notably, SGG demonstrated remark-
able robustness to hyperparameter variations, main-
taining stable performance across different model
sizes with a consistent learning rate. As shown in
Table A2 and Figure A1, we provided full bench-
mark results for the C4 pre-training experiments.
Note that we borrowed results of popular base-
lines from the previous paper, including Adam,
Adam-mini (Zhang et al., 2024), APOLLO (Zhu
et al., 2024a), Low-Rank (Kamalakara et al., 2022),
LoRA (Hu et al., 2021), ReLoRA (Lialin et al.,
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Table A2: Full Comparison Results of LLaMA Pre-training on C4 using full-rank and memory-efficient training
with the model sizes ranging from 60M to 1B. The validation perplexity (PPL↓: lower is better) and GPU memory
(Mem.)↓ are reported, where only the weights and optimization states are considered. Bold and green types denote
the best results and performance gains↓ of SGG (blue background) over related baselines (gray background). Note
that † denotes results borrowed from previous papers, while others were reproduced by us.

Method Venue 60M 130M 350M 1B
PPL Mem. PPL Mem. PPL Mem. PPL Mem.

Adam† ICLR’15 34.06 0.36G 25.08 0.76G 18.80 2.06G 15.56 7.80G
NAdam ICLR’18 35.86 0.36G 28.88 0.76G 19.24 2.06G 15.78 7.80G
RAdam ICLR’20 30.43 0.36G 25.17 0.76G 19.13 2.06G 15.65 7.80G
LAMB ICLR’20 33.04 0.36G 24.37 0.77G 18.26 2.07G 15.84 7.81G
Adan TPAMI’23 32.01 0.36G 23.14 0.77G 17.32 2.31G 14.70 15.78G
Muon arXiv’24 28.93 0.36G 22.34 0.76G 17.09 2.06G 14.52 7.80G
Adam+SGG Ours 30.34 0.36G 23.32 0.76G 17.34 2.06G 14.56 7.80G
∆ Gain -3.72 +0.00 -1.76 +0.00 -1.46 +0.00 -1.00 +0.00
Adafactor† ICML’18 32.57 0.24G 23.98 0.61G 17.74 1.53G 15.19 6.65G
LION arXiv’23 50.89 0.34G 30.67 0.73G 21.28 1.98G 15.72 5.51G
Low-Rank† arXiv’22 78.18 0.26G 45.51 0.54G 37.41 1.08G 34.53 3.57G
Adam-mini† ICLR’25 34.10 0.23G 24.85 0.48G 19.05 1.32G 16.07 4.75G
CAME ACL’23 31.37 0.25G 23.38 0.62G 17.45 1.55G 14.68 6.70G
CAME+SGG Ours 30.15 0.25G 22.91 0.62G 17.09 1.55G 14.35 6.70G
∆ Gain -1.22 +0.00 -0.46 +0.00 -0.36 +0.00 -0.33 +0.00
APOLLO† MLSys’25 31.55 0.24G 22.94 0.52G 16.85 1.22G 14.20 4.38G
APOLLO+SGG Ours 30.18 0.24G 22.52 0.52G 16.54 1.22G 13.95 4.38G
∆ Gain -1.37 +0.00 -0.42 +0.00 -0.31 +0.00 -0.25 +0.00
LoRA† ICLR’22 34.99 0.36G 33.92 0.80G 25.58 1.76G 19.21 6.17G
ReLoRA† ICLR’23 37.04 0.36G 29.37 0.80G 29.08 1.76G 18.33 6.17G
GaLore† ICML’24 34.88 0.24G 25.36 0.52G 18.95 1.22G 15.64 4.38G
GaLore+SPAM† ICLR’25 32.39 0.24G 23.98 0.52G 18.28 1.22G 14.73 6.17G
LoRA+SGG Ours 30.62 0.36G 23.62 0.80G 17.86 1.76G 14.73 6.17G
∆ Gain -4.37 +0.00 -10.30 +0.00 -7.72 +0.00 -4.48 +0.00
Training Tokens 1.1B 2.2B 6.4B 13.1B

2023), GaLore (Zhao et al., 2024a), SPAM (Huang
et al., 2025), while reproducing more popular opti-
mizers with the aforementioned experiments setups,
including Adafactor (Shazeer and Stern, 2018),
NAdam (Reddi et al., 2018), RAdam (Liu et al.,
2020a), LAMB (You et al., 2020), LION (Chen
et al., 2023), CAME (Luo et al., 2023), and
Muon (Liu et al., 2025a).

B.2 LLM SFT on GLUE Benchmark

The GLUE benchmark, a widely used evaluation
framework for NLP tasks such as sentiment anal-
ysis, question answering, and textual entailment
(Wang, 2018), serves as a robust platform for as-
sessing model performance. In this study, we fine-
tuned the pre-trained RoBERTa-Base model on the
GLUE benchmark using the Hugging Face imple-
mentation. The model was trained for 30 epochs
with a batch size of 16 for all tasks except for
CoLA, which utilized a batch size of 32. We metic-
ulously tuned the learning rate and scale factor
for the SGG optimization technique. Table A3 de-

tails the hyperparameters employed for fine-tuning
RoBERTa-Base with SGG.

The results, as presented in Table 5, demon-
strate the effectiveness of SGG in enhancing model
performance across various GLUE sub-tasks. No-
tably, SGG consistently improves the top-1 accu-
racy when applied to different optimizers (AdamW
and LAMB) with full-rank and low-rank settings.
These enhancements underscore the advantage of
SGG in stabilizing and accelerating the conver-
gence of gradient-based optimization methods, par-
ticularly in low-rank settings where computational
efficiency is crucial. The consistent performance
gains across multiple tasks and optimizers high-
light SGG’s potential as a robust technique for fine-
tuning large-scale language models, making it a
valuable addition to the NLP toolkit.

B.3 LLM PEFT with Commonsense
Reasoning Tasks

Following LLM-Adaptor (Hu et al., 2023), we
evaluate eight Commonsense Reasoning tasks
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Figure A1: Model Parameter Scaling-up Analysis on C4 pre-training with different optimization algorithms.

Table A3: Hyperparameters of fine-tuning RoBERTa base on GLUE benchmark.

MNLI SST-2 MRPC CoLA QNLI QQP RTE STS-B

Batch Size 16 16 16 32 16 16 16 16
# Epochs 30 30 30 30 30 30 30 30
Learning Rate 2e-05 1e-05 3e-05 3e-05 1e-05 1e-05 1e-05 2e-05
Rank Config. Full
Max Seq. Len. 512

Batch Size 16 16 16 32 16 16 16 16
# Epochs 30 30 30 30 30 30 30 30
Learning Rate 2e-05 1e-05 3e-05 3e-05 1e-05 1e-05 1e-05 2e-05
Rank Config. r = 4
Max Seq. Len. 512

Batch Size 16 16 16 32 16 16 16 16
# Epochs 30 30 30 30 30 30 30 30
Learning Rate 2e-05 2e-05 2e-05 3e-05 1e-05 2e-05 2e-05 3e-05
Rank Config. r = 8
Max Seq. Len. 512

with top-1 accuracy (%) and GPU memory con-
sumption, including BoolQ (Clark et al., 2019),
PIQA (Bisk et al., 2020), SIQA (Sap et al., 2019),
HellaSwag (Zellers et al., 2019), WinoGrande (Sak-
aguchi et al., 2021), ARC-Easy (ARC-E) and
ARC-Challenge (ARC-C) (Clark et al., 2018),
and OBQA (Mihaylov et al., 2018). As SFT se-
tups in LLM-Adaptor, we combine the training
datasets from all sub-tasks to fine-tune the pre-
trained LLaMA-7B for 3 epochs using AdamW
optimizer with a basic learning rate of 1e-4, a batch
size of 32, and the rank r = 32. Then, we evalu-
ate each sub-task individually using its respective
testing dataset. Three classical PEFT baselines,
Prefix-tuning (Prefix) (Li and Liang, 2021), Series
Adapter (Series) (Houlsby et al., 2019), and Paral-
lel Adapter (Parallel) (He et al., 2021), and three
popular PEFT methods, DoRA (Liu et al., 2024c),
GaLore (Zhao et al., 2024a), and Fira (Chen et al.,
2024), are compared in Table A4. Our SGG con-
sistently improves eight sub-tasks over LoRA by
+2.9% without extra GPU memory, achieving com-

petitive performances with well-designed PEFT
methods with LoRA+SGG.

B.4 LLM RLHF with DPO
In our experiments, we employed the Direct Prefer-
ence Optimization (DPO) approach to fine-tune
the Qwen2.5-0.5B model using the ultrafeed-
back_binarized dataset, which contains binary pref-
erence labels that facilitate the alignment of the
model with human preferences (von Werra et al.,
2020). The training process was conducted using
both full-rank and LoRA strategies, with the latter
being typically effective in reducing the number
of trainable parameters while maintaining competi-
tive performance. Hyperparameters include a learn-
ing rate of 5.0 × 10−7 for full-rank training and
5.0× 10−6 for LoRA, with a single training epoch
and a batch size of 2 per device. Gradient accumula-
tion was set to 8 steps, and gradient checkpointing
was enabled to optimize memory usage.

The optimization process utilized several opti-
mizers, including SGD, AdamW, and LAMB, with
and without the addition of the SGG (Stochastic

3275



Table A4: Full Comparison Results of LLaMA PEFT on eight commonsense reasoning datasets with the accuracy
(%↑: higher is better) and the GPU memory↓, where only the weights and optimization states are considered.
ChatGPT results are obtained by Zero-shot CoT with gpt-3.5-turbo API. Bold and green types denote the best results
and performance gains↑ of SGG (blue background) compared to corresponding LoRA baselines (gray background).

Model PEFT Memory BoolQ PIQA SIQA HellaSwag WinoGrande Arc-E Arc-C OBQA Average
ChatGPT − − 73.1 85.4 68.5 78.5 66.1 89.8 79.9 74.8 77.0

Prefix 0.05G 64.3 76.8 73.9 42.1 72.1 72.9 54.0 60.6 64.6
Series 0.42G 63.0 79.2 76.3 67.9 75.7 74.5 57.1 72.4 70.8

Parallel 1.49G 67.9 76.4 78.8 69.8 78.9 73.7 57.3 75.2 72.2
LoRA 0.35G 68.9 80.7 77.4 78.1 78.8 77.8 61.3 74.8 74.7

LLaMA-7B DoRA 0.26G 69.7 83.4 78.6 87.2 81.0 81.9 66.2 79.2 78.4
GaLore 0.26G 69.5 82.0 75.1 32.2 18.0 80.7 65.8 78.0 62.7

Fira 0.26G 69.4 82.6 78.0 76.8 81.2 82.2 64.4 80.8 76.9
LoRA+SGG 0.35G 70.3 83.6 78.8 81.7 80.9 81.5 65.3 79.0 77.6

∆ Gain +0.00 +1.4 +2.9 +1.4 +3.6 +2.1 +3.7 +4.0 +4.2 +2.9

Gradient with Gain) technique. As shown in Ta-
ble 7, the inclusion of SGG consistently improved
the Top-1 accuracy across all optimizers. For in-
stance, AdamW with SGG achieved a Top-1 accu-
racy of 71.85% in full-rank training, representing
a gain of 0.47% over the baseline AdamW. Simi-
larly, in LoRA training, AdamW with SGG reached
72.02%, a significant improvement of 1.80% com-
pared to the baseline. These results underscore the
advantage of SGG in enhancing the optimization
process, particularly in scenarios where both com-
putational efficiency and performance are critical.

The LoRA configuration used a rank (r) of
32 and alpha (α) of 16, which provided a bal-
ance between model complexity and performance.
The evaluation strategy was set in steps, with
evaluations conducted every 50 steps, and log-
ging was performed every 25 steps to moni-
tor the training progress. The output direc-
tory was designated as Qwen2-0.5B-DPO, and the
no_remove_unused_columns flag was enabled to
retain all columns in the dataset during training.

B.5 MLLM SFT with LLaVA Variants

To validate the generalization capability of the
SGG-equipped optimizer, we also verify it on some
variants of LLaVA (Liu et al., 2024b). i.e. LLaVA-
v1.5-7b, LLaVA-LoRA, LLaVA-v1.3. And we
choose some mainstream multi-modal LLMs at Ta-
ble 8, e.g. BLIP (Li et al., 2022), InstructBLIP (Dai
et al., 2023), Qwen-VL (Bai et al., 2023), Qwen-
VL-Chat, mPLUG-Owl2 (Ye et al., 2024), and
some variant of LLaVA, Tiny-LLaVA (Zhou et al.,
2024), MoE-LLaVA (Lin et al., 2024), LLaVA-
Phi (Zhu et al., 2024b), LLaVA-NeXT (Liu et al.,
2024a), LLaVA-MOD (Shu et al., 2024), and
LLaVA-KD-2B (Cai et al., 2024).

Setup and Settings: Following the LLaVA-
v1.5, we use a pre-trained Vicuna-v1.5-7B (Chiang
et al., 2023) as the language decoder. A pre-trained
2×MLP is used as the connector to align the visual
tokens to text tokens. The connector was trained by
the LCS-558K datasets for one epoch. For the visual
encoder, CLIP (Radford et al., 2021) encodes and
extracts the visual representation from the images.
In our experiments, we validate three different op-
timizers: AdamW, Adafactor, and LAMB. We also
reproduced results of popular optimizers like Muon,
SOAP (Vyas et al., 2024), and MARS (Yuan et al.,
2025) as the extension. The details of the opti-
mizer hyperparameters and some training settings
are shown in Table A5.

Table A5: Details of the hyperparameters for the in-
cluded optimizers and experiment settings.

Method AdamW Adafactor LAMB
Modules and datasets

LLM Vicuan-v1.5-7B
Vision encoder CLIP-L-336px

Connector 2×MLP
Pretrain data LCS-558K

SFT data llava-v1.5-mix665k

Basic SFT settings
Learning rate 2e−5 2e−5 2e−5

Batch size 64 64 64
Betas (0.9, 0.999) ✗ (0.9, 0.999)

Epsilon 1e−8 (1e−30, 1e−3) 1e−6

Weight decay ✗ ✗ ✗

LR scheduler Cosine Cosine Cosine
Warmup ratio 0.03 0.03 0.03
Clip threshold ✗ 1.0 ✗

Clamp value ✗ ✗ 10
Cluster number 3 3 2

Recluster interval 1,000 1,000 1,000
Decay rate (0.95, 0.9) (0.95, 0.9) (0.95, 0.9)

Low-Rank hyperparameters
LoRA (r=128, α=256) ✓ ✗ ✗

8bit LoRA (r=128, α=256) ✓ ✗ ✗

Supervised Fine-tuning: We keep the visual
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encoder frozen and update the parameters of the
connector and LLM for training. For the Full-Rank
Supervised Fine-Tuning (SFT), the learning rate
was set to 2e-5, the batch size was 64, and train-
ing one epoch on llava-v1.5-mix665k dataset.
To further validate the effectiveness of SGG in
the light parameters and low-bit quantization sce-
nario, we conducted an experiment to train the
Low-Rank (LoRA) and 8-bit Quantization LoRA
(Q-LoRA (Dettmers et al., 2024)) SFT method.
These methods have unique advantages in param-
eter efficiency and training speed. For the LoRA
and Q-LoRA SFT, the rank r of LoRA is 128, the
learning rate scaling factor α is 256, the batch size
set is 64, and training one epoch. These low-rank
methods are based on the LLaVA-v1.5.

Results: Table 8 and Table A6 present the re-
sults of SGG on VQA and benchmark tasks. Ta-
ble 8 shows the results of seven representative tasks,
while Table A6 displays the full results of nine
tasks. For the Full-Rank SFT, on the AdamW op-
timizer, SGG achieves 64.5 average performance
on the 7 different tasks, which brings +0.9% per-
formance compared to the AdamW baseline. On
the Adafactor, SGG could get extra +0.5% per-
formance compared to the vanilla Adafactor, espe-
cially on the VizWzi VQA task, SGG could bring
+2.4% capability. With LAMB+SGG, our perfor-
mance can reach 52.7. For the LoRA SFT, our SGG
could achieve 65.1 scores, and on the VizWiz task,
it brings additional performance gains of +2.2%.
For the 8-bit experiments, Table 8 shows that SGG
with AdamW could also bring some performance.

C Empirical Analysis

C.1 Analysis of Gradient Clustering

Figure 2 illustrates the gradient clustering phe-
nomenon observed during the pre-training of the
LLaMA-1B model on the C4 dataset, focusing
on gradients, adaptive learning rates, and gradient
norms. LLMs exhibit unique gradient dynamics
due to their massive scale, sparse activations, and
hierarchical structure. SGG leverages these char-
acteristics to improve optimization efficiency and
convergence. Gradients in LLMs often follow a
heavy-tailed distribution, with a small fraction of
parameters contributing disproportionately to the
overall gradient magnitude. SGG addresses this by
flattening gradients into high-dimensional vectors
and applying clustering algorithms (e.g., k-means)
to group parameters with similar behaviors. This

results in two distinct clusters: one for parameters
with large gradients (associated with salient fea-
tures or rare tokens) and another for those with
smaller gradients (associated with frequent but less
informative tokens). Adaptive learning rates are
then computed separately for each cluster, ensuring
stability for parameters with large gradients and
faster convergence for those with smaller gradients.
This contrasts with baselines that apply uniform
learning rates, failing to account for the heavy-
tailed gradient distributions typical of LLMs.

Figure 4(c) depicts the layer-wise L2-gradient
norm distributions across all layers of the LLaMA-
1B model. Gradient norms vary significantly across
layers due to the hierarchical nature of LLMs. Ear-
lier layers (e.g., embedding and low-level trans-
former layers) exhibit smaller gradient norms, as
they focus on general syntactic and semantic pat-
terns. In contrast, deeper layers (e.g., higher-level
transformer layers) tend to have larger gradient
norms, as they model complex, context-dependent
relationships. SGG captures these patterns by
grouping parameters based on gradient norms and
applying layer-wise learning rate scaling. This en-
sures that earlier layers receive larger updates for
faster learning of general patterns, while deeper lay-
ers receive smaller updates to maintain stability and
prevent overfitting. Baseline methods, which lack
such adaptive scaling, often struggle to optimize
all layers simultaneously, leading to suboptimal
convergence and poor generalization.

The clustering of gradients, adaptive learning
rates, and gradient norms in LLMs are deeply inter-
connected phenomena. The heavy-tailed gradient
distribution directly influences adaptive learning
rates, as parameters with large gradients are as-
signed smaller learning rates to prevent instability.
This, in turn, affects gradient norms, as learning
rate scaling impacts the magnitude of parameter
updates. SGG’s ability to capture these relation-
ships and adaptively scale learning rates based on
gradient clustering and norm distributions leads to
more stable and efficient optimization compared
to baseline methods. Furthermore, the hierarchi-
cal structure of LLMs introduces additional com-
plexity, as different layers exhibit distinct gradient
behaviors. SGG addresses this by leveraging layer-
wise clustering and scaling, ensuring each layer
is optimized according to its specific role. This
is particularly critical for LLMs, where the inter-
play between low-level and high-level features is
essential for capturing the nuances of natural lan-
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Table A6: Full Comparison Results with Mainstream MLLMs. Compared with their counterparts, Top-1 accuracy
(%↑: higher is better) is reported. AVG: The average of the nine benchmarks for comprehensive comparison, except
for MME. †: reproduced results using the official code. Green types denote the performance gains↑ of SGG (blue
background) over related baselines (gray background). Most results are reported from LLaVA-KD (Cai et al., 2024).

Method LLM Optimizer
Image Question Answering Benchmarks

AVG
VQAv2 GQA VizWiz SciVQAI TextVQA MME MMBench MMBenchCN POPE SEEDI

BLIP-2 Vicuna-13B AdamW 65.0 41.0 19.6 61.0 42.5 − − − 85.3 − −
InstructBLIP Vicuna-7B AdamW − 49.2 34.5 60.5 50.1 − 36.0 23.7 79.8 − −
Qwen-VL Qwen-7B AdamW 78.8 59.3 35.2 67.1 63.8 − 38.2 7.4 − − −
Qwen-VL-Chat Qwen-7B AdamW 78.2 57.5 38.9 68.2 61.5 − 60.6 56.7 − − −
mPLUG-Owl2 LLaMA2-7B AdamW 79.4 56.1 54.5 68.7 54.3 − 66.5 − 85.8 − −
TinyLLaVA† Qwen1.5-4B AdamW 79.9 63.4 46.3 72.9 59.0 − 67.9 67.1 85.2 − −
TinyLLaVA Phi2-2.7B AdamW 79.9 62.0 − 69.1 59.1 − 66.9 − 86.4 − −
Bunny Phi2-2.7B AdamW 79.8 62.5 43.8 70.9 56.7 − 68.6 37.2 − − −
Imp-3B Phi2-2.7B AdamW − 63.5 54.1 72.8 59.8 − 72.9 46.7 − − −
MobileVLM MLLaMA-2.7B AdamW − 59.0 − 61.0 47.5 − 59.6 − 84.9 − −
MobileVLMv2 MLLaMA-2.7B AdamW − 61.1 − 70.0 57.5 − 63.2 − 84.7 − −
MoE-LLaVA Phi2-2.7B AdamW 79.9 62.6 − 70.3 57.0 − 68.0 − 85.7 − −
LLaVA-Phi Phi2-2.7B AdamW 71.4 − − 68.4 48.6 − 59.8 − 85.0 − −
LLaVA-NeXT Vicuna-1.5-7B AdamW 81.8 64.2 57.6 70.1 64.9 1519.0 67.4 60.6 86.5 70.2 69.3
LLaVA-NeXT Vicuna-1.5-13B AdamW 82.8 65.4 60.5 73.6 67.1 1575.0 70.0 64.4 86.2 71.9 71.3
MiniCPM-V MiniCPM-2.4B AdamW − 51.5 50.5 74.4 56.6 − 64.0 62.7 79.5 − −
MiniCPMv2 MiniCPM-2.4B AdamW − 52.1 60.2 76.3 73.2 − 68.5 67.2 86.3 − −
LLaVA-MOD Qwen1.5-1.8B AdamW − 58.7 39.2 68.0 58.5 − 66.3 61.9 87.0 − −
LLaVA-KD-2B Qwen1.5-1.8B AdamW 79.0 62.3 44.7 64.7 53.4 − 64.0 63.7 86.3 − −
LLaVA-v1.5/1.6 Full-Rank SFT
LLaVA-v1.5 Vicuna-1.5-7B AdamW 78.5 62.0 50.0 66.8 58.2 1510.7 64.3 58.3 85.9 66.2 65.6
LLaVA-v1.5 Vicuna-1.5-7B Adafactor 79.0 62.7 48.2 70.7 57.1 1462.5 66.1 60.4 86.0 66.8 66.3
LLaVA-v1.5 Vicuna-1.5-7B LAMB 63.9 43.8 53.3 61.5 43.4 1090.9 43.2 41.8 81.2 50.4 53.6
LLaVA-v1.5 Vicuna-1.5-7B Muon 79.3 62.6 50.3 69.1 57.7 1461.7 67.1 59.8 85.9 67.0 66.5
LLaVA-v1.5 Vicuna-1.5-7B SOAP 79.4 62.5 47.8 69.7 57.9 1457.1 66.6 60.1 86.2 67.4 66.4
LLaVA-v1.5 Vicuna-1.5-7B MARS 79.3 62.8 49.2 69.1 56.4 1451.1 66.7 59.4 86.1 67.5 66.3

LLaVA-v1.5 Vicuna-1.5-7B AdamW+SGG 79.1 62.4 50.2 69.8 57.4 1476.9 65.9 60.1 86.3 66.9 66.5
∆ Gains compared to AdamW +0.6 +0.4 +0.2 +2.0 -0.8 -33.8 +1.6 +1.8 +0.4 +0.7 +0.9
LLaVA-v1.5 Vicuna-1.5-7B Adafactor+SGG 79.2 62.8 50.6 71.6 57.3 1477.2 66.3 60.8 86.0 67.3 66.8
∆ Gains compared to Adafactor +0.1 +0.1 +2.4 +0.9 +0.2 +14.7 +0.2 +0.4 +0.0 +0.5 +0.5
LLaVA-v1.5 Vicuna-1.5-7B LAMB+SGG 64.3 44.0 53.3 61.8 43.5 1122.9 43.3 41.9 81.3 50.4 53.8
∆ Gains compared to LAMB +0.4 +0.2 +0.0 +0.3 +0.1 +32.0 +0.1 +0.1 +0.1 +0.1 +0.2
LLaVA-v1.5 Low-Rank SFT (AdamW)
LLaVA-v1.5 Vicuna-1.5-7B LoRA 79.1 63.0 47.8 68.4 58.2 1466.2 66.1 58.9 86.4 67.8 66.2
LLaVA-v1.5 Vicuna-1.5-7B LoRA+SGG 79.1 63.4 51.0 70.1 58.6 1477.8 66.7 59.4 86.6 68.2 67.0
∆ Gains compared to LoRA +0.0 +0.4 +2.2 +1.5 +0.4 +11.6 +0.6 +0.5 +0.2 +0.4 +0.8

guage. By preserving the inherent structure of the
optimization landscape, SGG not only improves
convergence but also enhances the model’s ability
to generalize to unseen data.

C.2 Analysis of Learning Rate Scaling

We analyze the impact of learning rate scaling
on the validation perplexity of the Qwen2.5-0.5B
model fine-tuned on the Alpaca dataset. The ex-
periments were conducted with varying batch sizes
{128, 512, 1024, 2048, 4096} and learning rates
{1e-1, 1e-2, 1e-3, 1e-4, 1e-5}, using both the Adam
optimizer and Adam with SGG. The model was
trained for 3 epochs with LoRA (rank=8) and fol-
lowed the official settings of the Alpaca framework.

The results, as depicted in Figure 5, demonstrate
several key trends. First, as the batch size increases,
the validation perplexity generally decreases, indi-
cating that larger batch sizes contribute to more
stable and efficient training. This effect is par-
ticularly pronounced when SGG is applied, sug-
gesting that SGG enhances the model’s ability to
generalize even under extreme batch size settings.
Second, lower learning rates (e.g., 1e-4, 1e-5) con-
sistently yield better performance, especially when
combined with larger batch sizes, highlighting the
importance of balancing these hyperparameters.
Notably, SGG provides robust performance gains
across all configurations, significantly reducing val-
idation perplexity compared to standard Adam opti-

3278



mization. This improvement is attributed to SGG’s
ability to guide the optimization process more ef-
fectively, particularly in scenarios with large batch
sizes and varying learning rates. Overall, the results
underscore the effectiveness of SGG in enhancing
model performance, even in challenging training
conditions, and emphasize the critical role of hy-
perparameter tuning in achieving optimal results.
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