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Abstract

Machine-generated Text (MGT) detection is
crucial for regulating and attributing online
texts. While the existing MGT detectors
achieve strong performance, they remain vul-
nerable to simple perturbations and adversarial
attacks. To build an effective defense against
malicious perturbations, we view MGT detec-
tion from a threat modeling perspective, that is,
analyzing the model’s vulnerability from an ad-
versary’s point of view and exploring effective
mitigations. To this end, we introduce an adver-
sarial framework for training a robust MGT de-
tector, named GREedy Adversary PromoTed
DefendER (GREATER). The GREATER con-
sists of two key components: an adversary
GREATER-A and a detector GREATER-D. The
GREATER-D learns to defend against the ad-
versarial attack from GREATER-A and general-
izes the defense to other attacks. GREATER-A
identifies and perturbs the critical tokens in em-
bedding space, along with greedy search and
pruning to generate stealthy and disruptive ad-
versarial examples. Besides, we update the
GREATER-A and GREATER-D synchronously,
encouraging the GREATER-D to generalize its
defense to different attacks and varying attack
intensities. Our experimental results across 10
text perturbation strategies and 6 adversarial
attacks show that our GREATER-D reduces the
Attack Success Rate (ASR) by 0.67% com-
pared with SOTA defense methods while our
GREATER-A is demonstrated to be more effec-
tive and efficient than SOTA attack approaches.
Codes and dataset are available in https://
github.com/Liyuuuul11/GREATER.

1 Introduction

The rapid development of large language models
(LLM) (Achiam et al., 2023; Dubey et al., 2024;
Anthropic, 2024; Guo et al., 2025) enables the
model to generate highly human-like texts, which
has raised broad concerns about the unrestricted
dissemination of non-attributed textual contents in-
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Figure 1: Performance drop of different MGT detectors
and defense methods under text perturbation'.

cluding misinformation, fabricate news, and phish-
ing emails. These negative impacts of MGTs lead
to extensive works on MGT detection (Mitchell
et al., 2023; Verma et al., 2024; Liu et al., 2024b;
Bao et al.; Liu et al., 2024b) to accurately attribute
the authorship of textual content and inform the
readers.

Despite the superb performance of current MGT
detectors, a recent study (Wang et al., 2024a) finds
an astonishing fact that all detectors exhibit differ-
ent loopholes in robustness, that is, existing detec-
tors suffer great performance drop when facing dif-
ferent text perturbation strategies including edit-
ing (Kukich, 1992; Gabrilovich and Gontmakher,
2002), paraphrasing (Shi et al., 2024), prompting
(Zamfirescu-Pereira et al., 2023), and co-generating
(Kushnareva et al., 2024), etc. As illustrated in
Figure 1, the detection accuracy of current detec-
tors drops by around 30%-50% when confronted
with simple perturbations, and the defense meth-
ods for general text classification cannot be simply
adapted to the MGT detection scenario. More se-

!The detectors include DetectGPT (Mitchell et al., 2023),
LogRank (Su et al., 2023), fine-tuned xIm-roberta-base (Liu
et al., 2019), fine-tuned Albert-large (Lan et al., 2019), and
Unbiased Watermark (Hu et al., 2023b). The defense methods
contain Text-RS (Zhang et al., 2024b), CERT-ED (Huang
et al., 2024), VAT (Miyato et al., 2016), TAVAT (Li et al.,
2021), and GREATER-D (ours).
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riously, the vulnerability of MGT detectors is also
unveiled by adversarial attacks that exploit the
internal state (Yoo and Qi, 2021) or outputs (Liu
et al., 2024a; Yu et al., 2024; Hu et al., 2024) of
the detectors through multiple queries. Alas, there
are few works on improving the robustness against
adversarial attacks for MGT detectors.
Motivation. We rely on threat modeling to advance
the robustness of the MGT detectors against pertur-
bation and adversarial attacks. As the proverb says
"Iron sharpens iron’, we focus on constructing pow-
erful adversarial examples which mislead the pre-
diction of the detector to facilitate the post-training
of MGT detectors and defend against different at-
tacks. Existing text perturbation strategies (Wang
et al., 2024a) adjust token distribution without ac-
cessing information from the target MGT detector,
resulting in low-quality and non-targeted adver-
sarial examples. The adversarial attacks are only
effective in white-box setting (Yoo and Qi, 2021)
or require excessive queries to target detectors (Hu
et al., 2024; Yu et al., 2024; Liu et al., 2024a).
Moreover, Wang et al. (2024c¢) find that the defense
built by adversarial training cannot generalize well
to the attacks on which it was not originally trained.
To overcome these limitations, we propose an effi-
cient adversarial training framework that works in a
black-box setting and builds generalizable defense
against a wide variety of perturbations and attacks
for MGT detectors.

Our Work. In this paper, we propose an adver-
sarial framework for training robust MGT detector,
namely GREedy Adversary PromoTed DefendeR.
(GREATER). GREATER consists of an adversary
(GREATER-A) and a detector (GREATER-D). The
GREATER-D learns to discern MGTs from the
human-written texts (HWTs), while the GREATER-
A, which queries the output of the detector, aims to
imply minimum perturbation on MGTs to deceive
the detector. Restricted by the scenario where only
outputs from the target detector are available, we
use an open-sourced surrogate model to retrieve
gradient information to identify important tokens
in the prediction. Afterwards, we introduce a gradi-
ent ascent perturbation on the embedding of MGTs
from the surrogate model to enhance both the qual-
ity and stealthiness of generated adversarial text.
To reduce the number of queries needed for build-
ing effective adversarial examples, we design a
greedy search and pruning strategy. In the training
stage, we update the GREATER-A and GREATER-
D in the same training step so that GREATER-D

learns from a curriculum of adversarial examples
to generalize its defense. The experiment results
demonstrate that our method achieves an average
ASR of 5.53% against various attacks, which is
0.67% lower compared to the SOTA defense meth-
ods. We also find that GREATER-A achieves the
most effective attack, achieving an ASR of 96.58%,
which surpasses SOTA attack methods by 8.45%
while requiring 4 times fewer queries.
Our contributions are as follows:

* Adversarial Training Framework. We
propose an adversarial training framework
GREATER to improve the robustness of MGT
detectors, in which the adversary maliciously
perturbs the MGTs to construct hard adversar-
ial examples, while the detector is trained to
maintain correct prediction towards the adver-
sarial examples. We update the detector and
the adversary generator in the same training
step for better generalization on defense.

* Adversarial Examples Generation. We pro-
pose a strong and efficient adversarial exam-
ples construction method in the black-box set-
ting. We retrieve gradient information from a
surrogate model to rank the important tokens
in MGT detection and design a greedy search
and pruning strategy to reduce the query times
needed for adversarial attacks.

* Outstanding Performance. Testing results
across 16 attack methods demonstrate that our
detector outperforms 10 existing SOTA de-
fense methods in robustness, while our ad-
versary achieves significant improvements in
both attack efficiency and effectiveness com-
pared to 13 SOTA attack approaches.

2 Related Work

Machine-Generated Text (MGT) Detection.
There have been attempts to detect and attribute
the MGTs in the pre-LLM era (Zhong et al., 2020;
Uchendu et al., 2020). Nowadays, many works
(Mitchell et al., 2023; Wang et al., 2023; Liu et al.,
2022; Kushnareva et al., 2024; Guo et al.) aim
to accurately annotate online texts as LLMs’ as-
tonishing ability to generate fluent, logical, and
human-like content, which helps the proliferation
of unchecked information. Despite the achieve-
ments made in MGT detection, some works indi-
cate the MGT detectors are vulnerable to simple
perturbation or adversarial attacks. For example,
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Wang et al. (2024a) test the robustness of eight
MGT detectors with twelve perturbation strategies
and they surprisingly find that none of the exist-
ing detectors remain robust under all the attacks.
Moreover, MGT detectors’ defense against adver-
sarial attacks is also questioned (Fishchuk, 2023).
Other studies also reveal the fact that MGT de-
tectors suffer from authorship obfuscation (Macko
etal., 2024) and biased decision (Liang et al., 2023).
To mitigate the vulnerability of MGT detectors,
our work focuses on improving detector robustness
against text perturbations and adversarial attacks.
Adpversarial Training. Adversarial training aims
to optimize the model toward maintaining correct
predictions against adversarial examples that are
misleading data constructed for malicious purposes.
Earlier works first augment the training set with ad-
versarial examples for defense against specific at-
tacks (Huang et al., 2024; Zeng et al., 2023). These
methods are shown to be hard to generalize to un-
seen attacks (Wang et al., 2024c). Yoo and Qi
(2021) update the adversary and the target model in
the same step to generalize the defense to unseen
attacks. However, they rely on the availability of
explicit first-order gradients, which is not applica-
ble in the real-world case. OUTFOX (Koike et al.,
2024) identifies adversarial attack with in-context
learning, which requires the demonstrations of ad-
versarial samples as prompts. RADAR (Hu et al.,
2023a) uses a paraphraser as the adversary. Both
OUTFOX and RADAR are designed to defend
against known attacks. Different from previous
works, we propose an effective adversarial training
framework for MGT detectors that builds a gener-
alizable defense against a variety of attacks in the
black-box setting.

3 Threat Model

We follow the standard threat modeling framework
outlined in prior work (Biggio and Roli, 2018)
and describe our assumptions about the adversary’s
goal and adversary’s capability.

Adversary’s Goal. Given a piece of MGT, the goal
of the adversary is to make trivial changes to the
original MGT so as to mislead the prediction of the
detector. We refer the changed texts as adversarial
examples. Ideally, the adversarial examples should
satisfy three requirements: i) Low Perturbation
Rate. Only trivial changes should be applied on the
adversarial examples and the semantics of original
texts should be retained. ii) High Readability. Ad-

versarial examples should exhibit high readability
so that the attack is most invisible to humans. iii)
Less Query Requirements. The adversary should
be query-efficient to reduce the time and budget
needed to construct each adversarial example.
Adversary’s Capability. We assume the adver-
sary’s capability in a real-world setting. First, an
adversary only maliciously edits the MGTs but
would not make any changes to the HWTs. This
is because HWTs are trustworthy and there is no
need for the adversary to change the prediction
on HWTs. Second, since most commercial MGT
detectors (e.g., GPT Zero?) are close-sourced, the
adversary should not have access to model weights
and internal states of the target model. The only
information the adversary is permitted to query is
the output of the detector. Third, the adversary is
allowed to access any open-sourced models.

4 Methodology

We introduce the framework of GREATER in this
section. The architecture of GREATER is shown
in Figure 2. In the following subsections, we first
describe the workflow of the adversary and detector,
respectively. Then we systematically outline the
adversarial training process.

4.1 GREATER-A for Generating Adversarial
Examples

To achieve the Adversary’s Goal outlined in §3,
we developed an effective and efficient adversary.
Specifically, the adversary achieves these require-
ments through two stages: Identify & Perturb and
Replace & Refine.

4.1.1 Identify & Perturb

In this module, we design a token importance es-
timation module and apply a targeted perturbation
on the embeddings of important tokens.

Important Token Identification. We consider a
black-box setting where the internal state of the
target detector M, (.) is inaccessible. Given an
original MGT X = [z1, z9, ..., x| consisting of
T tokens, we utilize a surrogate model Mgy, (.)
instead to obtain the last layer hidden state of each
token in the text:

H= MsuT(X) = [h17h27"' 7hT]a (1)

where h; represents the last layer hidden state of
the ¢-th token z; generated by M,,-(.). To obtain

2https://gptzero.me/
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Figure 2: Pipeline of GREATER. The adversary identifies important tokens in the original MGT and generates
candidates for important tokens (§4.1.1). The adversary conducts and refines the attack by greedy search and

pruning (§4.1.2). The final adversarial examples are fe
adversarial training process (§4.3).

the importance score of each token s;, we train a
simple scoring network Fj(.) which takes the fea-
ture embeddings as input and outputs the prediction
of importance scores for each token:

st = Fp (ht)7 (2)

where 6 are learnable parameters. Then, we select
the top-k tokens with the highest importance scores
in text X and construct the important-token set I:
I:tOp-k‘([(.’IJt,St) |t:1,2,...,T]>. 3)
To mitigate the impact of discrepancies between
the Mgy, (.) and Myq.(.), we leverage the predic-
tions of the target detector My,,-(.) to guide Fy(.)
in more accurately identifying important tokens
during adversarial training process. We detail the
adversarial training process in §4.3.

Embedding-level Perturbation. We apply a tar-
geted perturbation on the embedding of the tokens
in I to improve the attack effectiveness while pre-
serving semantic integrity. Formally, we intro-
duce perturbations to the tokens in set I within
the embeddings E = [ey, ea, ..., er| of the sur-
rogate model to obtain the perturbed embedding
E = [él,ég, ce ,éT]i

€ =e;+ 1[tel]5t7

4

eded to the target detector (§4.2) and participate in the

where J; represents the perturbation of the ¢-th to-
ken, and 1}y represents an indicator function with
a value of 1 if and only if the condition ¢ € I is
satisfied, otherwise, it is 0. For the calculation of
0, we first initialize the perturbation from a nor-
malized uniform distribution, and then design a
single-step gradient ascent strategy to optimize the
perturbation. Specifically, we update the perturba-
tion towards the direction where the KL divergence
between the output distributions with respect to the
original embedding E' and initial perturbed embed-
ding EV increases most steeply. This process is
formulated as:

8¢ ~U(a,b), =¢

|I5°||2

- 5
VipKL(Puly | B) | Puly | B9)

[ V59 KL(Pusly | B) | Pty | £9))

(5t:6

where 5? represents the normalized value of &9,
and £ is a scaling factor. The parameters a and b
define the lower and upper bounds of the uniform
distribution U (a, b), € is a scaling factor, Py, (y|E)
and Py, (y|EP) are label distribution before and
after perturbation, respectively.

Afterwards, we project the F back to the vocab-
ulary with the language modeling head and select
the top-m tokens with the highest probabilities as
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Algorithm 1 Greedy Search Procedure

1: Input: Target Detector Mg, Original MGT X, Label c,
Important-token Set L.

2: round < Oand X « X.

3: while round < roundq. do

4 Get the token z; = I[round] to be perturbed.

5: Compute corresponding perturbation d; using Eq.(5).

6: Get candidates C; for replacing token using Eq.(6).

7: X

8

9

10

Replace x; with the token in C; to update X.
Classify X via Mq, and obtain the output .

if ¢ # c then
break // Attack success
11: else
12: round < round + 1  // Attack failed
13: end if

14: end while -
15: Output: Adversarial Example X.

Algorithm 2 Greedy Pruning Procedure

1: Input: Adversarial Example X from Algorithm 1, Label
¢, Important-token Set I and Target Detector M.

2: for each perturbed token Z; in X do

3: Revert z; to corresponding token ¢ in X.

4: Classify X via M, and obtain the output ¢.
5: if ¢ # c. then

6: continue // revert successful

7 else

8: Replace z; with Z; again.  // revert failed
9: end if

0: end for

1

— —

: Output: Final Adversarial Example X

candidates for replacing the important tokens:

C; = top-m(Softmax(LMHead(Msm«(E))t))7 (6)

where LMHead (M g, (E)): represents the output
of the LMHead(.) at position ¢. Following POS
Constraints (Zhou et al., 2024), which require that
the candidate words must match the part of speech
of the words they replace, we filter the candidate
tokens so that the candidate set contains the tokens
with the same POS as the original one.

4.1.2 Replace & Refine

Based on the token importance calculated in §4.1.1,
we introduce a greedy search and a greedy pruning
strategy to efficiently construct powerful adversar-
ial examples facilitating adversarial training.

Greedy Search. We present the process of greedy
search in Algorithm 1. For a piece of original MGT
X, we substitute the token x; with the most possi-
ble candidate token in C; sequentially according to
the descending order of importance scores. After
each replacement, we query the target model M,
if the adversarial example in the current step is
machine-generated. We iterate this token-replacing
procedure until the adversarial example deceives

the My, or all the tokens in I are replaced. We
then use the successful adversarial example (if the
attack succeeds) or the text that is perturbed the
most as training data for M;,,.. Compared to ex-
isting methods (Liu et al., 2024a; Yu et al., 2024;
Hu et al., 2024), our method perturbs only the to-
kens in set I incrementally with the guidance of
importance score, enabling the generation of ad-
versarial examples with fewer queries and lower
perturbation rates.

Greedy Pruning. Due to the local optimality char-
acteristic of greedy search (Yu et al., 2024; Prim,
1957), the adversarial examples constructed by
greedy search contain redundant perturbations. We
apply the greedy pruning algorithm, as shown in
Algorithm 2, to further reduce the perturbation rate
and make the attack stealthy without sacrificing
its effectiveness. Given an adversarial example X
generated with greedy search, we sample the per-
turbed token by order of importance scores and
replace the selected token with its corresponding
original token one-by-one. After each restoration,
we query the target model My, if X is still a suc-
cessful adversarial example. If the attack remains
successful after restoration, the token is converted
to the original one; otherwise, we preserve the per-
turbed token. We loop over all perturbed tokens
and produce the final adversarial example X.

To further validate the efficiency of our method,
we provide a detailed theoretical analysis of query
complexity and perturbation rate in GREATER-A
in Appendix E.

4.2 GREATER-D for Defending Attacks

Our GREATER-D contains a target detector
Miqr(.). For the target detector My, (.), we ex-
pect it to learn to defend against adversarial attacks
from the adversary and generalize the defense abil-
ity to other attacks. Specifically, given the target
detector My, (.), for each original MGT X; € X
and the corresponding adversarial example X; gen-
erated by the adversary, which share the same label
¢;, the optimization objective of the target detector
is to make correct predictions for both the original
MGT and the adversarial example:

mgln( Z (‘C(Mfar(Xz)7cz) +£(Mfar(Xz)7cz)))v (7)

X;EX

where 6 represents the learnable parameters of the
target detector My,,-(.) and L is the loss func-
tion. This optimization objective aims to guide
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the Mg, (.) to simultaneously enhance its perfor-
mance on both original MGT and adversarial exam-
ples, thereby compelling it to learn robust features
of samples before and after attacks. Regardless of
whether the samples are subjected to adversarial
interference, these features ensure that the detector
can accurately classify the samples. As a result, the
detector is better equipped to handle various types
of attacks.

4.3 Adversarial Training

We propose to train the adversary and detector in
a co-training manner, that is, the two main compo-
nents in GREATER are updated in the same training
step. Unlike the previous methods (Zhang et al.,
2024b; Huang et al., 2024; Zeng et al., 2023) that
rely on static training set augmented with adversar-
ial examples, synchronously updating the adversary
and the detector allows the detector to learn from
easy adversarial examples to hard ones, facilitating
the defense to generalize to different attacks.

Adversary Loss. The goal of the adversary is to
precisely estimate the importance of each token in
the detection to guide it to undertake a successful
attack. Thus, we use the gradient with respect to
the input in calculating the cross-entropy loss on
training data as the golden label for the token im-
portance score. However, since we are constrained
in a black-box setting, we utilize the My, (.) to
obtain the gradient. This process is formulated as:

*
Sy = Hvxﬁsur

)
2

®)

MH:

—log Pa(c; | X5)] s
z:l

where L, is the cross-entropy classification loss of
the surrogate model to the original MGTs. Subse-
quently, we update the scoring network Fy(.) with
the mean squared error loss:

where | X;| is the number of tokens in sample X;.
In addition, we leverage the output information
from the target detector to guide the training of
the Fy(.), thereby mitigating the impact of discrep-
ancies between the surrogate and target detector.
Specifically, we replace the true labels in the cross-
entropy loss with misleading labels to direct the

Fo(.) to produce samples that are capable to de-
ceive the detector:

M

1
i Z [—longr(l

=1

Loy = - ci]f(i)] . (10)
Finally, we balance the influence of various losses
on the adversary by adjusting the weight parame-
ter A. The total loss for the adversary is given as

follows:

(11)

Detector Loss. The detector’s goal is to maintain
correct predictions in all circumstances. Based on
this, we optimize the detector towards minimizing
a cross-entropy loss:

LA =XLagy + (1 —A) ﬁimp-

M
> [FlogRar(l X:) — logPar(ei| X)] , (12)

i=1

where P(c;|X;) is the probability of the target
detector output at the correct label c;.

Training Process. We update the adversary and
the detector alternatively in the same training step.
Specifically, at each training step ¢, we first update
the adversary with loss function (10) while keeping
the detector frozen. The updated adversary gen-
erates adversarial example X; in the current step.
Then we update the detector with loss function (12).
We detail the adversarial training process in form
of pseudocode in Appendix F.

S Experiment Results

We conduct extensive experiments to comprehen-
sively evaluate the defense performance of our
GREATER-D and also reveal the vulnerability of
the current defense strategy with the adversarial
examples generated by GREATER-A.

5.1 Defense Performance for GREATER-D

Experiment Setting. We evaluate our defense
model GREATER-D against 16 text perturbation
and adversarial attack methods, whose detailed in-
troductions are outlined in the Appendix A.5. The
competitors include i) data augmentation meth-
ods: Editing Pretrained (EP) (Wang et al., 2024c),
Paraphrasing Pretrained (PP) (Wang et al., 2024c),
CERT-ED (Huang et al., 2024), RanMask (Zeng
et al., 2023), Text-RS (Zhang et al., 2024b), Text-
CRS (Zhang et al., 2024a). ii) adversarial train-
ing methods: Virtual Adversarial Training (VAT)
(Miyato et al., 2016), Token Aware Virtual Adver-
sarial Training (TAVAT) (Li et al., 2021), RADAR
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Baseline Adpversarial Data Augmentation Adversarial Training
Category Method Metric
F.t.XLM-RoBERTa-Base EP PP CERT-ED RanMask Text-RS Text-CRS ~ VAT ~ TAVAT RADAR OUTFOX GREATER-D
Mixed Edit ASR(%)L 34.65 4.58 3233 16.74 17.00 22.81 15.34 33.19 37.50 18.76 11.33 8.85
HMGC ASR(%)L 30.00 6.53 27.34 12.52 11.74 16.58 13.37 25.19 31.50 8.53 3.74 228
Paraphrasing ASR(%)L 70.58 54.65 6.27 32.10 40.20 59.58 26.67 67.98 65.90 2.08 14.96 3.45
Code-switching MF*  ASR(%)) 50.58 38.37 34.08 29.19 27.78 48.80 27.15 36.71 47.52 32.57 5.46 113
Code-switching MR ASR(%). 47.91 31.23 3021 5.30 10.80 16.98 14.36 38.03 46.46 14.14 537 1.02
Text Human Obfuscation  ASR(%)). 18.42 2219 27.00 13.64 18.86 18.05 15.24 25.35 24.17 16.26 5.74 0.86
Perturbation Emoji-cogen ASR(%)| 32.19 4655 4417 11.41 223 17.72 27.10 5235 4033 3313 772 0.47
Typo-cogen ASR(%)L 60.10 61.57 59.72 27.29 38.82 37.09 44.79 7026 63.04 41.52 9.29 1.08
ICL ASR(%)L 1.40 1.41 1.30 1.72 0.83 1.89 0.67 113 1.88 2.77 0.59 0.20
Prompt Paraphrasing  ASR(%)| 0.00 0.69 0.00 0.70 0.00 0.00 0.00 0.00 0.00 0.94 0.65 0.23
CSGen ASR(%)| 25.44 22.81 6.14 10.65 1.70 241 23.95 26.88 27.52 17.07 3.40 0.00
Avg. ASR(%)L 3375 2642 2441 14.66 17.27 21.99 18.97 34.28 35.07 17.07 6.20 178
ASR(%)) 61.45 48.47 49.06 11.07 14.83 16.13 19.15 5356 62.68 12.58 591
PWWS
Queries? 1197.95 1237.62 123501 137128 136115  1356.67 134215 122653 1180.87 1366.85 1390.69
ASR(%) 72.29 7076 70.02 11.07 17.43 19.56 22.98 69.25 94.02 14.46 6.11
TextFooler
Queriest 690.92 72423 71377 136207 129135 127134 1237.18  780.51 44028  1301.84 1396.52
ASR(%) 71.49 69.34  63.52 6.04 1242 12.30 16.94 69.45 93.81 13.08 5.70
BERTAttack
Queriest 411.54 446.64 42568  710.56 68229 680.14  667.82  450.57  279.02  677.24 718.84
Adversarial ot ASR(%) 4547 3745 50.10 6.24 11.22 14.52 1431 29.12 5464 8.58 5.09
Attack Queries? 293.26 32088 30218 51607 499.89 49325 48891 361.88  207.15  505.54 519.77
ASR(%) 49.90 34.15 25.28 8.52 12.07 13.15 14.92 4214 4558 7.79 5.61
T-PGD
Queriest 354.75 51562 71208 799.62 76653 75204 74417 40485  377.69 81376 824.58
ASR(%) 96.58 87.08 84.34 62.17 63.58 75.25 82.29 89.26 85.02 71.04 46.08
GREATER-A(ours)
Queriest 62.63 66.71 68.53 99.56 98.92 106.08 75.98 63.57 67.17  100.74 190.64
4 ASR(%)L 66.20 57.87 57.05 17.52 21.92 25.15 28.43 58.80  72.62 21.26 12.42
vg.
Queriest 501.84 55195 57621 809.88 78336 77659 75937 54798 42536 79433 840.17
Total Avg. ASR(%)). 45.20 37.52 35.93 15.67 18.91 23.11 2231 4293 4833 18.55 6.20 5.53

Table 1: Performance of defense methods under different attacks. The best results are highlighted in green
background. * means that Code-switching MF and Code-switching MR are two variations of Code-switching
method. Since the detector in OUTFOX is a closed-source LLM, it cannot be attacked by adversarial attack.
Therefore, we only evaluate OUTFOX under text perturbation attacks.

(Hu et al., 2023a), OUTFOX (Koike et al., 2024).
Detailed introduction and implementation are pre-
sented in Appendix A.4.1 and A.2. The dataset we
use is presented in Appendix A.1.

Experiment results. We present the defense per-
formance of GREATER-D in Table 1 and unveil
the following three key insights: 1) Best defense
performance. Our method exhibits the best de-
fense performance against different attacks among
all competitors. The average Attack Success Rate
(ASR) drops to 1.78% for text perturbation at-
tacks and 12.42% for adversarial attacks, which
are lower than the second-best methods, RADAR
(6.20%) and CERT-ED (17.52%), by 4.42% and
5.10%, respectively. 2) Most effort needed for
adversarial attack. We observe that it takes ad-
versarial attack more resources to conduct a suc-
cessful attack to GREATER-D. 840.17 queries are
required on average, which is 30.29 more than
other defense methods. Moreover, the average
ASR against GREATER-D is only 12.42% for ad-
versarial attacks. It illustrates that GREATER-D
makes adversarial attacks both inefficient and in-

effective. 3) Generalized Defense to Different
Attacks. We notice that GREATER-D significantly
reduces the ASR of different kinds of attacks even
though it is trained with GREATER-A. As an exem-
plary method, EP performs better than GREATER-
D when defending Mixed Edit Attack but cannot
withstand other attacks. The defense against a wide
variety of attacks demonstrates the generalized de-
fense effect of GREATER-D.

5.2 Attack Performance for GREATER-A

In this section, we evaluate the effectiveness of
GREATER-A in the black-box setting using the
metrics detailed in Appendix A.3. We catego-
rize the comparison methods into two classes:
1) Query-based methods, which query the target
model for output to adjust attack strategy, including
PWWS (Ren et al., 2019), TextFooler (Jin et al.,
2020), BERTAttack (Li et al., 2020), HQA (Liu
et al., 2024a), ABP (Yu et al., 2024), T-PGD (Yuan
et al., 2023), and FastTextDodger (Hu et al., 2024).
i1) Zero-query methods, which conducts attack
without any information from the target model, in-
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cluding WordNet (Zhou et al., 2024), Back Transla-
tion (Zhou et al., 2024), Rewrite (Zhou et al., 2024),
T-PGD (Yuan et al., 2023), and HMGC (Zhou et al.,
2024). To further demonstrate the effectiveness of
GREATER-A, we also incorporate A2T (Yoo and
Qi, 2021), a SOTA white-box method in query-
based methods. Detailed introduction of these at-
tack methods are listed in Appendix A.4.2. Note
that GREATER-A is a query-based method. How-
ever, for a fair comparison, we also implement our
method in a zero-query setting where we query
the surrogate model for feedback. Among all the
attacks, we employ a fine-tuned XLM-RoBERTa-
Base model (Conneau et al., 2019) as the target
detector.

Experiment Results. We show the experiment re-
sults in Table 2. We find GREATER-A performs
the best in three dimensions: effectiveness, effi-
ciency, and stealthy. GREATER-A achieves 96.58%
and 69.11% in terms of ASR in query and zero-
query settings, respectively, which significantly
outperforms all other methods. Moreover, in the
query-based setting, it only takes 62.63 queries for
GREATER-A to conduct a successful attack, which
is four times fewer than its competitors. As for the
stealthy, the texts edited by GREATER-A achieves
the lowest perplexity and has the best readability
implied by the highest USE and lowest readabil-
ity change in query-based scenario. In the zero-
query setting, GREATER-A performs second-best
in terms of readability after Back Translation which
can rarely conduct a successful attack.

Attack Type Method Avg Queries | ASR(%)1 Pert.(%). APPL| USE? Arl

PWWS 1197.95 61.45 471 37.85 09488 1276
TextFooler 690.92 7229 6.26 4689 09302 21.07

BERTAttack 41154 71.49 5.79 3615 09402 1578

HQA 283.89 88.13 23.57 10287  0.8854 72.16

Query-based  FastTextDodger 74575 63.78 13.29 76.15 09188 55.14
ABP 785.18 75.65 14.63 39.61  0.8709 2640

T-PGD 354.75 49.90 38.01 18131 0.8197 35.09

GREATER-A 62.63 96.58 7.26 3522 09506 921

A2T (White Box) 293.26 45.47 7.01 62.84 09215 32.07

WordNet - 42.60 - 2627 090 426
Back Translation - 240 - 6.40 091 3.06
Rewrite - 36.47 - 92.08 0.79 15.62

Zero-query
T-PGD - 62.40 - 140.13 0.82 44.99
HMGC - 3000 - 1294 084 3690

GREATER-A - 69.11 - 43.11 092 455

Table 2: Attack results of the query and zero-query
attack methods on the target model. Note that per-
turbation rates are not reported for zero-query meth-
ods because the zero-query methods rewrite the whole
text. The best result in each group is highlighted with a
green background.
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Figure 3: Impact of attack strength in GREATER. We
normalize the attack strength for better visualization of
the results.

6 Discussion

6.1 Impact of Attack Strength of GREATER-A
on GREATER-D

In this section, we investigate how the strength of
adversarial training affects the performance of both
our GREATER-D and GREATER-A. We define the
attack strength as the max number of query the ad-
versary is allowed to make in the training process.
Generally, if the adversary queries the target model
more frequently, its final output tends to be more
effective. We increase attack strength in GREATER
and evaluate the performance of GREATER-D un-
der 7 attacks and GREATER-A on the fine-tuned
XLM-RoBERTa-Base detector and present the re-
sults in Figure 3. The ASR significantly increases
as the attack strength grows, which proves the ra-
tionale of the attack strength measure. We observe
that the GREATER-D becomes more robust with
the increasing of attack strength, indicated by the
decreasing ASR under all attacks. Notably, the
ASR under Paraphrasing Attack decreases from
10.80 to 3.45 as the attack strength increases from
0.0 to 1.0, which is 3.13 times lower.

The experimental results indicate that attack
strength is a key factor influencing the robustness
of the MGT detector. However, an increased num-
ber of queries comes with more cost on time and
budget. Thus, there exists a trade-off between the
effectiveness and efficiency in adversarial training.

6.2 Defense Adaptation to Different
Backbones

To demonstrate the generalizability and effective-
ness of our GREATER across different model ar-
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chitectures, we replace the backbone model with
seven state-of-the-art transformer-based models,
including both base and large variants of AL-
BERT (Lan et al., 2019), DeBERTa (He et al.,
2020), RoBERTa (Liu et al., 2019), and XLM-
RoBERTa (Conneau et al., 2019). We report the
ASR of each model under the Paraphrasing Attack
with a budget of 0.74, both before defense (Base-
line) and after applying our GREATER-D. We com-
pare it with the best-performing defense method
CERT-ED and show the result in Table 3.

Model Metric  Baseline CERT-ED GREATER-D
ALBERT Base (12M) ASR(%)). 63.58 46.71 35.62
ALBERT Large (18M) ASR(%)) 97.14 45.45 43.40
DeBERTa Base (86M) ASR(%). 2295 29.37 4.10
DeBERTa Large (304M) ASR(%)} 51.72 25.07 10.25
RoBERTa Base (125M) ASR(%)} 81.88 26.78 15.32
RoBERTa Large (355M) ASR(%)) 30.21 34.66 5.38
XLM-RoBERTa Large (561M)  ASR(%)) 81.99 40.04 1.73

Table 3: Experiment results of various models before
and after applying GREATER-D under Paraphrasing
attack. The best result in each group is highlighted with
a green background.

The results presented in Table 3 demonstrate the
efficacy of our adversarial training method across a
diverse set of transformer-based models. Notably,
XLM-RoBERTa-Large exhibits the most substan-
tial improvement, with ASR decreasing by 80.26%,
38.31% compared with baseline and CERT-ED,
highlighting the significant impact of adversar-
ial training on models with initially lower perfor-
mance metrics. Similarly, both RoBERTa Base and
DeBERTa Large demonstrate substantial improve-
ments. Specifically, RoBERTa Base achieves a
66.56% reduction in ASR compared to the baseline
and outperforms the CERT-ED with an additional
11.46% decrease. Likewise, DeBERTa Large ex-
hibits a 41.47% drop in ASR relative to the baseline
and surpasses CERT-ED by reducing ASR by an
additional 14.82%. These results underscore the ro-
bustness and versatility of our adversarial training
approach across different model sizes and architec-
tures. While smaller models like ALBERT Base and
ALBERT Large exhibit more modest gains, the con-
sistent upward trends across all evaluated models
affirm that our adversarial training method effec-
tively enhances model resilience and performance
against Paraphrasing Attack. This versatility makes
our approach a valuable tool for improving a wide
range of transformer-based models in adversarial
settings.

6.3 Impact of Surrogate Model of
GREATER-A

We use different surrogate model and dataset
for training GREATER-A to demonstrate that
GREATER-A’s performance is independent of sur-
rogate model selection and training data. Specif-
ically, we use RoBERTa-Large and GPT?2 as sur-
rogate models, and use SemEval (same dataset for
training GREATER-D, abbreviated as IND) and
M4 (Wang et al., 2024b) (different dataset from
training GREATER-D, abbreviated as IND) to val-
idate our claim. The results are shown in Table
4.

Surrogate Model Dataset (Type) Avg Queries | ASR (%) T Pert.(%)| APPL| USEtT Ar]

RoBERTa-Large ~ SemEval (IND) 62.63 96.58 7.26 3522 09506 921

RoBERTa-Large M4 (OOD) 65.77 95.72 7.33 38.84 09503 9.65
GPT2 SemEval (IND) 65.60 96.17 7.29 36.87 09550 12.73

GPT2 M4 (00D) 63.80 96.36 7.27 37.14 09536 10.64

Table 4: The attack results of different surrogate
models and datasets that the surrogate models are
trained with. The best result in each group is high-
lighted with a ' green background.

As shown in Table 4, the attack effectiveness
remains stable regardless of the surrogate model or
training dataset. This consistency in attack success
rates indicates that GREATER-A’s performance is
not sensitive to changes in the surrogate model or
training data, supporting the claim that the use of a
surrogate model from the same family as the target
model does not leak crucial information.

7 Conclusion

In this paper, we proposed an adversarial train-
ing framework GREedy Adversary PromoTed De-
fendER (GREATER) to enhance the robustness of
MGT detector under different text perturbation and
adversarial attacks. We design a novel attack strat-
egy for the adversary including Identify & Perturb
and Replace & Refine to construct effective ad-
versarial examples efficiently. In GREATER, we
update the adversary and the detector alternatively
in the same training step for better defense gen-
eralization. Our experiment results demonstrate
the efficacy of our detector GREATER-D under 16
attacks along with the leading performance of ad-
versary GREATER-A compared with 13 methods.
The discussion on the relationship between attack
strength and defense performance reveals the im-
portance of a powerful adversary in adversarial
training for robust MGT detectors.
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Limitations

Despite the promising results achieved by
GREATER, there are three primary limitations to
this study. First, our defense method can gen-
eralize to different attacks but its application on
texts in different languages remains a challenge.
Second, the computational cost of training the ad-
versarial framework, particularly for the adversary
and detector, is substantial, requiring significant
hardware resources that could limit its deployment
in resource-constrained settings. Third, the detec-
tor presented in our work is only able to attribute
the origin of the text on the document-level. How-
ever, more works are needed for fine-grained (e.g.,
sentence-level, token-level) detection in Human-Al
co-authored texts.

Ethics Statement

This study seeks to improve the robustness and
security of machine-generated text (MGT) detec-
tion, with a focus on defending against adversarial
threats. While the proposed GREATER framework
enhances detection capabilities, it also introduces
potential risks of misuse, such as creating adversar-
ial examples to evade detection systems. To miti-
gate such risks, our experiments were conducted
in controlled environments, and details that could
enable misuse were abstracted. We emphasize that
this work is intended solely for advancing detection
technologies and defending against malicious appli-
cations. Ethical use of these findings is imperative,
and any misuse for harmful purposes is strongly
discouraged. The artifacts used in our work are all
under the restriction of the license.
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A Experimental Setting

A.1 Dataset

We used the Semeval Task8 dataset (Siino, 2024) as
the primary dataset for training the detector. This
large-scale dataset includes MGTs from ChatGPT
4, Davinci, Bloomz, Dolly, and Cohere, as well as
HWTs from WikiHow, Reddit, arXiv, Wikipedia,
and PeerRead. Moreover, the average token length
of the dataset is 623.2521. For each scenario, we
employed distinct datasets for testing, as detailed
in Tabel 5.

Scenario Dataset Number of MGTs

Mixed Edit Semeval Task8 (Siino, 2024) 1000

HMGC Semeval Task8 (Siino, 2024) 1000

Paraphrasing Semeval Task8 (Siino, 2024) 1000

Code-switching Semeval Task8 (Siino, 2024) 1000
Human Obfuscation Semeval Task8 (Siino, 2024) 1000
Emoji-cogen Wang et al. (Wang et al., 2024a) 500
Typo-cogen Wang et al. (Wang et al., 2024a) 500
ICL Wang et al. (Wang et al., 2024a) 500

Prompt Paraphrasing Wang et al. (Wang et al., 2024a) 500
CSGen ‘Wang et al. (Wang et al., 2024a) 500
Adversarial Attack Semeval Task8 (Siino, 2024) 500

Table 5: Experimental scenarios and corresponding
datasets.

A.2 Implementation

GREATER is deployed on a server equipped with
4 NVIDIA A100 GPUs, running on Ubuntu 22.04.
The adversarial framework uses the xlm-roberta-
base model (279M) as its base detector. For the
evaluation of Mixed Edit Attack, Paraphrasing At-
tack, Code-switching Attack, and Human Obfusca-
tion, we adopt the concept of "budget” to control
the intensity of the attacks for a more fine-grained
investigation of model robustness, following the
methodology in Wang et al. (2024a). Specifically,
Mixed Edit Attack uses character edit distance
(Levenshtein, 1966) as the budget, Paraphrasing At-
tack and Code-switching Attack utilize BERTScore
(Zhang et al., 2019) as the budget, and Human Ob-
fuscation Attack employs the confusion ratio as the
budget.

For all defense methods, we  use
x1m-roberta-base as the base detector. The sizes
of the training set, validation set, and test set are
8000, 1000, and 1000, respectively. The learning
rate is set to le-5, and the number of epochs is

fixed at 6.

For all data augmentation-based methods, we
use 20% of MGT for data augmentation. If the
method has hyperparameters, they are set accord-
ing to the reference values in the original paper. For
all adversarial training-based methods, we use 20%
of MGT for adversarial training. If the method has
hyperparameters, they are set according to the ref-
erence values in the original paper. For our method,
our detector is trained using a label smoothing loss
function with a smoothing factor of a. We use a
trained RoBERTa Large as the Surrogate Model
Mur(.) due to its strong generalization ability
and precise understanding of English text. Our
method’s selected hyperparameters are shown in
Table 6.

Hyperparameter Value

Weight Parameter A 0.05

Scaling Factor e 0.3

Scaling Factor £ 0.01

Lower Bound of the Uniform Distributiona 0.5
Upper Bound of the Uniform Distribution b~ -0.5

Batch Size M 50
Epoch N 6
Label Smoothing Factor 0.1

Table 6: Hyperparameters for our GREATER.

A.3 Evaluation Metrics

We use attack effectiveness metrics and text qual-
ity metrics to comprehensively evaluate the perfor-
mance of defense and attack methods.

1) Attack Effectiveness Metrics

Attack Success Rates (ASR). The Attack Success
Rate (ASR) measures the proportion of successful
attacks relative to the total number of attempted
attacks. Note that we only attack text that was
detected as machine-written before the attack. ASR
is calculated as follows:

Text detected as HWT after attack

ASR = .
Text detected as MGT before attack

For detector, a lower ASR indicates better defense
performance, while for adversary, a higher ASR
signifies a stronger attack effectiveness.

2) Text Quality Metrics

Perturbation Rate (Pert.). Pert. measures the
lexical difference between the adversarial text and
the original text. It is defined as the ratio of the
number of perturbed tokens to the total number
of tokens in the text. A lower perturbation rate
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indicates that the adversarial text remains more
similar to the original text.

Perplexity Variation (APPL). APPL measures
the change of perplexity, which represents the con-
sistency and fluency of the adversarial examples.
The PPL is calculated as:

N

1
PPL = el’P(—N Zlog P(wi|wy, wa, ..., wi—1)),

=1

where NV is the total number of tokens, w; repre-
sents the i-th token, and P(w;|wy,wa, ..., w;_1)
is the probability assigned by the language model.
Generally, a lower PPL variation indicates that the
quality of the adversarial text is closer to that of the
original text. We use GPT-2 (Radford et al., 2019)
to compute PPL.

Universal Sentence Encoder (USE) score(Cer
et al., 2018). USE evaluates the semantic sim-
ilarity between the adversarial example and the
original text. The USE score is computed as:

Eorig ' Eadv

USE Score = ——————
[ Eorig | Eaav]]

where Eqjg and E,qy are the sentence embeddings
of the original and adversarial texts, respectively,
generated by the USE model, and ||E|| denotes
the Euclidean norm. A higher USE score indicates
greater semantic similarity. We use USE (Universal
Sentence Encoder) to calculate USE score.

Flesch Reading Ease score (Ar) (Flesch, 1948).
Ar measures the variation in text readability. The
Flesch Reading Ease score is calculated as:

N, syllables
N, words

N, words

r = 206.835—1.015x

N sentences

—84.6% ,
where Nyords 18 the total number of words in the
text, Ngentences 1S the total number of sentences, and
Niylables 18 the total number of syllables. A smaller
Ar indicates less change in readability.

A.4 Experimental Comparison Methods

This section provides a detailed introduction to the
SOTA methods included in our comparisons.

A.4.1 Defense Methods

Edit Pretraining (EP) (Wang et al., 2024¢): An
adversarial data augmentation method that blends
Mixed Edit Attack into the training set.
Paraphrasing Pretraining (PP) (Wang et al.,
2024c): An adversarial data augmentation method

that blends Paraphrasing Attack into the training
set.

CERT-ED (Huang et al., 2024): An adversarial
data augmentation method that adapts randomized
deletion to effectively safeguard natural language
classification models from diverse edit-based adver-
sarial operations, including synonym substitution,
insertion, and deletion.

RanMask (Zeng et al., 2023): An adversarial data
augmentation method that randomly masks a pro-
portion of words in the input text, thereby miti-
gating both word- and character-level adversarial
perturbations without assuming prior knowledge of
the adversaries’ synonym generation.

Text-RS (Zhang et al., 2024b): An adversarial
data augmentation method that treats discrete word
substitutions as continuous perturbations in the em-
bedding space to reduce the complexity of search-
ing through large discrete vocabularies and bolster
the model’s robustness.

Text-CRS (Zhang et al., 2024a): An adversarial
data augmentation method that is built on random-
ized smoothing, encompassing various word-level
adversarial manipulations—such as synonym sub-
stitution, insertion, deletion, and reordering—by
modeling them in both embedding and permutation
spaces.

Virtual Adversarial Training (VAT) (Miyato
et al., 2016): An Adversarial Training method that
defines the adversarial direction without label in-
formation and employs the robustness of the con-
ditional label distribution around each data point
against local perturbation as the adversarial loss.

Token Aware Virtual Adversarial Training
(TAVAT) (Li et al., 2021): An Adversarial Train-
ing method that uses token-level accumulated per-
turbation to better initialize the noise and applies
token-level normalization.

RADAR (Hu et al., 2023a): An Adversarial Train-
ing method that uses a paraphraser (such as DIP-
PER) as adversary and a fine-tuned model as de-
tector. The adversary and detector learn from each
other and improve the robustness of the detector
when facing paraphrasing attack.

OUTFOX (Koike et al., 2024): An adversarial
training method that iteratively improves a detector
by generating in-context adversarial examples via
a co-evolving attacker. The attacker crafts exam-
ples to evade the detector, which are then used to
strengthen the detector through in-context learning.
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A.4.2 Attack Methods

TextFooler (Jin et al., 2020): A black-box attack
method targeting text classification and natural lan-
guage inference tasks. It ranks words by their im-
portance to the model’s prediction and replaces
them with semantically similar and grammatically
correct synonyms to generate adversarial examples
while preserving sentence meaning and structure.
BERTA(ttack (Li et al., 2020): A black-box attack
method that utilizes a pre-trained BERT model to
generate adversarial examples. It replaces certain
words in the target sentence with high-probability
candidates predicted by BERT, ensuring the adver-
sarial examples remain semantically and grammat-
ically similar to the original while misleading the
model.

PWWS (Ren et al., 2019): A black-box attack
method designed for text classification models. It
computes the saliency of each word in the sentence,
ranks them accordingly, and replaces high-saliency
words with synonyms from WordNet, generating
adversarial examples that mislead the model while
preserving meaning.

A2T (Yoo and Qi, 2021): A white-box attack
method aimed at improving adversarial training.
It leverages gradient-based word importance esti-
mation, performing a greedy search from least to
most important words, and uses word embedding
models or masked language models to generate
candidate replacements, ensuring adversarial exam-
ples remain semantically similar while misleading
the model.

HQA (Liu et al., 2024a): A black-box adversar-
ial attack method for text classification task. It
initializes adversarial examples by minimizing per-
turbations and iteratively substitutes words using
synonym sets to optimize both semantic similarity
and adversarial effectiveness while reducing query
consumption.

ABP (Yu et al., 2024): A black-box adversarial
attack method leveraging prior knowledge to guide
word substitutions efficiently. It introduces Ad-
versarial Boosting Preference (ABP) to rank word
importance and proposes two query-efficient strate-
gies: a query-free attack (ABPfree) and a guided
search attack (ABPguide), significantly reducing
query numbers while maintaining high attack suc-
cess rates.

T-PGD (Yuan et al., 2023): A black-box
zero-query adversarial attack method extending
optimization-based attack techniques from com-

puter vision to NLP. It applies perturbations to the
embedding layer and amplifies them through for-
ward propagation, then uses a masked language
model to decode adversarial examples.
FastTextDodger (Hu et al., 2024): A black-box
adversarial attack designed for query-efficient ad-
versarial text generation. It generates grammati-
cally correct adversarial texts while maintaining
strong attack effectiveness with minimal query con-
sumption.

A.5 Detailed Information of Text
Perturbation Method

In this section, we introduce 10 Text Perturbation
Methods mentioned in Table 1. Detailed informa-
tion of Adversarial Attack Methods can be found
in Appendix A.4.2.

Mixed Edit (Wang et al., 2024a): A text modifi-
cation strategy combining homograph substitution,
formatting edits, and case conversion to evade de-
tection. It manipulates character representation,
encoding, and capitalization to introduce impercep-
tible variations while preserving readability. Ho-
mograph Substitution exploits visually similar
graphemes, characters, or glyphs with different
meanings for imperceptible text modifications. We
use VIPER (Eger et al., 2019) and Easy Charac-
ter Embedding Space (ECES) to obtain optimal
homoglyph alternatives. Formatting Edits intro-
duces human-invisible disruptions using special
escape characters and format-control Unicode sym-
bols to evade detection. We employ newline (\n),
carriage return (\r), vertical tab (\v), zero-width
space (\u200B), and line tabulation (\u@@@B) to
fragment text at the encoding level while preserv-
ing visual coherence. Case Conversion alters let-
ter capitalization within a word by converting up-
percase letters to lowercase and vice versa. For
example, transforming PaSsWoRd into pAsSwOrD
disrupts case-sensitive detection while preserving
readability.

HMGC (Zhou et al., 2024): A black-box zero-
query attack framework. It uses a surrogate
model to approximate the detector, ranks words
by gradient sensitivity and PPL, and replaces high-
importance words via an encoder-based masked
language model. Constraints ensure fluency and
semantic consistency, while dynamic adversarial
learning refines the attack strategy.

Paraphrasing (Wang et al., 2024a): A paragraph-
level attack that reorganizes sentence composition
to hinder detection. It utilizes Dipper (Krishna
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et al., 2024) to reorder, merge, and split multiple
sentences, increasing textual variance while pre-
serving meaning.

Code-Switching (Winata et al., 2023): A lin-
guistic modification strategy that substitutes words
with their synonyms in different languages. It in-
cludes a model-free (MF) approach using a static
dictionary (Zhang et al., 2020a; Tiedemann, 2012)
for replacements in German, Arabic, or Russian,
and a model-required (MR) approach employing
the Helsinki-NLP (Helsinki-NLP, 2020) model to
translate selected words.

Human Obfuscation: A semantic alteration tech-
nique inspired by Semeval Task8 (Siino, 2024),
where the initial segment of MGT is replaced with
an equally long HWT. The confusion ratio mea-
sures the extent of content substitution to increase
ambiguity.

Emoji-Cogen (Wang et al.,, 2024a): A co-
generation attack method that inserts emojis into
text generation to perturb the output. Emojis are
introduced immediately after a token is sampled,
before generating the next token, and are removed
post-generation, ensuring natural readability while
confusing automated detectors.

Typo-Cogen (Wang et al., 2024a): A co-
generation attack method that introduces typos dur-
ing text generation to manipulate lexical structure.
Artificial typos are injected into the generated text
and subsequently corrected post-generation, pre-
serving overall coherence while disrupting detec-
tion models.

In-Context Learning (ICL) (Wang et al., 2024a):
A prompt attack method designed to produce
human-like outputs that evade detection. It pro-
vides the generator with a related HWT as a posi-
tive example and a vanilla MGT as a negative ex-
ample, guiding the model to generate more natural
and deceptive text.

Prompt Paraphrasing (Wang et al., 2024a): A
prompt attack method rewriting technique that
enhances textual variation while maintaining se-
mantic integrity. It utilizes the Pegasus para-
phraser (Zhang et al., 2020b) to restructure input
prompts.

Character-Substituted Generation (CS-
Gen) (Wang et al., 2024a): A prompt attack
method that incorporates character substitution
strategies within the prompt. The prompt explicitly
specifies replacement rules, such as substituting
all occurrences of ‘e’ with ‘x’ during generation.
For example, given the prompt: “Continue 20

words with all ‘e’s substituted with ‘x’s and all ‘x’s
substituted with ‘e’s: The evening breeze carried
a gentle melody...”, the model generates text
following these constraints. A post-processing step
then restores the original characters, ensuring a
natural final output.

B Experiment on Defense

B.1 Defense Performance under Different
Attack Strengths

We evaluate the resistance of defense methods to
increasing attack strengths. For text perturbation
strategies, we employ four text perturbation strate-
gies: Mixed Edit, Paraphrasing, Code-Switching,
and Human Obfuscation in the experiment. Fol-
lowing Wang et al. (2024a), we use Character Edit
Distance, BERT Score, BERT Score, and Confu-
sion Ratio as the measure of attack strength for
the methods mentioned above, respectively. For
adversarial attacks, we choose PWWS TextFooler,
BERTAttack, and A2T to attack MGT detectors,
and we utilize max query count to quantify the at-
tack strength. In the implementation, we change
the limit on the attack strength measures to vary the
attack intensity. We show the experimental results
in Figure 4.

Our experimental results demonstrate that as
the attack strength increases, the ASR on our
GREATER-D remains consistently close to zero,
whereas other defense methods exhibit significant
vulnerabilities under more intensive adversarial at-
tacks. However, it is worth noticing that under
Mixed Edit perturbation, GREATER-D performs
second-best after EP. This is because EP is origi-
nally trained on Mix Edit perturbation and obtains
stronger defense against it. The consistent effective
defense against varying attack strengths proves the
steadiness of our defense method.

B.2 Impact of Synchronous Update of
GREATER-D

The synchronous update mechanism plays a cru-
cial role in enhancing the robustness of the target
detector. To explicitly demonstrate its contribution,
we ablate the generator-side updates and instead
use static texts to update the GREATER-D detector.
The results are presented in Table 7.

As shown in Table 7, the robustness of the
GREATER-D detector significantly degrades when
it is trained with static adversarial examples. The
ASR converges to approximately 34% after around
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Figure 4: Defense performance under attack with different strengths. A lower ASR(%) indicates better defensive
performance. A larger character edit distance indicates greater attack intensity in the Mixed Edit Attack. A lower
BERT score corresponds to stronger attacks in the Paraphrasing Attack and Code-Switching Attack. A higher
obfuscation ratio reflects greater intensity in the Human Obfuscation Attack. Similarly, for PWWS, BERTAttack,
TextFooler, and A2T, a larger maximum query count signifies a stronger attack.

Epoch GREATER-D GREATER-D
(w/o synchronous update) (w/ synchronous update)
1 59.04 57.64
2 52.17 46.08
3 45.52 21.85
4 40.17 10.28
5 34.52 4.77
6 34.08 3.45

Table 7: Defense performance in ASR (%) of
GREATER-D against paraphrasing attacks across
different training epochs.

5 epochs, which is substantially worse than the
result achieved with dynamic updates. This demon-
strates the critical role of the dynamic update mech-
anism in enhancing model robustness.

B.3 Defense Performance of Different Epochs

To demonstrate the effectiveness of the adversarial
training procedure, we analyze the GREATER-A
and GREATER-D performance after each train-
ing round. The detailed analysis of training
dynamics is in the Table 8. We present the
ASR of GREATER-A and defense performance
of GREATER-D against Paraphrasing Attack at
each epoch from 1 to 6. We find that as training
progresses, the GREATER-A becomes stronger
at attacking XLLM-Roberta detector. Moreover,
GREATER-D exhibits more robust defense per-

formance on the attack it is not trained with.

Epoch GREATER-A ASRT GREATER-D ASR |

1 77.04 57.64
2 79.03 46.08
3 84.61 21.85
4 88.94 10.28
5 94.06 4.77
6 96.58 3.45

Table 8: ASR (%) of the Adversary against F.t. XLM-
RoBERTa-Base detector and the Detector against Para-
phrasing Attack across different epochs.

B.4 Experiments on Multilingual data

We evaluate the multilingual performance of dif-
ferent defense methods using German and Urdu
datasets (Siino, 2024), and the results are shown
in Table 9. As observed from the table, our model
achieves strong performance on both languages
and yields the best overall results, indicating its
effectiveness in multilingual detection scenarios.

C Evaluations on GREATER-A
Performance

C.1 Attack on the real-world detector

Speaking of the fact that the adversary and target
model share the same training dataset (but different

3108



Source Metric F.t.XLM-RoBERTa EP PP VAT TAVAT CERT-ED RanMask Text-RS Text-CRS GREATER-D
German Acc 68.30 59.84 73.06 6744 59.37 55.60 61.13 65.04 56.80 72.86
Fi 75.36 71.13 7840 7530 71.08 68.90 71.40 73.51 69.55 71.76
Urd Acc 56.01 55.09 56.88 63.33 59.04 66.60 64.03 70.62 70.21 66.24
" Fi 65.27 69.14 69.85 69.07 68.56 74.97 69.81 76.10 76.21 74.89
Overall Acc 62.16 5747 6497 6539 5921 61.10 62.58 67.83 63.51 69.55
FI 70.32 70.14 74.13 72.19 69.82 71.94 70.61 74.81 72.88 76.33

Table 9: Performance of different defense methods in a multilingual setting. The best result in each group is

highlighted with a green background.

sets), it is necessary to evaluate if the attack con-
ducted by GREATER-A would generalize to other
detectors which trained on different datasets. To
validate this, we attack a close-sourced commercial
detector GPTZero® with GREATER-A, which is a
strict black-box setting because no other informa-
tion except for the input and output of the target
model is available. The results are in the Table 10.
It demonstrates that our GREATER-A remains high
ASR compared with other SOTA methods, though
we are not aware of the architecture, parameters, or
training data at all.

Method Avg Queries | ASR(%)1 Pert.(%)]| APPL| USEtT Ar]

HQA 172.38 63 11.23 133.58  0.8312  66.24
FastTextDodger 162.58 70 10.58 96.25 0.9096  42.15
ABP 133.46 82 9.13 72.78 0.8613  36.18
T-PGD 189.36 42 13.12 168.54  0.8077 6051
GREATER-A (ours) 42.57 100 7.82 67.13 0.9393 13.39

Table 10: The attack results of different attack meth-
ods on the GPTZero detector. For each sample, the
maximum number of queries is limited to 200. The
best result in each group is highlighted with a green
background.

C.2 Generalization to Other Detector

To demonstrate the generalization of our GREATER-
A, we conduct additional experiments with two
zero-shot detectors: Fast-DetectGPT (Bao et al.,
2023) and Binoculars (Hans et al., 2024). More-
over, to further demonstrate the generalization abil-
ity of GREATER-A, we also test it on a decoder-
only detector F.t.GPT2 (Radford et al., 2019)
which shares a different architecture with XLM-
RoBERTa. As shown in the Table 11, GREATER-
A outperforms all comparison methods when
attacking zero-shot and decoder-only detectors,
which demonstrates the universal effectiveness of
GREATER-A.

Method Fast-DetectGPT Binoculars F.t.GPT2
WordNet 51.36 37.35 42.66
Back Translation 37.50 19.13 1.26
Rewrite 10.97 8.88 30.02
T-PGD 56.83 4191 70.46
HMGC 17.39 31.43 35.08
GREATER-A (ours) 61.14 65.83 74.25

Table 11: The ASR (%) across different detectors
under different attack methods. The best result in
each group is highlighted with a green background.

Method Avg Queries | ASR (%)7 Pert.(%)| APPL| USE? Ar|

R+NP 26.61 75.77 11.56 10629 09324 14.41

R+P 5322 75.77 9.51 5872 09497 1213

S+NP 31.32 96.58 11.28 85.18 09136 21.80
Mask-T 303.82 96.38 833 27.12 09696 4.73

GREATER-W 33.21 96.38 11.49 65.16  0.9482 10.04
GREATER-WordNet 28.41 80.89 16.68 5382 09199 1321
GREATER-A 62.63 96.58 7.26 3522 09506 921

Table 12: Ablation study on the GREATER-A. The
best result in each group is highlighted with a green
background.

D Ablation Study

To demonstrate the effectiveness of each compo-
nent in the design of GREATER-D and GREATER-
A, we conduct ablation experiments. The ablation
models are as follows:

R+NP: Randomly select tokens to perturb and not
apply pruning.

R+P: Randomly select tokens to perturb and apply
pruning.

S+NP: Select tokens to perturb with the important
token identification module but not apply pruning.
Mask-T: Select tokens to perturb with the impor-
tant token identification but mask them instead of
adding perturbation.

GREATER-W: Select words to perturb with the
important token identification module instead of
tokens.

3https://gptzero.me/
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GREATER-WordNet: Select words to perturb
with the important token identification module and
substitute them with synonyms.

As shown in Table 12, the original GREATER-A
exhibits the most balanced and effective perfor-
mance in generating adversarial examples. Com-
paring R+P to GREATER-A, we find the ASR drops
by 20.81, indicates that identifying important to-
kens is of great significance for the attack to be
successful. Moreover, greedy pruning is impor-
tant for maintaining the text quality of adversar-
ial examples. S+NP achieves the same ASR with
GREATER-A but is left far behind in terms of PPL,
USE, and Ar. The perturbation strategy also plays
a crucial role in the adversarial attack. Masking
the important token instead of perturbing the em-
bedding greatly increases the number of queries.
Applying perturbation on the word level or sub-
stituting important words with synonyms also de-
grades the performance of the adversary.

E Mathematical Analysis of Perturbation
Rate and Query Complexity

In this section, we provide the theoretical analy-
sis of our proposed adversarial example generation
framework, focusing on two crucial metrics: (i) the
perturbation rate, which characterizes the frac-
tion of modified tokens in an adversarial example;
and (ii) the query complexity, which measures
the number of queries made to the target detector
in a black-box setting. We establish strict upper
and lower bounds on both metrics, illustrating the
efficiency and effectiveness of our method.

E.1 Perturbation Rate Analysis

Definition 1. Let Z denote the maximum number
of tokens allowed to be modified. Let P be the total
number of tokens (out of T') perturbed by greedy
search, raking integer values in the interval [1, Z|,
where 1 < P < Z. Let Y be the fraction of those
P tokens retained (not reverted) by greedy pruning,
taking real values in [0, 1]. Formally,

P e {1,2,...,7}, Y € [0, 1].

We assume P and Y exhibit weak dependence,
meaning they have a small but nonzero covariance
Cov(P,Y).

Definition 2. Let P - Y be the expected count of
tokens that remain modified. The perturbation rate
p is defined as

p:Ta

where T is the length of the original text.

Theorem 1. Let P and Y modeled as truncated
normal random variables on [1, Z] and [0, 1], re-
spectively. Then under mild assumptions on the
truncation intervals, we have

Z+1 and E[Y] = 1

2

Proof. (1) Truncated Normal for P and Y. In
adversarial text attacks, P often emerges from an
aggregation of (approximately) Bernoulli decisions:
each of the T" tokens has a non-negligible probabil-
ity of being deemed “important,” subject to a global
cap of Z. By the Central Limit Theorem (CLT),
this sum is close to normally distributed with mean
up and variance a?g. Because P cannot exceed Z
(and must be at least 1 to induce misclassification),
we say

E[P] ~

P ~ Ni(up, op; 1, 2),

where N;(-) denotes a normal distribution trun-
cated to the integer range [1, Z]. Analogously, once
P tokens are selected, greedy pruning decides to
keep or revert each token, again creating a sum
of i.i.d. Bernoulli-like indicators. Dividing by P
yields

number of retained tokens
P

~ M(/LY, 0_32/7 07 1)7

a (truncated) normal over [0, 1].

(2) Standard Formulas for Truncated Normal
Means. From truncated normal theory, if X ~
N (u, 0?) is restricted to [a, b], then its mean is

o) — o)

B~ a(%r)

where ¢ and ® are the standard normal PDF
and CDF, respectively. Thus, for P ~
Ni(up,0%; 1,7), E[P] depends on how far up
is from the boundaries {1, Z}. Similarly, E[Y]
depends on truncation at [0, 1].

(3) Approximate Symmetry in Practice. For sym-
metric truncated normal distributions P and Y, it
is evident that the following expectations hold:

Yy —

EX] =p+o

Z+1 1

MP:Ty MY:?

So long as yup and o p ensure that 1= ~5£F and Z- S
are not extreme, the truncation does not drastlcally
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shift the mean from pp. Concretely, if Z is suffi-
ciently large and p1p &~ ZEL, then
Z+1
E[ P] N pp = T?
Likewise, if yty- &~ § and oy is moderate, E[ Y | ~
% despite the boundaries [0, 1].
Combining (1), (2), and (3), Theorem 1 is proved.
O

Theorem 2. Let T be the length of the original
text and M be the maximum number of tokens that
can be perturbed. Then, the perturbation rate p

satisfies % < p < Z, and its expected value is

approximately E[p] ~ é.

Proof. (1) Basic Bounds. Since P is at least 1 and
at most M, and Y is at least O and at most 1, the
product P - Y satisfies

1<P<2Z 0<Y<I1

Dividing by T yields the strict bounds

1 P.Y A

— < < =

T - T - T
The lower limit 1/7 reflects that at least one to-
ken must change to induce a misclassification; the
upper limit % follows from the maximal Z token
modifications.

(2) Expected Product with Weak Dependence.
By definition, the covariance between P and Y is

E[PY] = E[P]E[Y] + Cov(P,Y).

When the detector is relatively robust, greedy
search skews P toward larger values (close to M),
and pruning skews Y toward retention (close to 1).
In that case, E[ P | is large, E[ Y ] is near 1, and a
small positive covariance implies

E[P-Y] > E[P]E[Y].

However, the final mean number of changed tokens
cannot exceed M. Conversely, if the detector is
weak, E[ P| may approach 1, and E[Y | might be
relatively modest, implying

E[PY] < E[P]E[Y] + |Cov(P,Y)|.

In all cases, the weak dependence ensures
Cov(P,Y’) is bounded such that

1< PY<Z

preventing the expected perturbation rate from
falling below % or above %

(3) Characteristic Mean é. By Theorem 1, we
have E[P] ~ ZH and E[Y | ~ 3. If Cov(P,Y))

~ 2
is small or near zero, then

E[P-Y] = E[P]E[Y] + Cov(P,Y)

L2+l 1 Z+1
T2 2 4
For large Z, 2t ~ Z. If Cov(P,Y) modestly

raises or lowers this sum, the final mean E[ P Y|
still cannot breach the fundamental [1, Z] interval.
This shows that é is a natural approximate pivot
for the average perturbation rate under moderate
parameters.

In Section 5.2, we set Z = 0.37". If the number
of iterations exceeds this upper bound, the attack
is considered a failure. Therefore, the expected
perturbation rate is

0.3T
—— 75
4T e
which is very close to the result obtained in the
Section 5.2 (7.26%).
Combining (1), (2), and (3), Theorem 2 is proved.
O

Note that if the detector forces greedy search to
repeatedly fail early (producing a right-skewed P-
distribution concentrated near Z) and greedy prun-
ing is left-skewed (so that E[ Y] is close to 1), then
the mean E[ P - Y] exceeds £, but still cannot
exceed Z. Conversely, if greedy search finds suc-
cess quickly, giving a left-skewed P-distribution
near 1, then E[ P ] might drop below Z3! but never
below 1; similarly, if pruning is so aggressive that
E[Y] is significantly below 3, the mean also de-
creases. Consequently, the expected perturbation
rate remains strictly within the [£, %] interval,
but its exact value depends on the interplay of these
skewed distributions. For moderate skewness on

both Pand Y, % 18 a characteristic outcome.
E.2 Query Complexity Analysis

Definition 3. Let Qg be the total number of
queries made by greedy search and Qp be the to-
tal number made by greedy pruning. Define the
overall query complexity:

Q = Qc +Qp.
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Theorem 3. Let T be the length of the text, and
let Z = 0.3T be the maximum iteration count for
both greedy search and greedy pruning. Then the
total number of queries Q) used to construct one ad-
versarial example lies within 1 < Q) < 2Z, which
implies Q = O(T) and @ = Q(1). Moreover, if
the average perturbation rate is relatively low, then
the number of required iterations typically shrinks,
resulting in a correspondingly smaller ().

Proof. (1) Basic Range of Queries. The mini-
mal number of queries is 1, occurring if greedy
search succeeds in its very first attempt, requir-
ing no greedy pruning. Conversely, if both greedy
search and greedy pruning use their maximum of
Z single-query iterations, we have

Q=Qc+Qpr < Z+7Z =22
Since Z = 0.37, @ < 27 translates to Q) =
O(T). The trivial lower bound of 1 implies ) =
Q(1).
(2) Perturbation Rate and Query Trade-Off. Let
p denote the fraction of tokens altered in a final ad-
versarial example, as described in the perturbation
rate analysis. A smaller p typically indicates that
the detector is fooled by changing fewer tokens, im-
plying fewer iterative steps in greedy search. Thus,
a lower p correlates with fewer queries: once the
necessary (small) set of tokens is found, misclassi-
fication is often achieved without exhausting all Z
iterations. On the other hand, a higher p suggests
more alterations, potentially requiring more query
rounds to finalize a successful attack.
(3) Expected Complexity under Moderate Per-
turbation. From the previous analysis, the average
perturbation rate can hover around % under typi-
cal conditions. This moderate p implies that greedy
search rarely needs the full Z steps to identify the
required modifications, and greedy pruning like-
wise terminates without iterating over all Z. Con-
sequently, the expected () is substantially below
the worst-case 2 Z. Formally, we have

E[Qc] < Z, E[Qp] < Z,

= E[Q] = E[Qc]+E[Qp] < 2Z.

thus still preserving O(7") upper complexity

while being strictly smaller on average.
Combining (1), (2), and (3), Theorem 3 is proved.
O]

F Adversarial Training Process

Algorithm 3 shows the detailed optimization pro-
cess of GREATER-A and GREATER-D. The two
components are updated alternatively in the same
training step.

Algorithm 3 Adversarial Training Procedure

1: Imput: Training set Diyqin, surrogate detector M sy,,-.
®EEE training phase begins **%*
2: Initialize: target detector M., importance scoring net-
work Fy and epoch <+ 0.
3: while epoch < epochmaz do
4 for each batch samples { X, ci}fio in Diygin do
5 D adv < {}
6 for each MGT in {X;, ¢; }/ ., do
7 Obtain the last layer hidden state by Eq.(1).
8: Obtain the importance score by Eq.(2).
9: Construct the Important-token Set I by Eq.(3).
10 Execute the Greedy Search Algorithml.
11 Execute the Greedy Pruning Algorithm2.
12 Get the adversarial example:

Dadv — Dadv U {Xu Ci}é\;O-

13: end for ~

14: Dadgw < Dggo U {Xi, Ci}.

15: Classify Dago via Myqr and obtain the output.
16: Calculate loss £ by Eq.(11).

17: Calculate loss Lp by Eq.(12).

18: Update M 4, and Fp via SGD (1951).

19: end for

20: end while
21: Output: Trained detector Mg, and Fp.

G Case Study

Table 13 presents a case study of our adversary
GREATER-A, in which our approach GREATER-A
outperforms other SOTA methods regarding seman-
tic preservation and reduction in perturbation rate.
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Pert.

Method Text Result Queries
(%)
Suggested by the Scottish Parliamentary Constituencies Com-
Original MGT mission in 2,003, and adopted at Holyrood on 1 May 2004. Area Machine-written ) )
of Scotland’s 32nd largest council area - covering parts of East 2%
Renfrewshire Council Area
Suggested by the Scottish Parliamentary Constituencies Com-
ission i : ions abili Human-written
PWWS mission in 2003, and d(}OpthHS ?t Holyrood'on 1 Prob. 1b11.1ty L 1176 107
2004. Area of Scotland’s 32nd highest council area - covering (Succeeded) ~
item of East Renfrewshire Council Area
Suggested by the Scottish Parliamentary Constituencies Com-
TextFooler mission in 2003, and adopted at Holyrood on 1 May 2004. Area ~ Machine-written
of Scotland’s 32nd largest council area - covering parts of East (Failed) ‘=
Renfrewshire Council Area
Suggested by the Scottish rural Constituencies Commission
i abolis 5 Human-written
BERTA ttack in 2003, and abolished at. Holyr(.)od on 1 May 2004. Area L 20.59 60
of ward 32nd most council constituency - almost all of East (Succeeded) ~
Renfrewshire Council Area
Suggested by the Scottish Parliamentary Constituencies Com-
A2T mission in 2003, and adopted at Holyrood on 1 May 2004. Area Machine-written i i
of Scotland’s 32nd largest council area - covering parts of East (Failed) =
Renfrewshire Council Area
Suggested by the Scottish Parliamentary Constituencies Com-
ission i : Human-written
FastTextDodger m{s§1on in 2003: and adoPted at Holyro‘od on 1 May 2004. Are.a u wrl L 1471 73
of” ’s 32nd largest council area - covering parts of East council (Succeeded) ~
Council
Suggested aside the Scottish Parliamentary Constituencies Com-
mission indium 2003, and adopted atomic number 85 Holyrood H .
uman-written
ABP on ace Crataegus oxycantha 2004. Area of Scotland’s 32nd an 23.53 71
. . . (Succeeded) =
largest council area - covering parts of East Renfrewshire Coun-
cil Area
Suggested by the Scottish Parliamentary Constituencies Com-
mission in 2003, and adopted at Holyrood on 1 May 2004. Area Human-written
HQA R . . . an 20.59 44
of Scotland’s 2004. sphere council area thirty-second prominent (Succeeded) ~
council of East Renfrewshire Council Area
Introduced. by. Scottish Parliamentary Resituiances Commis-
ion i H -writt
T-PGD sion in 2902, and adopted at Hc?lyrood on 1 May 2004. All of uman-wri CIIM 26.47 56
Scotland’s 32 The largest councils area - covering parts of East (Succeeded) ~
Renfrewshire Council Area
Suggested by the Grave Parliamentary Constituencies Commis-
sion i . Human-written
GREATER-A sion in 2003, and adopted at Holyrood on 1 May 2004. Area 588 12

Scotland 32nd biggest council area - covering parts of East
Renfrewshire Council Area

(Succeeded) <

Table 13: Case study of semantic preservation of the adversarial texts generated by various attack methods. Words
modified during the attacks are highlighted in red.
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