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Abstract
Accurate multi-modal document retrieval is
crucial for Retrieval-Augmented Generation
(RAG), yet existing benchmarks do not fully
capture real-world challenges with their current
design. We introduce REAL-MM-RAG, an au-
tomatically generated benchmark designed to
address four key properties essential for real-
world retrieval: (i) multi-modal documents, (ii)
enhanced difficulty, (iii) Realistic-RAG queries
and (iv) accurate labeling. Additionally, we
propose a multi-difficulty-level scheme based
on query rephrasing to evaluate models’ seman-
tic understanding beyond keyword matching.
Our benchmark reveals significant model weak-
nesses, particularly in handling table-heavy
documents and robustness to query rephras-
ing. To mitigate these shortcomings, we cu-
rate a rephrased training set and introduce a
new finance-focused, table-heavy dataset. Fine-
tuning on these datasets enables models to
achieve state-of-the-art retrieval performance
on REAL-MM-RAG benchmark. Our work
offers a better way to evaluate and improve re-
trieval in multi-modal RAG systems while also
providing training data and models that address
current limitations. Our benchmark is available
at this project page.

1 Introduction

Accurate retrieval of relevant documents is a
cornerstone of modern natural language processing
(NLP) applications, whether used alone or in
advanced pipelines like Retrieval-Augmented
Generation (RAG). RAG (Lewis et al., 2020) has
emerged as a powerful approach wherein models
retrieve external information before generating
answers or content, enabling operation over large
document collections. Multi-modal RAG extends
this to real-world scenarios involving text, figures,
tables, and potentially entire page images.

Successful retrieval is crucial for RAG, as
retrieving the wrong page or document inevitably

hinders the final generated response. Therefore our
analysis will focus on the retrieval part. Although
research on RAG is advancing, the field still lacks
a complete understanding of how models perform
in realistic setups, both for evaluating performance
and identifying current weaknesses to overcome.
This gap arises from a shortage of benchmarks that
thoroughly assess real-world retrieval challenges.

We identify four essential properties for a real-
world document retrieval benchmark, particularly
in multi-modal contexts: (i) Multi-modal docu-
ments: The dataset should include pages with
text, figures, tables, and other visual elements to
reflect the complexity of real-world materials. (ii)
Enhanced difficulty: Queries should require more
than simple keyword matching and involve a large
corpus of contextually similar pages to ensure chal-
lenging evaluations. (iii) Realistic-RAG queries:
Questions must be posed naturally, without explicit
references to pages—reflecting queries a person
might ask when seeking information without
knowing the answer’s location (in contrast to
generic question-answering setups). (iv) Accurate
labeling: All documents relevant to a query must
be correctly and exhaustively labeled to prevent
underestimation of retrieval performance and to
avoid false negatives.

Although a few recent benchmarks touch on some
of these aspects (Faysse et al., 2024; Ma et al.,
2024a,b), most fail to fully capture them, limit-
ing their usefulness for understanding and improv-
ing multi-modal retrieval models. We introduce
REAL-MM-RAG-Bench (Real-World Multi-Modal
Retrieval-Augmented Generation Benchmark), a
benchmark designed to satisfy the properties above:

Multi-modal documents (Property i): Our
dataset comprises slides and documents with text,
figures, tables, and images, requiring systems to
handle combined textual and visual data.
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Figure 1: Proposed Real-MM-RAG Benchmark

Enhanced difficulty (Property ii): Instead of
relying on isolated pages or trivial queries, we fo-
cus on long documents from specialized domains
(e.g., IBM finance reports, FlashSystem technical
materials). This makes retrieval significantly more
challenging, as models must differentiate between
highly similar content within the same domain. Ad-
ditionally, we incorporate a rephrasing step to en-
sure that query wording and order are not identical
to the page content, requiring semantic understand-
ing rather than simple keyword matching.

Realistic-RAG queries (Property iii): We use
a two-step process to generate queries: vision-
language models (VLMs) create retrieval-focused
queries, and large language models (LLMs) filter
them to ensure natural phrasing and realistic user
intent. Unlike many existing datasets, our queries
avoid direct references to specific pages, reflecting
authentic retrieval scenarios.

Accurate labeling (Property iv): Ensuring all
pages answering a query are correctly identified is
crucial, especially in benchmarks with many sim-
ilar pages. Existing benchmarks often mislabel
valid documents as incorrect, leading to false neg-
atives. To address this, we employ an automated
pipeline using VLMs to verify query relevance to
each page. While computationally intensive, this
approach enhances labeling reliability, particularly
for closely related pages.

Our benchmark enables reliable evaluation of cur-
rent retrieval models and uncovering some of their

weaknesses. Additionally, it incorporates two es-
sential properties that expose specific retrieval chal-
lenges:

Rephrasing Robustness Evaluation: In real-
world scenarios, users rarely phrase their queries
exactly as they appear in documents. However,
both VLMs and human annotators tend to gener-
ate queries that closely mirror the source mate-
rial, often using similar words and sentence struc-
tures (Smeaton and Kelledy, 1998; Zhu et al., 2024).
This fails to reflect natural user behavior, where
users are not directly exposed to the document page
when forming queries. To address this, we intro-
duce a multi-level rephrasing benchmark, modify-
ing queries at three distinct levels—ranging from
slight rewording to significant structural changes.
Our experiments show that current retrieval mod-
els struggle to maintain performance across these
variations, highlighting a critical weakness in their
semantic understanding.

Table-Focused Scenarios: Table-heavy docu-
ments (e.g. financial reports) often contain dense
tabular data, posing a major challenge for retrieval
models. By incorporating table-heavy documents
into our benchmark, we expose key deficiencies
in table comprehension that significantly impact
model performance. These properties allow us to
demonstrate that all current retrieval models exhibit
weaknesses in handling both rephrased queries and
table-heavy financial documents.
To address these shortcomings, we leverage in-
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sights from our benchmark to enhance retrieval
performance. Specifically, we introduce two tar-
geted training strategies: (i) a rephrased training
dataset, generated by rephrasing the ColPali train-
ing dataset (Faysse et al., 2024), and (ii) a finance-
table-heavy training set, designed to improve re-
trieval in tabular contexts. Fine-tuning the current
best model on these datasets achieves state-of-the-
art retrieval performance on our benchmarks. This
demonstrates how systematic evaluation through
our benchmark can informs effective training strate-
gies, leading to more robust and adaptable retrieval
models.

The contributions of this paper are as follows:
• Defining properties of a real-world retrieval

benchmark and highlighting shortcomings in ex-
isting ones.

• Introducing a high-quality multi-modal retrieval
benchmark with an automated pipeline for query
generation, filtering, and labeling verification.

• Establishing a rephrasing robustness evaluation
framework via multi-level query rephrasing.

• Providing two specialized training datasets: (i) a
rephrased dataset and (ii) a finance-table-heavy
dataset, where fine-tuning on them significantly
enhances retrieval performance.

2 Related Work

2.1 Text-Based Retrieval
Text-based retrieval methods identify relevant
documents given a query and are widely used
in RAG systems. Lexical matching techniques
like BM25 (Robertson et al., 1994) and TF-
IDF (Sparck Jones, 1972) are efficient but lack
semantic understanding. Sparse models like
SPLADE (Formal et al., 2021) improve retrieval
by expanding queries into high-dimensional sparse
representations but struggle with deep contextual
meaning. Dense retrieval models, leveraging trans-
formers like BERT (Devlin, 2018), T5 (Raffel et al.,
2020), and DPR (Karpukhin et al., 2020), map
queries and documents into a continuous vector
space, enhancing recall but demanding significant
computational resources for training and inference.
Hybrid methods, that combine lexical and dense
retrieval, such as ColBERT (Khattab and Zaharia,
2020) and ANCE (Xiong et al., 2020), often achiev-
ing state-of-the-art performance. A recent model,
M3-Embedding (Chen et al., 2024), unifies dense,
sparse, and multi-vector embeddings, achieving

strong retrieval performance. Despite advance-
ments, text-based retrieval struggles with multi-
modal content, particularly in scenarios where vi-
sual cues enhance contextual understanding.

2.2 Multi-Modal Retrieval
Until recently, multi-modal retrieval primarily re-
lied on Optical Character Recognition (OCR) to
extract textual information from documents, in-
cluding text within visual elements. More recent
approaches detect visual components and process
them in one of two ways: (i) Captioning-based
retrieval, where a VLM generates textual descrip-
tions of visual elements, enabling standard text-
based retrieval (Ramos et al., 2023); or (ii) Direct
embedding, where visual elements are embedded
either using VLMs directly or through contrastive
Vision-Language Models that align separate visual
and text encoders via contrastive losses (Radford
et al., 2021; Zhai et al., 2023).
A more recent line of work leverages the strong
performance of VLMs in analyzing full document
images by embedding entire document pages in-
stead of relying on OCR-based extraction. Methods
such as VISRAG (Yu et al., 2024) and DSE (Ma
et al., 2024a) generate dense embeddings directly
from document images. Similarly, ColPali (Faysse
et al., 2024) generates multi-vector embeddings
for ColBERT-style late interaction retrieval, using
PaliGemma (Beyer et al., 2024) or in a newer vari-
ant, ColQwen, utilizes Qwen2-VL (Wang et al.,
2024a). These methods have demonstrated sig-
nificant improvements over earlier text-based and
OCR-dependent retrieval approaches. Our bench-
mark provides a rigorous evaluation framework for
both text-based and visual-based multi-modal re-
trieval.

2.3 Query Rephrasing
Retrieval models known to be highly vulnerable to
query rephrasing (Zuccon et al., 2016; Bailey et al.,
2017; Sidiropoulos and Kanoulas, 2022; Penha
et al., 2022; Hagen et al., 2024), often leading
to significant performance degradation. However,
only few works have provided accessible and reli-
able evaluation frameworks for model robustness.
An early study (Bailey et al., 2016) introduced
a basic Query Variability dataset, while more re-
cent works (Benham et al., 2018; Lu et al., 2019;
Penha et al., 2022) focus on automatically gener-
ating query variations. Yet, no prior research has
established a standardized benchmark for retrieval
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Figure 2: Benchmark Construction Pipeline

robustness, nor a dedicated RAG robustness bench-
mark—especially for multi-modal retrieval. In con-
trast, we leverage LLMs to generate multi-level
query rephrasing, enabling structured comparative
evaluation for multi-modal documents retrieval.

2.4 Multi-Modal Retrieval Benchmarks

Despite the growing importance of document re-
trieval in multi-modal RAG systems, only a few
evaluation benchmarks exist, all of which fall short
in key aspects crucial for real-world scenarios. We
review recent efforts and highlight their limitations
(with further comparison in Table 1 and section 4).
While many question-answering benchmarks ex-
ist (Mathew et al., 2021; Zhu et al., 2022; Masry
et al., 2022; Islam et al., 2023; Ding et al., 2024),
they are largely unsuitable for RAG. Their queries
assume exposure to a specific page (unlike RAG),
and their tendency toward high variability make re-
trieval easier. Some benchmarks, such as MMLong-
Bench (Ma et al., 2024b) (based on 130 lengthy
PDFs) and SlideVQA (Tanaka et al., 2023), are
partially relevant but not suited for RAG (see sec-
tion 4).

A notable benchmark is WIKI-SS-NQ (Ma et al.,
2024a), generated from Wikipedia screenshots with
real human queries—the only dataset providing
mostly valid retrieval queries. However, it is not
multi-modal benchmark, consists of mainly text-
based documents, and has narrow sub-domain cov-
erage. The ViDoRe benchmark (Faysse et al.,
2024), introduced in the ColPali paper, comprises
both QA datasets and domain-specific documents
with generated queries filtered by human annota-
tors. While the QA datasets are unsuitable for
RAG, the domain-specific queries are better tai-
lored but suffer from trivial difficulty (e.g., syn-
thetic datasets reporting an NDCG@5 > 95). This
occurs because pages often differ significantly, and
VLM-generated questions closely mirror the origi-
nal page wording, making retrieval easy.

Our REAL-MM-RAG-Bench is the first multi-
modal retrieval benchmark incorporating all essen-
tial properties for real-world RAG. It features a
challenging setup with broad sub-domain coverage,
long documents, RAG-tailored rephrased queries,
and accurate labeling. Additionally, it is the first
to offer a robustness evaluation through multi-level
query rephrasing.

3 REAL-MM-RAG-Bench

Creating a high-quality benchmark manually is
both exhaustive and error-prone, limiting its size
and reliability. To address this, we propose an au-
tomated generation and verification pipeline tai-
lored for Retrieval-Augmented Generation (RAG)
evaluation. Our benchmark introduces robustness
evaluation through multi-level query rephrasing,
further improving upon previous benchmarks. The
benchmark construction begins with document col-
lection, followed by four key steps: (1) Query
Generation, (2) Query Verification, (3) Query
Rephrasing, and (4) False Negative Verification.

3.1 Document Collection

To reflect real-world retrieval challenges, we fo-
cus on long documents rather than isolated pages,
and also ensuring many pages within the same
sub-domain by focusing on a single company data
(IBM). Our dataset consists of 8000 pages across
four sub-domains, forming four specialized bench-
marks (see Table S1 for details). For each page, we
added the document name to the page image to pro-
vide context. FinReport: Financial reports (2005–
2023), totaling 19 documents and 2687 pages, with
a mix of text and tables. FinSlides: Quarterly fi-
nancial presentations (2008–2024), totaling 65 pre-
sentations and 2280 pages, primarily table-heavy.
TechReport: 17 Technical documents on FlashSys-
tem, totaling 1674 pages, text-heavy with visual
elements and tables. TechSlides: 62 Technical pre-
sentations on business and IT automation, totaling
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Statistics Multi-Modal Enhanced Difficulty Realistic-RAG Queries Accurate Labels

# # MM Long Sub Queries RAG RAG False

Pages Queries Pages Docs domain Rephr- Tailored Query Neg.

Benchmark Cover asing Gen. Verif. Verif.

SlideVQA 52k 14.5k ✓ ✓ ✗ ✗ ✗ ✗ ✗

MMLONG 7k 1k ✓ ✓ ✗ ✗ ✗ ✗ ✗

WIKI-SS-NQ 4k 4k ✗ ✗ ✗ ✗ ✓ ✓✗ ✗

ViDoRe 8k 4k ✓ ✗ ✗ ✗ ✓✗ ✓✗ ✗

Ours 8k 5k ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 1: Document Retrieval Benchmarks Comparison.

1963 pages, with significant visual content.

3.2 Query Generation & Filtering

Generation. We aim to generate queries that
are both answerable by a specific document and
RAG-suitable, meaning they reflect natural user in-
quiries without prior knowledge of the exact page
or answer location (unlike traditional Q/A datasets
tied to specific pages). To achieve this, we em-
ployed a Pixtral-12B VLM (Agrawal et al., 2024),
prompting it to generate RAG-specific questions
(see Fig. S4). Each document page was fed into
the VLM, which produced 10 query-answer pairs
per page, later keeping only a subset that met the
benchmark’s quality criteria after filtering. Each
retained query-answer pair is labeled with the cor-
responding page it was generated from.

Verification. Although the VLM is instructed to
generate RAG-specific queries, many still do not
fully align with our requirements. To systemat-
ically classify them, we use Mixtral-8x22B-v0.1
LLM (Jiang et al., 2024), which evaluates each gen-
erated query and determines whether it is suitable
as retrieval query (see prompt in Fig. S5). Queries
that are well-formed for RAG are those that a user
might ask without prior knowledge of the docu-
ment’s structure, ensuring they are neither too gen-
eral nor overly specific to a single page. Queries
that fail this criterion fall into two categories: those
with explicit page references, such as "in Figure
5" or "the title of the page", and those that are
too broad, like "What is the net revenue in 2020?"
instead of "What is IBM’s net revenue in 2020?".

3.3 Query Rephrasing

In real-world retrieval, a user formulating a query
does not have direct access to the document’s con-
tent and will naturally phrase their question with-
out mirroring the exact wording from the source.

However, VLMs often generate queries by copying
phrases directly, leading to an over-reliance on key-
word matching rather than true semantic retrieval.
To address this, we introduce a rephrasing step that
preserves query meaning while reducing depen-
dence on specific document wording. Each query is
processed by Mixtral-8x22B-v0.1 with a dedicated
prompt designed to alter phrasing while maintain-
ing intent. The rephrased query is then verified
by the LLM using a validation prompt (Fig. S6),
along with the original query and answer, to ensure
it retains the original meaning and still corresponds
to the known answer in the labeled page.

To enable deeper evaluation, each query undergoes
three levels of rephrasing using distinct prompts
(Fig. S6). The first level introduces minor word
changes while maintaining structure. The second
modifies word choice and sentence order, making
the phrasing more distinct. The third involves sig-
nificant word rephrasing and sentence restructuring
while preserving meaning. At the end of this pro-
cess, each query exists in four versions: the orig-
inal and three progressively rephrased forms, all
linked to the same document page (see examples
in Figs. S1 and S2).

3.4 Accurate Labeling

The final step in preparing our benchmark is ver-
ifying the correctness of negative labels. This is
especially crucial for our challenging benchmarks,
where many pages share highly similar content
within the same sub-domain. Each query is sys-
tematically tested against all benchmark pages.
Though computationally expensive, this step pre-
vents false negatives and ensures reliable evalua-
tion. Queries together with each page are processed
using Pixtral-12B, which determines whether a
page contains an answer to the query. Every query
is then explicitly linked to all relevant pages. For
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simplicity, our final benchmark retains queries
whose only the originally assigned page is veri-
fied to contain the correct answer. This results in
a high-quality dataset of triplets: a page image, a
query, and its corresponding answer. Note that our
benchmark includes pages without corresponding
queries. These are pages whose queries were fil-
tered out at some stage, either because they were
not suitable for RAG-style questions in general
(e.g., title pages) or because the specific generated
queries were not suitable for RAG.

4 Benchmarks Quality Evaluation

A high-quality benchmark for multi-modal retrieval
is essential, yet few existing benchmarks are de-
signed for this purpose, and none comprehensively
define or implement the necessary properties. Ta-
ble 1 compares our benchmark with other promi-
nent ones, which suffer from limitations such as
poor alignment with real-world queries, high false-
negative rates, and trivial difficulty.

Accurate Labeling. Many perceived retrieval er-
rors in existing benchmarks are actually false neg-
atives, meaning pages that correctly answer the
query but were mislabeled as irrelevant. To miti-
gate this, we introduce a false-negative verification
process that exhaustively labels all valid pages. Hu-
man Evaluation. We sampled 50 top-1 retrieval
errors of ColQwen on Vidore, MMlongbench, and
our benchmark. Annotators reviewed the query and
retrieved page (labeled as negative) to determine if
it could answer the query (Fig. S8). A total of 234
responses from 5 annotators were collected.

Vidore MMLong Ours

False Negative (%) ↓ 86.9 77.8 31.9

The table shows that Vidore and MMlongbench had
a high rate of false negatives, whereas our bench-
mark, despite its challenging design with similar
sub-domain pages, had significantly fewer, proving
the effectiveness of accurate labeling.

Enhanced Difficulty. A strong benchmark must
pose real challenges. Existing ones fall short by
offering too few relevant candidates or allowing
retrieval via simple keyword matching rather than
true semantic understanding. For example, having
1,000 financial pages from different companies is
insufficient, as knowing the company name nar-
rows the candidates to a few dozen. The ColQwen
model achieves an NDCG@5 of around 90 on Vi-
dore. Other sub-datasets, although reporting lower

performance, contain many errors that are actu-
ally false negatives, as demonstrated by our hu-
man evaluation presented above. We address this
issue through accurate labeling and by incorpo-
rating long documents and extensive sub-domain
coverage. This provides many similar pages, mak-
ing retrieval more challenging and better reflecting
real-world scenarios. Moreover, we prevent triv-
ial keyword-based retrieval by introducing the first
rephrasing benchmark for multi-modal document
RAG, ensuring robustness to query variations and
promoting semantic learning.

Realistic-RAG Queries. To reflect real RAG use
cases, queries must resemble natural information-
seeking questions. Our benchmark ensures this
through a two-step RAG-tailored pipeline: gener-
ation and filtering. Human Evaluation. We ran-
domly sampled 500 queries from Vidore, MMLong-
Bench, and our benchmark. Annotators, unaware
of the source benchmark or study goal, evaluated
whether each query could reasonably be asked by a
real user (Fig. S7). A total of 2578 responses were
collected from 10 annotators.

Vidore MMLong Ours

Realistic-RAG Queries (%) ↑ 32.9 35.8 88.0

The table shows that most Vidore/MMLongBench
queries were labeled as unrealistic RAG queries
(see some examples in Fig. S3), whereas 85% of
ours were validated as realistic, highlighting short-
comings in existing benchmarks and the effective-
ness of our query generation and filtering process.

Summary. Our benchmark enhances multi-
modal retrieval evaluation by introducing non-
trivial difficulty with long documents and broad
sub-domain coverage. It ensures RAG-aligned
queries and promotes semantic retrieval over key-
word matching through query rephrasing, address-
ing key limitations of existing benchmarks.

5 Model Evaluation & Enhancement

Evaluation Models and Metrics. We evaluate
multiple models on our benchmark, covering both
text and vision-based approaches. We use the Col-
Pali benchmark code (ViDoRe) to assess our text-
based models and the vision-based models ColPali
and ColQwen. For the text-based methods, we fol-
low the framework suggested in ColPali, which
employs Unstructured in a high-resolution config-
uration with OCR engine to parse PDFs. For each
document, Unstructured produces text chunks and
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Benchmark FinReport FinSlides TechReport TechSlides

Text

BM25 (OCR) 21.7 5.9 35.1 31.2

BGE-M3 (OCR) 36.5 11.4 37.1 49.7

BM25 (Captioning) 25.3 9.9 37.2 36.1

BGE-M3 (Captioning) 35.9 13.8 37.5 51.7

Vision

ColPali 34.5 27.6 62.0 75.8

RobColPali 47.1 +12.6 48.4 +20.8 66.6 +4.60 82.8 +7.0

TabColPali 50.5 +16.0 41.5 +13.9 61.3 -0.7 77.6 +1.8

RobTabColPali 63.2 +28.7 58.3 +30.7 70.7 +8.7 83.3 +7.5

ColQwen 41.8 31.1 66.9 78.1

RobColQwen 47.5 +5.7 44.3 +13.2 69.5 +2.6 83.0 +4.9

TabColQwen 54.0 +12.2 49.6 +18.5 65.9 -1.0 78.9 -0.8

RobTabColQwen 67.1 +25.3 61.6 +30.5 73.2 +6.3 85.0 +6.9

Table 2: Performance of Different Models on Our
Benchmark. We evaluate various models, includ-
ing text- and vision-based approaches, across our four
benchmarks. Results, measured using NDCG@5, are
reported on our final benchmark with queries rephrased
at the highest level (Level 3). We also present results for
our fine-tuned models trained on our proposed datasets:
Rob – trained on a rephrased dataset, Tab – trained on a
table-heavy dataset, and RobTab – incorporating both.

visual chunks (e.g., tables, figures, images). We
consider two text-based variants: (1) OCR, where
visual data is processed through an OCR engine,
and (2) Captioning, where visual elements are de-
scribed using a Vision Language Model (Qwen2-
VL-72B-Instruct (Wang et al., 2024b)). We then
evaluate two retrieval methods: Okapi BM25 and
BGE-M3 (Chen et al., 2024) (see appendix A.1 for
more details). We report NDCG@5 as our primary
ranking metric, which evaluates how well relevant
items are ranked within the top 5 results, giving
higher importance to those appearing earlier. Addi-
tional metrics and details provided in A.1 & A.5.

5.1 Results Analysis

In Table 2, we report NDCG@5 performance for
different models across our four benchmarks with
high rephrasing levels, which better reflect real-
world scenarios. We first present observations
about the vanilla models, including text-based
models, ColPali, and ColQwen: Visual vs. Text-
Based Models. Vision-based models, which use
VLMs on page images, significantly outperform
text-based models across all benchmarks. This
supports the notion that visual information is es-
sential for our benchmark and that these models
can effectively utilize it. Non-Trivial Difficulty.

Performance is generally low, especially compared
to Vidore, where ColQwen achieves nearly 90%
on average. Rephrasing Effects on Performance.
Some of the drop in performance is due to rephras-
ing. In Table 3, we analyze the impact of rephras-
ing level, showing a clear performance drop as
rephrasing intensity increases. BM25 suffers the
most, as expected for a lexical-based model, while
dense retrieval models are more resilient. Table-
Heavy Finance Benchmarks Are Harder. Our fi-
nancial benchmarks (FinReport, FinSlides), which
are table-heavy, are significantly more challenging
than text/visual-based ones (see table vs. non-table
analysis in Table S5).

5.2 Table and Finance Focused Training
To address the challenges in table-heavy datasets,
we curated a table-focused finance dataset using
FinTabNet (Zheng et al., 2021), which contains
complex tables from S&P 500 company reports.
Through the pipeline in section 3, we generated
46,000 query-answer-page triplets to enhance re-
trieval for table-heavy financial data (see Table S7
for a VLM ablation study). We fine-tuned ColPali
and ColQwen for one epoch on this dataset while
incorporating the ColPali training set, producing
the TabCol models.
As shown in Fig. 3 and Table 2, TabCol models sig-
nificantly improve performance on financial bench-
marks, effectively addressing table-heavy dataset
challenges. Importantly, this enhancement does not
come at the cost of generalization, as TabCol mod-
els continue well across the two other benchmarks.

Figure 3: Table-Focused Training Improves Finan-
cial Benchmarks. Fine-tuning with our proposed table-
heavy training set, combined with the ColPali training
set (both in their original and rephrased versions) signif-
icantly enhances performance on financial benchmarks
(results shown for rephrasing level 3).
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Rephrasing Levels 0 1 2 3

BM25 (Captioning) 52.7 41.6 31.3 27.1

BGE-M3 (Captioning) 43.3 39.2 36.5 34.7

ColPali 71.3 66.1 56.0 50.6

RobColPali 76.7 73.9 66.0 61.2

RobTabColPali 80.8 77.8 72.5 68.9

ColQwen 73.9 67.5 59.6 54.5

RobColQwen 74.1 70.2 64.4 61.1

RobTabColQwen 83.9 80.6 75.1 71.7

Table 3: Query Rephrasing Effect. This ta-
ble presents the NDCG@5 scores averaged
across all benchmarks for different models and
rephrasing levels. ‘0’ represents no rephrasing,
while ‘3’ indicates significant rephrasing (see
Table S2 for full results).

Figure 4: Fine-Tuning on Rephrased Training Set. We com-
pare the NDCG@5 scores across rephrasing levels for baseline
models (ColPali and ColQwen) against our fine-tuned models
(RobCol). The results demonstrate that fine-tuning with our
rephrased training data significantly enhances rephrasing robust-
ness for both ColPali and ColQwen.

5.3 Rephrasing Robustness Training
Our benchmark reveals that current models strug-
gle with rephrasing, suggesting that training and
evaluation queries often closely match the phras-
ing of their retrieved pages. To address this, we
augmented the ColPali training set by rephrasing
half of its queries, randomly selecting one of three
rephrasing levels. This was done using LLaMA-
3-70B1 , a different LLM than the one used for
the benchmark. This dataset forces models to learn
semantics rather than relying on keyword matching.
We fine-tuned ColPali-v1.2 and ColQwen2-v1.02

(using the ColPali code) for one epoch, producing
the RobCol models.
As demonstrated in Fig. 4 and Table 3 (and in Ta-
bles 2 and S2), RobCol significantly outperforms
baselines on rephrased queries while maintaining
comparable performance on non-rephrased cases,
achieving an average NDCG@5 improvement of
11.1 at rephrasing level 3. The gains are stronger
on financial benchmarks, where the task is more
complex, suggesting that enhanced semantic un-
derstanding through rephrasing robustness is par-
ticularly beneficial. In Table S6, we show that
fine-tuning on the original data (rather than the
rephrased version) provides much lower improve-
ment for ColPali and leads to a decrease in perfor-
mance for ColQwen.
Additionally, we created a rephrased version of the
tabled-focused dataset and fine-tuned both models
on it, along with the rephrased ColPali training
set, producing RobTabCol models. RobTabCol
consistently outperforms all models across nearly

1https://huggingface.co/meta-llama/Llama-3-70B-Instruct
2https://huggingface.co/vidore/colqwen2-v1.0

all benchmarks and rephrasing levels, achieving a
25–30 NDCG@5 improvement over base models
on rephrased finance benchmarks and 6–9 on non-
financial ones. We further show in appendix A.6
that our RobTab models outperform the baselines
on the newly released ViDoRe V2 benchmark.

6 Conclusions

We introduced REAL-MM-RAG-Bench, a real-
world multi-modal retrieval benchmark designed to
evaluate retrieval models in reliable, challenging,
and realistic settings. Our benchmark addresses
key properties essential for evaluating retrieval sys-
tems in real-world applications, which prior bench-
marks often fail to capture. An important contri-
bution of our work is the introduction of a multi-
level rephrasing evaluation, which assesses models
under increasing linguistic variation, highlighting
their limitations in generalizing beyond surface-
level text matching.
Our findings reveal two major weaknesses in cur-
rent models: (i) retrieval over table-heavy financial
documents and (ii) sensitivity to query rephrasing.
To address these, we proposed dedicated training
sets: a finance-table-heavy dataset to improve re-
trieval on tabular content and a rephrased dataset
to enhance model robustness to query variations.
Fine-tuning on these datasets yields significant im-
provements across benchmarks, demonstrating the
impact of targeted training data. REAL-MM-RAG-
Bench and our proposed solutions establish a foun-
dation for future research, paving the way for ro-
bust and effective retrieval models in real-world
multi-modal retrieval scenarios.
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Limitations

While REAL-MM-RAG-Bench presents a com-
prehensive and realistic evaluation framework for
multi-modal retrieval, several limitations remain:
Query Variability: Our queries are generated using
a Vision-Language Model (VLM), which, while
effective, may not fully capture the full range of
plausible user queries.
LLM and VLM Limitations: Despite the strength
of modern Large Language Models (LLMs) and
VLMs, our filtering strategies and labeling process
remain subject to their limitations. While our hu-
man evaluation confirms the effectiveness of our
approach, errors in labeling and query selection
may still occur. As LLMs and VLMs continue to
improve, future benchmarks could leverage more
accurate models to refine dataset construction fur-
ther.
Multi-Page Reasoning Queries: Our benchmark
is designed to best evaluate the retrieval compo-
nent of Retrieval-Augmented Generation (RAG).
While the dataset can be used for the generation
step as well, it does not explicitly assess multi-page
reasoning. Future work could explore automated
query generation that combines multiple pages us-
ing LLMs and/or VLMs to construct multi-page
reasoning tasks, enhancing the benchmark’s ability
to evaluate complex retrieval scenarios.
REAL-MM-RAG-Bench provides a realistic, re-
liable, and challenging retrieval benchmark, help-
ing to identify critical weaknesses in current multi-
modal retrieval models and paving the way for fu-
ture improvements in both evaluation and model
development.
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A Appendix

A.1 Models Evaluation

Beside the models from ColPali, we have evalu-
ated on text based methods. Following the ColPali
framework, we adopt Unstructured as our PDF
parser in its high-resolution configuration, which
relies on the Tesseract (Smith, 2007) OCR en-
gine. Unstructured processes each document into
two main types of chunks: text chunks and visual
chunks (e.g., tables, figures, images). We then con-
struct two text-based variants of our benchmark,
differing in how visual chunks are converted into
text:

1. OCR: Text is retained; tables, figures, and im-
ages undergo OCR extraction.

2. Captioning: Text remains unchanged; visual
elements are described using Qwen2.5-VL-72B-
Instruct.

Retrieval Methods. We evaluate two retrieval
approaches:

• Okapi BM25: A sparse statistical baseline.

• BGE-M3 (multi-vector): A state-of-the-art em-
bedding model.

In line with ColPali, chunks are embedded and
scored independently, and page-level scores are
then obtained via maximum pooling across all
chunks for a given page.

A.2 Data Generation, Filtering and Validation

To construct a high-quality benchmark, we applied
a conservative filtering strategy that prioritizes pre-
cision over recall—favoring the exclusion of low-
quality queries even at the cost of discarding valid
ones. Setting a precise confidence threshold for
VLMs/LLMs is non-trivial, so we experimented
with multiple prompt templates for filtering. For
each prompt, we sampled 150 queries, manually la-
beled them as good or bad, and selected the prompt
that minimized the percentage of bad queries that
passed the filter. Since the original pool of gen-
erated queries was large, our emphasis was on re-
ducing false positives rather than preserving query
volume.

We then manually reviewed queries that passed
the filter and added representative errors as neg-
ative examples to the prompt context, improving

robustness through iterative refinement. This pro-
cess led to fewer recurring mistakes and was vali-
dated through human evaluation, where 85.0% of
our queries were rated as good compared to 43.6%
for ViDoRe.

Validating label correctness at scale is more chal-
lenging, as it would require exhaustively comparing
each query to all documents. Instead, we qualita-
tively inspected queries with known answer pages
to tune the labeling prompt. As shown in section 4,
our benchmark yields significantly fewer false neg-
atives than competing datasets.

We also conducted a false positive validation to
assess label quality. Specifically, we randomly sam-
pled 200 query–page pairs from each of the three
benchmarks: ViDoRe, MMLong, and ours. An-
notators were shown the page image alongside its
corresponding query and asked whether the page
contained an answer to the query. The results show
0% false positives in both our benchmark and Vi-
DoRe, while MMLong exhibited a high false pos-
itive rate of 38.1%. These findings highlight the
effectiveness of our benchmark generation pipeline
in preventing false positive examples.

A.3 Proposed Training sets and Fine-tuning

Rephrasing Augmentation Training. We aimed
to fine-tune a trained model with a short training
phase to improve robustness to rephrasing. To
achieve this, we created a rephrased training set
based on the ColPali training data. Specifically, we
used approximately half of the full training set (56k
queries) and generated rephrased versions. The
rephrasing was performed using LLaMA-3-70B, a
different LLM than the one used for filtering and
rephrasing in the benchmark.

Each query was randomly rephrased using one
of three rephrasing levels (different prompts, see
Fig. S6). To ensure semantic consistency, we used
a secondary LLM verification step: the original
query and its corresponding answer were fed along-
side the rephrased query, and if the meaning was
not preserved, the original query was retained in
the rephrased training set.

For fine-tuning, we used the full ColPali training
set, incorporating the rephrased queries in approx-
imately half of it. The model was trained for one
epoch with configurations similar to those used in
the original ColPali/ColQwen training.

Table and Finance-Focused Training. As we
observed that current models performed signifi-
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cantly worse on our table-heavy finance bench-
mark, we curated a dedicated training set to ad-
dress this gap. We leveraged the publicly available
FinTabNet dataset, a large-scale resource designed
for financial table recognition and structure extrac-
tion. FinTabNet consists of pages from annual
reports of S&P 500 companies, featuring complex
tables.

We used the page images from FinTabNet to
generate queries and answers using our automated
pipeline, which includes a filtering process. Ad-
ditionally, we explored using Qwen2-VL-72B for
generating this training data, with results reported
in Table S7. This process resulted in approximately
46k triplets of page images, queries, and answers.

For fine-tuning, we trained both ColPali and
ColQwen on our table-focused training data, com-
bined with the original ColPali training set, for
one epoch, producing the TabCol models. For
RobTab models, we incorporated LLaMA-3-70B
for rephrasing, where half of the newly generated
training set was randomly rephrased using three dif-
ferent rephrasing levels. These models were then
fine-tuned for one epoch, together with the ColPali
rephrased dataset.

All fine-tuning procedures followed the same
configurations as the official ColPali training
pipeline, utilizing ColBERT in-batch loss. The spe-
cific configurations for ColPali and ColQwen can
be found at GitHub. Each model was fine-tuned
starting from its respective base version: ColPali
from ColPali-1.2 and ColQwen from ColQwen2-
1.0. We used a batch size of 64 per GPU, resulting
in a total effective batch size of 256. The training
maintained the same initial learning rate, warmup
steps, learning rate schedule, and LoRA configu-
ration as the original pipeline. All training runs
were conducted on four A100 80GB GPUs, with
each fine-tuning session taking approximately three
hours to complete.

A.4 Benchmark Document Examples
Our benchmarks include a diverse set of pages con-
taining different types of information, including
full-text pages, table-heavy pages, and slides with
both tables and other visual elements. Table S1
presents the benchmark statistics for the different
datasets. Additionally, for each page, we provide
four types of queries: the original VLM-generated
query and three levels of rephrasing. Examples of
pages along with all query versions are shown in
Figs. S1 and S2. In Fig. S3, we present examples

from previous benchmarks, highlighting that many
of their queries are not well-suited for RAG, as
they often reference specific pages (i.e., QA-style
queries) rather than general information-seeking
queries.

A.5 Additional Results and Ablations
In our main paper, we focused on reporting the
NDCG@5 metric for a subset of models and bench-
marks across different rephrasing levels. In Ta-
bles S2 to S4, we provide the full results for Re-
call@1, Recall@5, and NDCG@5. Additionally,
Table S5 presents model performance across dif-
ferent evidence source types. A Vision-Language
Model (VLM), Pixtral-12B, was used to classify
each query based on the type of evidence source
from which the answer was retrieved on the cor-
responding page. We analyze performance across
three different evidence types: Text, Table, and Vi-
sual. The reported results show NDCG@5 scores
on the non-rephrased version, averaged across our
four benchmarks. These results highlight a signifi-
cant weakness in handling tables. However, after
fine-tuning on the table-focused dataset, we ob-
serve improvements across all evidence types, with
tables showing the most substantial gains.

We further provide two ablation experiments.
The first, shown in Table S6, aims to demonstrate
that the observed improvements after fine-tuning
with our proposed datasets are due to the tailored
data rather than fine-tuning itself. To verify this,
we performed an additional fine-tuning run using
the same training set as the RobCol models but
without rephrasing, maintaining the exact number
of training examples and identical training configu-
rations.

As seen in the results, ColPali gains some im-
provement from fine-tuning alone, but the gains
are significantly lower compared to fine-tuning
with our rephrased training set. This gap is
even more pronounced when evaluating on the
rephrased benchmark (Level 3). For ColQwen,
the baseline fine-tuning without rephrasing leads
to a decrease in performance, whereas our fine-
tuned models show substantial improvements on
rephrased queries, as expected when training with
our rephrased dataset.

The second ablation (see Table S7) aims to show
that the improvements from the table-heavy train-
ing set are general and not specific to the Vision-
Language Model (VLM) used for question gen-
eration. To test this, we generated an alternative
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version of the training set using a different VLM,
Qwen2-VL-72B-Instruct, and trained models both
with and without rephrasing (using LLaMA-3-3-
70B). After filtering, the dataset size was slightly
smaller—40k examples compared to 46k with Pix-
tral generation—likely due to Qwen generating
more queries that were filtered out.

While results show a slight decrease in perfor-
mance compared to using Pixtral-generated data,
the fine-tuned models still significantly outperform
the base ColPali and ColQwen models. This con-
firms that the effectiveness of our data is not limited
to a specific VLM and that training on a table-heavy
dataset remains highly beneficial.

A.6 Our Models’ Results on ViDoRe V2
We report NDCG@5 performance on the newly
released ViDoRe V2 benchmark, both before and
after fine-tuning. As shown in Table S8, we com-
pare base models (ColPali and ColQwen), mod-
els fine-tuned on the rephrased ColPali training
set (Rob variants), and models fine-tuned with our
table-focused and rephrased training set (RobTab
variants).

Across 4 out 5 English benchmarks, we observe
consistent improvements from fine-tuning, with
particularly large gains for ColPali-based models.
Among all methods, RobTabColQwen achieves the
highest average NDCG@5 score, highlighting the
effectiveness of our combined rephrasing and table-
focused training strategy.

We further evaluate performance on the multi-
lingual subset of ViDoRe V2 (Table S9). Here,
fine-tuning also improves performance over the
base models, with an even greater margin between
RobTabColQwen and ColQwen. This suggests that
rephrasing augmentation enhances the model’s abil-
ity to capture semantic similarity beyond surface-
level token overlap, which is especially beneficial
for cross-lingual retrieval.

Overall, these results demonstrate the general-
ization ability of our fine-tuned models across both
diverse content types and languages.

A.7 Licensing and Additional General
Information

All models and datasets used in this work com-
ply with their respective licenses. Qwen2-VL
(ColQwen2) is licensed under Apache 2.0, with
adapters under MIT. PaliGemma (ColPali) fol-
lows the Gemma license, with adapters under MIT.
Pixtral-12B-2409 (mistralai) and Mixtral-8x22B

are both under Apache 2.0, allowing unrestricted
use, modification, and distribution. LLaMA 3.3
70B is licensed under the LLaMA 3.3 Commu-
nity License Agreement. All datasets used are in
English. The Colapli training set consists of sub-
sampled academic datasets redistributed under their
original licenses. It also includes synthetic datasets
generated from publicly available internet data and
VLM-generated queries, which are released with-
out usage restrictions. Benchmark datasets are de-
rived from openly available documents and images,
with owner approval for publication. Fine-tuning
data (Fintabnet) is collected from publicly avail-
able sources and processed for compatibility with
our models.

For human evaluation, we published an online
form alongside a request for participation in an-
notating queries for evaluating data intended for
publication. Throughout the paper, an AI assis-
tant (ChatGPT) was used for minor grammar and
sentence structure edits.
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Table S1: Benchmark Statistics.

Benchmark
Documents Queries Evidence Label

# Pages # Docs Avg. Len # Queries Text Table Visual

FinReport 2687 19 141 853 75% 24% 1%

FinSlides 2280 65 35 1052 12% 83% 5%

TechReport 1674 17 98 1294 81% 12% 7%

TechSlides 1963 62 32 1354 66% 6% 28%

Figure S1: Real-MM-RAG Benchmark Examples with Rephrasing. On the right: FinSlides—financial quarterly
presentations. On the left: TechSlides Technical slides about business and IT automation. Questions are listed from
the original query to Level 3 rephrasing.
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Figure S2: Real-MM-RAG Benchmark Examples with Rephrasing. Left: FinReport—financial annual reports.
Right: TechReport—FlashSystem technical reports. Queries are listed from the original to Level 3 rephrasing.
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Figure S3: Examples from Previous Benchmarks. These examples illustrate common query types in these
benchmarks. Many queries are generated for question answering and refer to a specific page rather than resembling
real user queries, which are typically asked without prior knowledge of a specific page.
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Table S2: Impact of Rephrasing Levels on Document Retrieval Benchmarks. This table shows NDCG@5
performance variations across rephrasing levels (0-3) for different benchmarks and models.

FinReport FinSlides TechReport TechSlides

Rephrasing Level 0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3

BM25 (OCR) 48.8 38.4 26.6 21.7 13.6 13.0 7.1 5.9 66.6 48.0 38.7 35.1 58.7 45.7 35.7 31.2

BGE-M3 (OCR) 47.2 40.3 37.6 36.5 16.9 16.3 14.6 11.4 44.7 40.9 37.8 37.0 60.5 56.3 51.9 49.6

BM25 (Captioning) 54.4 43.0 30.6 25.3 20.9 19.0 11.0 9.9 69.0 50.8 41.8 37.2 66.4 53.4 41.7 36.1

BGE-M3 (Captioning) 46.4 39.0 36.9 35.9 19.5 18.7 16.3 13.8 44.6 40.9 38.4 37.5 62.6 58.3 54.5 51.7

ColPali 52.7 47.2 40.8 36.8 62.2 59.4 37.6 27.6 80.6 72.9 66.5 62.0 89.7 85.0 79.2 75.8

RobColPali 59.3 57.4 51.4 47.1 76.8 75.1 58.3 48.4 80.1 74.7 70.0 66.6 90.5 88.2 84.2 82.8

TabColPali 70.5 63.5 56.4 50.5 74.5 70.7 54.2 41.5 82.7 73.8 66.8 61.3 90.8 86.5 80.4 77.6

RobTabColPali 71.0 68.5 65.0 63.2 80.9 79.5 68.0 58.3 80.8 76.2 72.6 70.7 90.5 87.1 84.3 83.3

ColQwen 60.8 54.5 46.7 41.8 59.3 54.8 39.1 31.1 84.2 74.9 71.8 66.9 91.3 85.9 80.6 78.1

RobColQwen 58.4 54.5 49.7 47.5 65.8 63.0 52.0 44.3 81.9 75.4 71.8 69.5 90.1 87.8 84.0 83.0

TabColQwen 78.2 69.0 61.5 54.0 77.1 73.9 58.1 49.6 83.6 75.1 70.8 65.9 92.4 87.7 82.5 78.9

RobTabColQwen 79.7 74.8 69.4 67.1 79.6 78.5 69.1 61.6 83.7 79.3 75.5 73.2 92.5 89.9 86.3 85.0

Table S3: Impact of Rephrasing Levels on Document Retrieval Benchmarks (Recall@1). This table shows
Recall@1 performance variations across rephrasing levels (0-3) for different benchmarks and models.
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Rephrasing Level 0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3

BM25 (OCR) 33.9 25.4 17.1 14.0 7.7 7.5 3.7 3.0 53.4 34.1 26.1 23.1 45.9 33.4 25.4 21.3

BGE-M3 (OCR) 34.0 28.6 25.8 25.0 11.0 9.5 9.3 7.2 34.4 31.2 28.6 27.8 48.6 44.2 40.0 37.7

BM25 (Captioning) 40.1 28.0 19.8 17.5 12.2 10.9 6.2 5.7 56.2 36.8 28.8 24.6 54.0 40.8 31.0 25.2

BGE-M3 (Captioning) 33.4 27.7 25.1 25.3 12.5 11.5 9.6 8.9 34.7 31.1 28.8 27.7 50.9 45.8 41.8 40.1

ColPali 40.3 35.4 29.1 25.9 45.6 41.6 23.3 15.5 68.1 57.6 51.5 45.8 82.4 75.3 68.4 63.5

RobColPali 44.4 42.1 36.5 32.0 60.4 57.4 39.8 30.4 68.0 60.2 53.8 51.2 82.8 79.7 74.1 73.1

TabColPali 55.1 50.3 40.9 36.0 55.9 52.0 35.0 22.8 70.3 58.8 50.3 44.8 83.9 77.8 69.4 66.5

RobTabColPali 56.5 53.9 49.4 48.4 64.0 61.7 48.4 35.8 67.9 61.2 57.4 54.3 83.4 78.4 75.2 73.1

ColQwen 44.0 39.6 32.6 28.5 44.7 40.8 26.7 18.7 73.0 60.1 56.5 51.4 84.2 77.4 70.3 66.5

RobColQwen 41.4 37.7 34.8 33.1 49.1 46.6 37.2 29.3 68.5 60.4 56.1 54.2 83.3 79.5 74.6 72.1

TabColQwen 62.7 53.2 44.9 37.5 58.7 55.9 41.2 33.1 71.0 59.8 54.9 49.7 85.9 78.6 71.1 66.9

RobTabColQwen 58.1 52.5 50.2 45.8 62.2 60.7 51.4 41.8 70.3 62.2 59.0 56.3 85.0 80.9 76.0 74.9
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Table S4: Impact of Rephrasing Levels on Document Retrieval Benchmarks (Recall@5). This table shows
Recall@5 performance variations across rephrasing levels (0-3) for different benchmarks and models.

FinReport FinSlides TechReport TechSlides

Rephrasing Level 0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3

BM25 (OCR) 62.0 49.9 35.3 29.0 19.7 18.6 10.4 8.7 77.6 59.8 50.0 45.9 70.3 57.1 45.2 40.6

BGE-M3 (OCR) 58.4 50.5 47.6 47.0 22.9 22.8 19.8 15.6 53.5 49.2 45.7 45.2 70.6 66.5 62.3 60.2

BM25 (Captioning) 66.9 56.3 40.4 32.5 29.4 27.2 15.5 13.8 79.7 63.5 53.5 49.0 77.2 64.8 51.3 46.1

BGE-M3 (Captioning) 57.0 48.8 46.7 45.5 25.9 25.1 22.7 18.3 52.9 49.3 46.6 46.2 72.6 68.8 65.7 62.0

ColPali 64.0 57.8 51.7 47.0 76.9 74.7 50.4 38.7 90.7 85.7 79.4 76.1 95.2 92.4 87.8 85.7

RobColPali 73.0 71.3 64.7 60.6 90.6 89.8 74.1 64.4 89.8 86.5 83.7 79.5 96.1 94.4 91.9 90.1

TabColPali 83.8 75.5 70.1 63.3 90.3 87.1 71.7 58.3 92.7 86.0 80.7 75.1 96.0 93.2 88.9 86.7

RobTabColPali 83.1 80.8 78.0 76.0 95.0 94.2 85.0 77.7 91.2 88.5 85.1 84.3 95.6 93.7 91.2 91.3

ColQwen 75.3 68.0 59.6 54.0 71.8 66.8 50.3 42.5 93.1 86.8 84.5 79.7 96.4 92.3 88.9 87.4

RobColQwen 73.0 69.5 63.0 60.7 79.8 76.5 65.6 57.8 92.6 87.9 84.8 82.7 95.1 94.1 91.3 91.4

TabColQwen 90.7 82.6 75.5 68.0 92.4 88.7 72.8 64.3 93.3 87.2 83.8 79.6 97.2 94.7 91.3 88.6

RobTabColQwen 86.3 80.1 76.8 74.4 92.5 92.1 82.0 76.2 92.6 88.8 86.4 84.7 96.9 95.3 93.3 92.6

Table S5: Model Performance Across Different Evidence Source Types A Vision-Language Model (VLM)
was used to classify each query based on the type of evidence source from which the answer was retrieved on
the corresponding page. We present the division of performance across three different source types: Text, Table,
and Visual. The reported results are the NDCG@5 scores on the non-rephrased version, averaged across our four
benchmarks.

Benchmark Text Tables Visual

ColPali 75.8 58.6 84.5

ColQwen 79.2 59.9 86.8

TabColQwen 84.5 78.5 88.5

Table S6: Ablation of Fine-Tuning Without Rephrasing. To demonstrate that the performance improvement is
not solely due to fine-tuning, we fine-tune the models on the original ColPali dataset without rephrasing, using the
exact same fine-tuning configuration.
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Rephrasing Level 0 3 0 3 0 3 0 3

ColPali 52.7 34.5 62.2 27.6 80.6 62.0 89.7 75.8

ColPali Baseline FT 57.1 39.1 69.1 35.7 80.0 61.4 90.0 77.8

RobColPali 59.3 47.1 76.8 48.4 80.1 66.6 90.5 83.3

ColQwen 60.8 41.8 59.3 31.1 84.2 66.9 91.3 78.1

ColQwen Baseline FT 58.1 39.3 53.4 27.6 79.7 62.1 90.5 77.4

RobColQwen 58.4 47.5 65.8 44.3 81.9 69.5 90.1 83.0
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Table S7: Comparison of different queries generation models. This table compares the NDCG5 performance
of the ColQwen model fine-tuned with the original data of ColPali and our generated table-focused data from the
FinTabNet dataset. The evaluation is conducted for two query generation approaches: one using Pixtral and the
other using Qwen. The rephrasing for the benchmarks was performed using LLaMA-3-3-70B. Results are presented
across rephrasing levels (0 and 3) for our retrieval benchmarks.
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Rephrasing Level 0 3 0 3 0 3 0 3

ColPali 52.7 34.5 62.2 27.6 80.6 62.0 89.7 75.8

ColQwen 60.8 41.8 59.3 31.1 84.2 66.9 91.3 78.1

ColTab (Pixtral Queries Gen.) 78.2 54.0 77.1 49.6 83.6 65.9 92.4 78.9

ColTab (Qwen Queries Gen.) 74.8 49.5 74.3 41.5 83.8 66.8 92.6 79.5

ColRobTab (Pixtral Queries Gen.) 79.7 67.1 79.6 61.6 83.7 73.2 92.5 85.0

ColRobTab (Qwen Queries Gen.) 73.5 61.1 78.9 60.0 82.8 71.8 91.8 84.7

Figure S4: Query Generation Prompt
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Figure S5: Query Verification Prompt
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Figure S6: Rephrasing Generation and Verification Prompts

Figure S7: Human Evaluation of Query Alignment to RAG. This figure shows the instructions presented to
human annotators along with randomly sampled queries from different benchmarks.
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Figure S8: Human Evaluation of False Negatives. This figure presents an example of the image shown to human
annotators, including the instructions, the query, and the negative page retrieved for the given query using ColQwen.
The query and page are from our FinSlides benchmark and illustrate a case where the model incorrectly retrieved
the wrong year.
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Table S8: ViDoRe V2 Results (English Benchmarks). This table presents NDCG@5 scores for each domain and
the overall average on the newly released ViDoRe V2 benchmark.

Model Biomedical Macroeconomics Restaurant (RSE) Restaurant (ESG) Insurance (AXA) Avg

ColPali 59.1 51.4 50.0 57.9 53.2 54.3

RobColPali 59.5 57.5 58.4 66.5 65.0 61.4

RobTabColPali 61.0 60.3 55.3 64.6 60.0 60.2

ColQwen 61.1 61.5 55.8 63.0 65.3 61.3

RobColQwen 61.0 57.0 60.6 62.0 67.2 61.6

RobTabColQwen 62.1 56.5 61.7 66.0 69.7 63.2

Table S9: ViDoRe V2 Results (Multilingual Benchmarks). This table presents NDCG@5 scores for each domain
and the overall average on the multilingual subset of the newly released ViDoRe V2 benchmark.

Model Biomedical Macroeconomics Restaurant (RSE) Insurance (AXA) Avg

ColPali 55.9 47.2 52.5 47.4 50.8

RobColPali 58.4 53.2 57.9 57.5 56.8

RobTabColPali 57.7 55.0 54.8 54.4 55.5

ColQwen 56.3 52.8 56.9 56.5 55.6

RobColQwen 58.3 53.0 60.6 59.1 57.8

RobTabColQwen 59.1 55.1 60.2 61.8 59.1
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