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Abstract

One of the research focuses of large language
models (LLMs) is the ability to generate ac-
tion plans. Recent studies have revealed that
the performance of LLMs can be significantly
improved by integrating external tools. Based
on this, we propose a benchmark framework
called PlanningArena, which aims to simulate
real application scenarios and provide a series
of apps and API tools that may be involved in
the actual planning process. This framework
adopts a modular task structure and combines
user portrait analysis to evaluate the ability of
LLMs in correctly selecting tools, logical rea-
soning in complex scenarios, and parsing user
information. In addition, we deeply diagnose
the task execution effect of LLMs from both
macro and micro levels. The experimental re-
sults show that even the most outstanding GPT-
4o and DeepSeekV3 models only achieved a to-
tal score of 56.5% and 41.9% in PlanningArena,
respectively, indicating that current LLMs still
face challenges in logical reasoning, context
memory, and tool calling when dealing with
different structures, scenarios, and their com-
plexity. Through this benchmark, we further
explore the path to optimize LLMs to perform
planning tasks.

1 Introduction

In recent years, large language models (LLMs)
(Hurst et al., 2024; Yang et al., 2024; Team et al.,
2024a; Shao et al., 2024b; Dubey et al., 2024; Jiang
et al., 2023) have demonstrated remarkable capa-
bilities in tool utilization (Qin et al., 2024; Shen
et al., 2024c; Ma et al., 2024a; Liu et al., 2024)
and task planning (Wang et al., 2023a; Hao et al.,
2023; Glória-Silva et al., 2024). As shown in the
figure 1, integrating external tools through feed-
back mechanism (Wu et al., 2024b) and retrieval-
augmented generation (RAG) techniques (Huang

*Equal contribution.
†Corresponding Authors.

Figure 1: Illustrations of a simple travel planning task.

et al., 2024b; Kong et al., 2024; Lee et al., 2024)
with external tools (Yao et al., 2023b; Shi et al.,
2024) has emerged as a pivotal approach to enhanc-
ing model performance. Despite advancements
in planning architectures and learning methodolo-
gies (Guo et al., 2024b; Sun et al., 2024), the eval-
uation of LLMs’ tool planning capabilities (Qin
et al., 2023; Zheng et al., 2024b; Shen et al., 2024b;
Zhang et al., 2024a,b) presents fundamental chal-
lenges.

Existing evaluation systems face four critical lim-
itations: 1) Domain-specific benchmarks struggle
to capture cross-scenario planning abilities (Shao
et al., 2024a; Zheng et al., 2024a; Xie et al., 2024);
2) API-centric evaluation frameworks often fail to
adequately reflect real-world application ecosys-
tems (Basu et al., 2025; Li et al., 2023; Guo et al.,
2024c; Basu et al., 2024; Huang et al., 2024a);
3) Current datasets do not simulate complex real-
world tasks and overlook task dependencies (Yin
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Figure 2: The pipeline of PlanningArena Benchmark. In-breadth, we analyze three stages (user information
and requests, analysis of personalized requirements, planning) that could influence the planning process from
the perspective of user needs. We employ an in-depth, multi-level evaluation (task analysis, tool selection, task
execution, and evaluation) to diagnose the reasons for potential issues in LLM-based planning.

et al., 2024; Wang et al., 2024a; Shen et al., 2024d;
Zhang et al., 2024a); 4) Static scenario construc-
tions neglect dynamic user needs (Sun et al., 2025;
Tan and Jiang, 2023).

This paper introduces PlanningArena, a compre-
hensive dataset designed specifically for planning
and tool-based task design, addressing the afore-
mentioned issues through three innovations: First,
it integrates 10 real-world scenarios with API/APP
composite workflows; second, it establishes five
types of planning structures—Single-APP, Cross-
APP, parallel independent, chain-dependent, and
directed acyclic graphs; and third, it employs a
multi-agent data synthesis framework (Guo et al.,
2024a; Hong et al., 2024; Chen et al., 2024; Wang
et al., 2023b; Chang et al., 2024) and a dynamic
update mechanism to prevent data contamination
(Jiang et al., 2024). A representative example is
illustrated in Figure 2.

Experimental analysis of 10 LLMs (5 commer-
cial and 5 open-source models) reveals two key
findings: 1) All models exhibit significant perfor-
mance degradation as task complexity increases;
2) Performance variability is pronounced in multi-
context planning scenarios. These results highlight
the inherent limitations of current LLM architec-
tures in complex tool orchestration.

The primary contributions of this study include:

1) We construct a novel evaluation platform com-
bining real-world scenario simulation with
structured task decomposition.

2) We provide a comprehensive empirical analy-
sis of LLM planning capabilities across multi-
ple complexity dimensions.

3) We propose an extensible data synthesis
paradigm integrating multi-agent generation
and user profile modeling.

The dataset generation code and evaluation proto-
cols are open-sourced at: https://github.com/
KeLes-Coding/PlanningArena.

2 Related Work

2.1 Tool Learning

As the performance of large language models
(LLMs) rapidly improves, it is foreseeable that
LLMs will gradually develop capabilities akin to
humans in using tools to solve complex problems
(Qin et al., 2024; Parisi et al., 2022; Ji et al., 2023),
a concept referred to as tool learning (Qu et al.,
2024). By incorporating external tools for interac-
tion with LLMs, not only can their inherent limi-
tations be effectively mitigated (Tang et al., 2023),
but it also facilitates dynamic knowledge acquisi-
tion and integration (Nakano et al., 2022; Komeili
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et al., 2022; Zhang et al., 2023), thereby provid-
ing more precise and contextually relevant outputs.
Furthermore, the application of domain-specific
tools can enhance LLMs’ specialized knowledge,
improving their practicality in professional settings
(Kadlčík et al., 2023; He-Yueya et al., 2023; Chen
et al., 2021).

2.2 Planning Benchmark

Planning ability, a hallmark of human intelligence,
involves complex processes (Ghallab et al., 2004).
As LLMs advance, research on their planning ca-
pabilities has deepened (Zuo et al., 2025; Sirdesh-
mukh et al., 2025; Liu et al., 2023; Valmeekam
et al., 2023; Wei et al., 2023), covering task decom-
position (Shen et al., 2023), plan selection (Wang
et al., 2023a; Yao et al., 2023a; Gao et al., 2024;
Hao et al., 2023), and external module assistance
(Liu et al., 2023; Dagan et al., 2023; Guan et al.,
2023). RAG enhances long-term conversational
coherence through context storage and retrieval
(Lewis et al., 2020; Mao et al., 2021).

Previous research has significantly advanced the
development of evaluation tools and methodolo-
gies in multiple domains (Ma et al., 2024b; Farn
and Shin, 2023; Ruan et al., 2024), particularly in
the evaluation of planning and reasoning capabili-
ties (Shen et al., 2024a; Wang et al., 2024b). The
tool planning process is subdivided into four crit-
ical stages: recognizing necessity (Huang et al.,
2024c; Ning et al., 2024), task planning (Xu et al.,
2023; Wu et al., 2024a), tool selection (Song et al.,
2023; Huang et al., 2024b), and tool invocation
(Qin et al., 2023; Ye et al., 2024). Current bench-
marking efforts predominantly focus on evaluating
large language models’ (LLMs) abilities at these
different stages.

Despite contributions from existing tools to
LLM evaluation, limitations remain: narrow sce-
nario simulation (Xie et al., 2024; Zheng et al.,
2024a), questionable real-world applicability of
some research tools (Patil et al., 2023; Schick et al.,
2023), and neglected task dependencies (Shen et al.,
2024d; Styles et al., 2024; Zhang et al., 2024a).
To address these, we introduce PlanningArena—a
platform for realistic scenario simulation that em-
phasizes task dependencies, aiming for a more au-
thentic and comprehensive assessment of planning
capabilities.

3 Design

In this section, we introduce the construction of the
PlanningArena benchmark, including the design
principles and the scenarios concerned. Unlike pre-
vious benchmarks, we emphasize daily scenarios
to evaluate the planning ability of LLMs in terms
of tool using based on common knowledge.

3.1 Design Principles
To comprehensively assess the planning abilities
of LLMs, we evaluate them with the following
principles:

• Breadth and Reality: We focus on a wide
range of real-world scenarios to assess general
common knowledge-based planning.

• Depth and Dynamics: We emphasize multi-
round interactions to evaluate dynamic plan-
ning capabilities.

3.1.1 Breadth and Reality
In real-world scenarios, user query is often col-
loquial, and the planning task is more complex
and relies on the model’s implicit commonsense
reasoning capabilities based on user preferences.
While existing benchmarks fail to reflect real-world
challenges, we introduce PlanningArena, which
covers diverse real-life planning scenarios to ac-
cess implicit reasoning, including temporal rea-
soning (such as date calculation, special days rec-
ognization and schedules adjustment) and person-
alized reasoning. More details can be found in
Appendix A.1. Given that different scenarios re-
quire different planning abilities and different com-
mon knowledge, we consider ten scenarios in Plan-
ningArena to evaluate the planning ability com-
prehensively; more details can be found in Ap-
pendix A.2.

Considering the impact of personalized informa-
tion, we build a user profile database to evaluate the
performance of models in handling personalized
requirements and using user preferences.

3.1.2 Depth: multi-round planning LLM
performance evaluation

Complex task planning requires multiple rounds of
iterative guidance, especially when task parameters
are interdependent, and we designed a two-tiered
testing framework that progressively drills down
from macro to micro to ensure a comprehensive as-
sessment. The framework consists of the following
two levels:
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(1) Planning Integrity Detection.
In the first phase of the evaluation, we check

whether the planning generated by LLM meets the
key metrics at the macro level and subdivide the
tasks to verify the completion of subtasks and de-
pendencies.

Step Correctness. In LLM planning, PlanTask
is divided into subtasks (st) {st1, st2, ..., stn} with
specific goals. The Step Correctness Assessment
focuses on verifying that each step achieves the
desired result.

Step Execution Rate. From a macro-perspective,
this phase evaluates LLM planning coverage of
subtasks defined in the original PlanTask. To
measure Step Execution Rate (SER), we introduce
a quantitative metric, calculated as:

SER =

∑nst
i=1wi · ci · qi∑nst

i=1wi
(1)

where nst is the number of total subtasks; wi is the
ith subtask’s importance; ci indicates completion
(ci = 1 for completed, ci = 0 otherwise); and qi is
the quality of completion in the range [0, 1].

Accuracy verification of dependencies. In Plan-
ningArena, the core test focus is on LLM’s han-
dling of task dependencies. We design a metric
Dependency Accuracy (DA):

DA =
m

n

m∑

i=1




|Bi|∏

j=1

(1−Bij) · wij


 (2)

n is the total dependencies; m is LLM-generated
dependencies; Bi is the Boolean set for the ith
dependency; Bij = 1 indicates "hallucination";
|Bi| is checkpoint count; wij is checkpoint weight;
NBi is total checkpoints.

Combined evaluation of these aspects deter-
mines task success or step redundancy from in-
correct dependencies. By multiplying SER with
DA, we compute the Logical Pass Rate (LPR) of
the planning task as a quantitative assessment of
whether the plan execution follows the intended
task logic.

(2) Subtask Integrity Detection.
In PlanningArena, the second phase evaluates

the occurrence of fictitious tools and parameter
matching by subdividing tasks, verifying the cor-
rect use of API and APP tools, and the illusion of
parameters.

We define Sub-mission Adoption Rate (SMAR)
integrity detection metrics:

SMAR =





∑|B|
i=1wi · (1−Bi)

NB
, if Bgc = 0

0, if Bgc = 1

where Bgc indicates garbled charac-
ters; B is a set of Boolean indicators
{BMS , BRS , BFP , BFT , BTIE}, correspond-
ing to the checkpoints for missing steps, redundant
steps, fictitious parameters, fictitious Tools, and
time inference errors.

4 Data Construction

Given user query and user profile, we mainly focus
on APP based Planning and API based Planning,
where the task complexity increases from single
tools to multi-tools dependencies.

4.1 APP-based Planning
In App based planning, we mainly evaluate how
LLMs understand the function of App, such as
DiDi Chuxing, Amazon, or others.

Single-APP (SAPP) Planning. The single-APP
planning evaluates LLMs’ capacity to achieve user
goals through atomic mobile operations (e.g., tap,
text input, swipe). This framework assesses two
core competencies: (1) task decomposition us-
ing native app functionalities, and (2) execution
proficiency within constrained operational primi-
tives (back/home navigation, gesture recognition).
These metrics reveal LLMs’ potential for real-
world mobile interaction capabilities.

Cross-APP (CAPP) Planning. Cross-APP plan-
ning evaluates the parallel and sequential task
orchestration capabilities of LLMs across multi-
ple interfaces. This scenario is based on single-
application testing and further verifies three key di-
mensions: (1) cross-platform consistency of work-
flow execution, (2) dynamic parameter adaptation
in complex environments, and (3) context-aware
personalization with user profile fusion. Successful
implementation requires simultaneous processing
of semantic understanding of operation sequences
and personalized behavior patterns.

4.2 API-based Planning
We divide the API based planning into three lev-
els, namely parallel, chained and DAG types, with
progressively increasing complexity of the task:
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Figure 3: The diagram illustrates various dependency
structures in task execution workflows. Specifically,
it depicts (a) Parallel tasks without dependencies, (b)
Chain of dependent tasks, (c) One-to-many dependen-
cies, (d) Many-to-one dependencies, and (e-h) different
configurations of Many-to-many dependencies.

Parallel API (PAPI) Planning. As shown in Fig-
ure 3.a, we design parallel tasks without any de-
pendencies, to evaluate the performance of LLM
when processing multiple independent tool calling
simultaneously.

Chained API (CAPI) Planning. As shown in
Figure 3.b, we evaluate the ability of LLMs to
manipulate the pre- and post-placement API when
dealing with linear chained dependencies.

DAG Based API (DAPI) Planning. Since the
structure of DAG can vary significantly, we divide
it into three sub-structures, including one-to-many
(3.c), many-to-one (3.d), and many-to-many (3.e-h).
We provide a detailed description of the substruc-
tures of DAG in A.3.

Ultimately, each data sample includes the fol-
lowing components as shown in A.4.

4.3 User Profile Personalization

In the process of building PlanningArena, we in-
troduce user profile as an important consideration,
which is different from traditional benchmarking
methods. In order to systematically build user por-
traits, we design a set of user templates, which set
11 detailed information dimensions for the tool
chain corresponding to each planning scenario.
These dimensions not only include the basic phys-
iological characteristics of users (such as height,
weight, age, etc.), but also extend to preference
settings related to ten specific planning scenarios,

such as hotel booking habits, budget, and travel
mode selection in the travel scenario; clothing pur-
chase preferences, brand loyalty, and channel se-
lection in the shopping scenario; past medical con-
ditions, exercise habits, and nutritional needs in
the health maintenance scenario; subject interests
and learning aids in the education scenario; and
entertainment forms and consumption venues in
the entertainment scenario. On the one hand, these
preference settings match the input parameters of
the tool chain, avoiding parameter missing caused
by human factors; on the other hand, they enrich
the information volume of planning tasks, making
these tasks closer to real scenarios.

Based on the above template framework, we use
LLM to generate 50 user portraits with unique at-
tributes. Each portrait reflects the personalized
characteristics and demand patterns of different
users in multiple planning scenarios. Specific user
portrait examples are detailed in the Appendix A.5.

We then provide LLMs with personal informa-
tion and tasks based on these profiles, asking the
model to analyze user needs and task dependen-
cies independently and develop a planning scheme
(detailed in Appendix A.6). We demonstrate the
influence of adding User Profiles to the LLM plan-
ning performance in the AppendixA.7.

4.4 Data Synthesis Pipeline

Since manual data collection is costly, we use an
automated data construction pipeline, combined
with manual review and iterative correction, to en-
sure the quality, diversity and availability of data.
Data construction mainly includes seed data con-
struction and iterative data synthesis.

Scenario Selection. The scenario selection pro-
cess is guided by two main criteria:

• The frequency of occurrence of planning task
scenarios in real-world environments.

• The logical coherence and contextual rel-
evance within the task chain. Based on
these criteria, we collected over 100 subtasks
from various domains, including e-commerce,
transportation, and educational resources.

By combining and filtering these subtasks, we
extracted the ten most comprehensive planning sce-
narios: Travel, Shopping, Entertainment, Devel-
opment, Diet, Health, Education, Meeting, Game,
and Calendar.
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Tool Chain Generation. We collect more than
16,000 app interfaces and 150 APP tools through
Rapid1 and Google Play2. Then, we build more
than 200 task execution chains (ToolChains) to pro-
vide a robust infrastructure for task planning and
tool integration, ensuring that all tasks can be imple-
mented with the tools provided by PlanningArena.
Taking the travel scenario as an example, users
can query the weather at the destination through
Weather API, book air tickets using FlightRadar
API, and finally complete hotel reservations with
the help of Booking API, thus forming a coherent
task execution process.

Seed Task Construction. Based on the pre-
designed Tool Chains, we manually construct 300
seed planning tasks and strictly screen the data in
the process. While incorporating the task structure
described in Section 4, we ensure the accuracy of
the logical dependencies within each task. It is
worth noting that although these seed tasks rely
on specific tool chains, most tasks have multiple
feasible solutions thanks to the diversity of tools.

Command Evolution. Inspired by (Mitra et al.,
2024; Wang et al., 2023b) et al. We employ a multi-
agent based approach to automate the production
of derived data in the data evolution phase. This
approach utilizes seed tasks as the original data
source, and iteratively derives datasets with high di-
versity and varying complexity through Agents. We
present the implementation details of Command
Evolution in Appendix A.9.

4.5 Data Statistics

Table 1: Statistics of PlanningArena.

User
Difficulty level

Overall
Easy Middle Hard

Total 50 1703 1486 1311 4500

Single-APP

20

730 371 99 1200
Cross-APP 313 333 554 1200
PAPI 280 162 158 600
CAPI 80 320 200 600

DAPI 30 300 300 300 900

Table 1 presents the statistical analysis of the
PlanningArena benchmark, which contains 4,500
data samples and 50 user profiles. The samples

1https://rapidapi.com
2https://play.google.com

are divided into five groups based on the task struc-
ture complexity and tool usage type: SAPP, CAPP,
PAPI, CAPI, and DAPI. Each group is further di-
vided into three difficulty levels: easy, medium, and
hard according to task length, structure complexity,
number of tools, and scenario difficulty score. This
classification method provides a systematic frame-
work for evaluating the planning performance of
different models in various task environments. Spe-
cific details for each difficulty level can be found
in the Appendix A.10.

5 Experiments

5.1 Baselines

We utilize 10 current mainstream LLMs, including
five proprietary models and five open-source mod-
els (their details can be viewed in Appendix B.1).
Among them, the five proprietary models include
Gemini-1.5 series (Gemini-1.5-flash and Gemini-
1.5-pro) (Team et al., 2024a), GPT-4o series (GPT-
4o and GPT-4o-mini) (Hurst et al., 2024) and
Qwen-plus (Qwen et al., 2025). Five currently
advanced open source models include: Llama3.1
series (Llama3.1-8B and Llama3.1-70B) (Dubey
et al., 2024), Deepseek-V3 (DeepSeek-AI et al.,
2024), Gemma-2-9B (Team et al., 2024b) and
GLM-4-9B (GLM et al., 2024).

5.2 Evaluation Settings

In order to ensure the consistency and reproducibil-
ity of the results, we develop specialized calling
configurations for different models. For propri-
etary models and DeepSeek-V3, official APIs are
used for calling; for other open source models, the
inference environment is built based on the Ol-
lama framework. All models are deployed on three
NVIDIA RTX 4090 GPUs. In the experiments, the
temperature parameter remains 0.0 and the rest of
the parameters are kept at their default values to
minimize the variable effects.

5.3 Main Results

As shown in the table 2, we demonstrate the
overall performance of different LLMs on Plan-
ningArena. The tested metrics include Single-APP
(SAPP), Cross-APP (CAPP), Parallel API (PAPI),
Chained API (CAPI), Dag API (DAPI) with one-
to-many (OM), many-to-one (MO), and many-to-
many (MM) DAG structures.

In the comprehensive performance evaluation,
GPT-4o achieves a correctness rate of 56.5%, lead-
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Table 2: Performance of different LLMs on PlanningArena.

Model
APP API

Overall
SAPP CAPP Overall PAPI CAPI DAPI OM MO MM1 MM2 MM3 MM4 Overall

Proprietary

GPT-4o 65.6 67.8 66.7 44.4 40.0 44.4 54.6 61.2 58.4 45.4 28.7 18.6 44.4 56.5
GPT-4o-mini 11.7 17.2 14.4 26.7 30.0 18.9 15.3 31.2 0.0 26.8 26.4 13.6 25.2 19.1
Gemini-1.5-flash 53.9 33.9 43.9 43.3 41.1 12.2 0.0 6.7 13.6 40.0 12.3 0.0 31.5 38.9
Gemini-1.5-pro 55.6 35.6 45.6 37.8 32.2 13.3 20.0 26.7 20.0 8.7 4.7 0.0 27.8 37.9
Qwen-plus 46.3 47.0 46.7 38.5 32.8 28.6 44.7 25.3 30.7 37.3 29.3 4.0 32.6 40.1

Open-weight

DeepSeekV3 45.5 47.4 46.5 37.2 34.8 37.6 43.3 49.3 39.3 36.7 39.3 17.3 36.7 41.9
Gemma-2-9B 32.2 23.3 27.8 12.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 4.1 17.6
GLM-4-9B 6.1 4.4 5.3 6.7 2.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3.0 4.3
Llama-3.1-8B 13.3 17.8 15.6 17.8 13.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 10.4 13.3
Llama-3.1-70B 32.2 36.1 34.2 23.3 18.9 27.8 6.7 33.3 60.0 33.3 26.7 6.7 23.3 29.5

ing all competitors in terms of tool-enhanced plan-
ning capabilities, and realizes a 34.8% performance
improvement compared to DeepSeek-V3, which
comes in second. DeepSeek-V3 performs particu-
larly well in the open source modeling domain and
outperforms all proprietary models except GPT-4o.

For the APP tool planning task, GPT-4o demon-
strates high performance in both SAPP and CAPP
scenarios, and we note that the balanced perfor-
mance of the top three APP planning performing
models (GPT-4o, DeepSeekV3, and Qwen-plus) in
both of these scenarios prove their robustness in
single-task execution and cross-task coordination.
Although the Gemini series performs well in the
SAPP task, its CAPP task performance drops by
more than 15%, showing a lack of cross-scenario
generalization capability.

In the API tool planning task, GPT-4o demon-
strates its capability to handle multi-task branch-
ing (PAPI) and long-range dependency modeling
(CAPI). Notably, Gemini-1.5-flash exhibits better
performance than the best in both, except for GPT-
4o. While GPT-4o and DeepSeekV3 score higher
on MM1 and MM2, the significant drops on MM3
and MM4 reveal the model’s limitations in dealing
with deep nested relationships. The plummeting
performance of the Gemini-1.5 series in the MM
task further emphasizes its deficiencies in com-
plex nested relationship construction and cross-
scenario generalization capabilities, while other
models (e.g., the LLama-3.1-8b) generally scored
close to zero in the MM task, highlighting their
deficiencies in modeling complex dependencies.

In addition, we show the detailed results
of the three best performing models: GPT-4o,
DeepSeekV3, and Qwen-plus in Appendix B.2.

For detailed planning procedures, refer to Ap-
pendix B.3.

5.4 Error Analysis
5.4.1 Error analysis in difficulty level

Figure 4: Comparative analysis of different models un-
der various evaluation indicators, including results, plan
generation rate (PGR), Logic pass rate (LPR), and Sub-
mission adoption rate (SMAR).

As shown in Figure 4, this study conducts a com-
parative analysis of the performance of multiple
models in planning tasks of different complexity
and comes to the following conclusions:

Task text complexity affects plan generation.
PGR is negatively correlated with the task text
length, and this phenomenon is especially obvious
in the “difficult” level (average number of tokens
in the task 191.8) tasks. The significant decrease
in PGR for most models in the difficult task group
indicates that current language models still have
limitations in handling long context tasks.

Task structural complexity constrains PLAN
parsing accuracy. In PlanningArena, the num-
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ber of subtasks is positively correlated with the task
structure complexity, which makes the model en-
counter more challenges in parsing complex tasks,
often resulting in missing subtasks or incorrectly
judged subtask dependencies. This reveals the lim-
itations of existing models in understanding com-
plex task structures.

Information Density Interference Tool Selection
Mechanism. As task complexity increases, LLM
inevitably needs to invoke more tools to realize
the planning task, which makes it necessary for
the model to accurately extract information from
higher information density sources (e.g., informa-
tion about the task itself and user portraits). This
leads to an increase in the frequency of tool in-
vocation errors and the presence of user informa-
tion mismatches during invocations, suggesting
that existing models lack reliable contextual tool-
parameter mapping mechanisms for complex plan-
ning tasks.

Based on the above analysis, we believe that
future research should focus on building a graph-
based task representation learning framework to im-
prove the generalization ability of intelligent agents
in open environments by modeling topological de-
pendencies between complex tasks.

Figure 5: Comparison of the performance of different
models in different scenarios. The performance of each
model is represented by the line connecting the points
on the chart, and the percentage value indicates the
performance level in each field.

5.4.2 Error analysis in different scenarios
As shown in Figure 5, we evaluate the task com-
pletion of the test model in different application
scenarios. The results show that in scenarios in-
volving a large amount of user information process-
ing (such as travel, entertainment, and shopping),
the model needs to accurately parse specific task
requirements based on user portraits, but in these
data-intensive scenarios, the model shows a high
parameter configuration error rate and insufficient
environmental adaptability.

In addition, in scenarios related to time reason-
ing (such as travel, entertainment, and diet), the
model’s temporal logic processing capabilities are
limited. Even the optimal GPT-4o model has a
temporal reasoning accuracy of only 65.7%, which
significantly affects the performance of LLM in
time-related tasks.

For task scenarios with complex logic dependen-
cies, such as ordering tasks in diet, the model is
required to perform constraint queries for specific
restaurants or dishes (such as checking ratings and
user reviews) throughout the task cycle and im-
plement cross-platform price comparisons. When
faced with such complex structures and numerous
subtasks, the step missing rate of LLM increases
significantly, revealing its performance limitations
in personalized demand parsing, temporal reason-
ing, and long-chain task logic processing.

The above analysis reveals the performance lim-
itations of LLM in processing complex user infor-
mation, temporal reasoning, and long-chain logical
tasks, suggesting that future improvements should
focus on enhancing the model’s ability to parse per-
sonalized requirements, improving the accuracy of
temporal reasoning, and optimizing the processing
mechanism of complex logical tasks.

6 Conclusion

This paper introduces PlanningArena Benchmark,
a dynamic dataset designed to evaluate the plan-
ning capabilities of LLMs when utilizing tools.
By integrating user profiles and modular tasks,
PlanningArena constructs personalized and struc-
turally complex task sets to assess LLM perfor-
mance across diverse planning scenarios. Our
multi-stage evaluation framework, ranging from
macro to micro levels, provides a comprehensive
assessment of LLMs’ planning and tool learning
abilities. The results indicate that current LLMs
still face significant challenges in logical parsing
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and contextual reasoning when using tools and
planning tasks. PlanningArena not only advances
personalized benchmarking for tool planning but
also sets a new standard for the development of
tool-augmented LLMs. Future work will focus
on addressing the limitations identified and further
enhancing the benchmark’s capabilities.

7 Limitations

Despite its significant contributions, Plan-
ningArena has several limitations that highlight
areas for future improvement. First, the current
version of PlanningArena is primarily limited to
textual planning tasks. Future work will aim to
extend the benchmark to multi-modal evaluation,
covering a broader range of domains such as mo-
bile application interaction, video content parsing,
and audio information extraction. This expansion
will enhance the benchmark’s applicability and
provide a more comprehensive evaluation of
LLMs in real-world scenarios. Second, given the
complexity of the dataset, manual evaluation is
impractical, and we currently rely on automated
evaluation using LLMs. While this approach
ensures scalability, it may introduce systematic
biases. To address this, future work will explore
more robust evaluation mechanisms to improve
assessment accuracy and reduce potential biases.
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Appendix

A Design

A.1 Temporal reasoning

Taking the examples in Table 3, the first case shows
how to infer a specific date in the future based on
the current date. To infer the specific date of the
next Friday, it is necessary to infer which day of
the week the current time is, and then calculate the
time span of the next Friday from the present by
adding and subtracting to arrive at the specific time
of 2024.2.9. The second case is more complex, in-
volving task planning across multiple time periods,
and includes the Chinese National Day holiday in
the middle of the process, highlighting the need to
consider special times when conducting long-term
planning. the need to consider special times when
planning for the long term.

A.2 Different Scenarios

As shown in Table 10, we show examples of tasks
in different scenarios:

Travel planning focuses on the time-series or-
chestration capabilities of multiple tool chains
(such as weather API + ticketing system + map ser-
vice), evaluates the model’s performance in cross-
platform resource coordination, user preference
persistent memory, and time window conflict de-
tection, and needs to handle the sequential calling
and parameter passing of multiple heterogeneous
tools.

Entertainment scenarios focus on verifying
event-driven hierarchical planning capabilities, test-
ing the model’s processing logic for nested condi-
tions (such as weather prediction → event retrieval
→ ticket locking → catering connection), and re-
quires the realization of collaborative reasoning
of cultural feature extraction (local characteristics)
and time series management (2-hour buffer period).

Shopping planning tasks focus on cross-
platform price comparison decisions and automated
process construction, and evaluate the model’s
product attribute filtering, return policy parsing,
and payment protocol execution consistency under
budget constraints (800 yuan). Some tasks require
synchronous processing of differentiated data mod-
els of multiple e-commerce platform APIs.

Education scenario detection course system
structure parsing ability, verify the model’s stan-
dardized processing of teaching resource metadata
(course level/platform protocol), and atomic trans-

action management of cross-platform registration
operations.

Health scenario testing of user body feature
tool chain serial reasoning, requiring the model to
implement data flow pipeline construction (BMI
calculation → nutrition advice → exercise plan),
evaluate the parameter mapping accuracy of med-
ical knowledge graph and computing tools, and
verify the semantic consistency of cross-domain
terms.

Development scenario assessment tool chain
abnormal propagation control, focusing on mon-
itoring the model in the development process to
build failed state transfer, test report generation for-
mat conversion and distribution strategy of multiple
notification channels.

Meeting coordination and calendar manage-
ment scenario evaluation of multi-role collabo-
ration scenario permission logic implementation,
verify resource scheduling optimization under time
and space constraints, test model compliance check
of meeting strategy configuration, interface adap-
tation capability of multiple communication tools
and intelligent summary generation quality of post-
meeting documents.

Diet service evaluation of multi-modal decision
fusion capability, test model cross-constraint pro-
cessing in spatial dimension, time dimension and
personalized dimension.

A.3 DAGD Details
(1) one-to-many

As shown in Figure 3.c, task T1 can serve as
a precondition or starting point for multiple
subsequent tasks{T2, T3, ..., Tn}. Completing
T1 initiates a series of parallel subtask clusters
that are independent yet share the same start-
ing point and potentially the same contextual
environment.

(2) many-to-one

As shown in Figure 3.d, in this architecture,
the completion of {T1, T2, ..., Tn} marks the
integration of the results of their execution,
and these dispersed results will be centralized
and used as a prerequisite for the initiation of
a single subsequent task Tn+1.

(3) many-to-many

In a many-to-many dependency structure,
tasks can trigger multiple successors and de-
pend on multiple predecessors, indicating
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Temporal reasoning task Inference flow

Today’s date is February 2, 2024. I want
to know what the weather will be like in
Shenzhen next Friday?

Get the time of the day: Friday
Next Friday is: 7 days away from now
Infer the specific date of next Friday:
February 9, 2024

Today’s date is September 13, 2024, and
I hope our article can be completed on
October 15th, and we will be closed as
usual on the China’s National Day in the
middle.

Get the time of the day: Friday
Next Friday is: 7 days away from now
Infer the specific date of next Friday:
February 9, 2024
Chinese National Day holiday time:
10.1-10.7
National Day time span: 7 days
September 13 to October 15: 32 days
In addition to the National Day holiday:
25 days

Table 3: Temporal Reasoning Task Example.

more complex relationships. The following
is a detailed description of several many-to-
many dependency structures:

As shown in Figure 3.e-f, the task depen-
dency structures exhibit hierarchical many-
to-many and one-to-many, many-to-one pat-
terns. T1 triggers a series of subsequent
tasks {T2, T3, ..., Tn} which further trigger
another set of tasks {Tn+1, Tn+2, ..., Tm} or
ultimately converge to the bottommost task
Tn+1.

As shown in Figure 3.g-h, in these two
structures, the dependencies between tasks
show multi-level scalability and cross-level
dependencies. T1 triggers subtask cluster
{T2, T3, ..., Tn}, meanwhile, there may exist
other subsequent tasks such as Tn+1 in some
nodes of subtask cluster, and subtask cluster
and its subsequent task cluster or other parallel
and non-dependent task nodes {Tn+2, ..., Tm}
are executed together, and the result is the trig-
gering condition of the final task Tm+1.

A.4 Data Sample
As shown in Table 4 we show the data structure of
PlanningArena. Specifically, the "Query" field is
used to simulate daily user needs to trigger plan-
ning tasks, "APP/API Tools" clearly defines the
composition specifications of the available tool set,
and "Operating Space" subdivides the specific op-
erating space of mobile applications and interface
tools, including technical details such as user in-
teraction actions and API call parameters. The

"Result" field shows the executable operation se-
quence after manual verification, and the "Steps"
indicator represents the operation steps required to
complete the planning task, providing a measure-
ment benchmark for quantifying task complexity
and evaluating planning efficiency.

A.5 User Profile

The following code shows a user case in the Plan-
ningArena framework, listing the user’s personal
information, preferences and behavior patterns in
different dimensions. This case presents the multi-
dimensional data of a 48-year-old male user named
Hao Zixuan in a structured way, including basic in-
formation, travel preferences, entertainment activ-
ities, shopping habits, health management, use of
education platforms, conference applications, and
calendars. This case not only covers the user’s liv-
ing habits and consumption preferences, such as fa-
vorite food (roast duck), preferred hotel (Hilton Ho-
tel) and room type (standard double room), but also
involves his use of various applications and APIs,
such as MyFitnessPal and Fitbit used in health man-
agement, and Coursera and Udemy selected on
the learning platform. In addition, the case also
pays attention to the user’s health status (seasonal
flu) and his daily exercise habits, and further ex-
plores the user’s use of tools in work scenarios,
such as Zoom and Microsoft Teams for weekly
team meetings, Trello and Asana for task manage-
ment, etc. Through this exhaustive data analysis,
PlanningArena has built multiple complete, realis-
tic, and complex user portraits, aiming to provide
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Attribute Description

Query
Plan tasks for users’ daily needs based on specific scenario
simulations.

APP/API Tools
A list of APP or API tools that users may use in combination
with the current scenario.

Operating Space
For APP tools, it includes specific user interaction actions such
as tap, text input, swipe, return, home, etc.; for API tools, it
involves specific calling methods and parameter settings.

Result
A verified and executable correct sequence of operations to
ensure the effectiveness of planning.

Steps
The total number of steps required to complete the planning is
used to measure the complexity of the task and the efficiency of
planning.

Table 4: Data sample structure.

a comprehensive and realistic simulation environ-
ment for large language models to evaluate and
improve their logical reasoning, contextual under-
standing, and tool calling capabilities in complex
application scenarios.� �

{
"userInfo ": {

"current_date ": "February 15, 2024",
"name": "Hao Zixuan",
"age": 48,
"gender ": "Male",
"height ": 178,
"weight ": 72,
"phone_number ": "13812349876" ,
"living_address ": "No. 8 Tianfu

Third Street , High -Tech Zone ,
Chengdu City"

},
"travel ": {

"date_span ": "Next Friday",
"target_date ": "February 23, 2024",
"travel_app ": ["Ctrip", "Skyscanner

"],
"transport_app ": ["Uber", "Didi

Chuxing"],
"second_travel_app ": [" Airbnb", "

Booking.com"],
"taxi_app ": ["Didi Chuxing", "Uber

"],
"navigation_app ": [" Google Maps", "

Citymapper "],
"holiday ": "Spring Festival",
"taxi_type ": "Luxury Type",
"destination ": "Chengdu Shuangliu

International Airport",
"target_city ": "Bangkok",
"movie_name ": "Lost in Thailand",
"duration ": "Three Nights",
"restaurant ": "Haidilao",
"meal": "Spicy Hot Pot Set Meal",
"rating ": "4.8",
"delivery_time ": "30 Minutes",
"specific_time ": "6:00 PM",
"cinema_name ": "Chengdu

Wangdajiaming Cinema",

"country ": "Thailand",
"cities ": "Bangkok , Phuket , and

Chiang Mai",
"city_in_country ": "Bangkok",
"first_location ": "Chengdu Shuangliu

International Airport",
"second_location ": "Suvarnabhumi

Airport Bangkok"
},
"entertainment ": {

"entertainment_app ": [" Netflix", "
Spotify"],

"entertainment_activity ": "Escape
Room",

"entertainment_api ": [" IMDBAPI", "
YouTubeDataAPI "],

"entertainment_topic ": "Harry Potter
",

"second_entertainment_topic ": "
Naruto",

"music_app ": [" Spotify", "Pandora"],
"second_entertainment_app ": [" Twitch

", "Crunchyroll "],
"second_entertainment_api ": ["

uNoGSAPI", "MyAnimeListAPI "],
"third_entertainment_app ": [" Discord

", "Steam"],
"third_entertainment_api ": ["

SpotifyDownloader", "
MyAnimeListAPI "],

"cuisine ": []
},
"shopping ": {

"shopping_app ": [" Taobao", "JD.com
"],

"shopping_api ": [" TaobaoAdvanced", "
WalmartAPI "],

"second_shopping_app ": [" AliExpress
", "Shopee"],

"second_shopping_api ": ["
AliexpressDataHub", "
ShopeeEcommerceData "],

"third_shopping_app ": ["eBay", "
Amazon"],

"first_shopping_platform ": [" Shopee
"],

"second_shopping_platform ": [" Amazon
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"],
"third_shopping_platform ": ["eBay"],
"video_app ": [" YouTube Premium", "

Netflix"],
"second_video_app ": [" Twitch", "

Crunchyroll "],
"book_app ": [" Goodreads", "Amazon"],
"first_product ": "A new laptop",
"second_product ": "Noise -cancelling

headphones",
"third_product ": "A pair of sports

shoes",
"shipping_method ": "SF Express",
"delivery_app ": ["Ele.me", "UberEats

"],
"price": "8000"

},
"education ": {

"education_platform ": [" Coursera", "
Udemy"],

"second_education_platform ": ["
Skillshare", "Udacity"],

"third_education_platform ": ["edX",
"Codecademy "],

"chat_app ": [" WhatsApp", "Telegram
"],

"meetup_app ": ["Zoom", "Microsoft
Teams"],

"note_app ": [" Google Keep", "Todoist
"],

"education_app ": [" Duolingo", "
Babbel"],

"second_education_app ": [" Quizlet",
"Khan Academy"],

"learning_app ": [" Coursera", "Udemy
"],

"first_course_type ": "Artificial
Intelligence",

"second_course_type ": "Marketing",
"third_course_type ": "Psychology",
"count ": "5",
"language ": "Japanese",
"study_duration ": "2 hours",
"keyword ": "Deep Learning"

},
"health ": {

"health_app ": [" MyFitnessPal", "
Headspace"],

"health_api ": [" BMICalculator", "
CoronavirusMonitor "],

"disease ": "Hypertension",
"second_health_api ": ["

NutritionCalculator", "
AnxietyDepression "],

"third_health_api ": ["
AIWorkoutNutritionGuideAPI", "
PositivityTips "],

"document_app ": [" Google Docs", "
Todoist"],

"second_health_app ": ["Calm", "
Fitbit"],

"third_health_app ": [" Strava", "
WaterMinder "],

"therapy_app ": [" BetterHelp", "Quit
Genius"],

"meditation_app ": ["Calm", "
Headspace"],

"meditation_type ": "Breathing
Meditation",

"health_activity ": "Running",

"second_health_activity ": "Swimming
",

"treatment ": "Psychotherapy",
"health_routine ": "Morning Running",
"appointment_type ": "Physical

Examination",
"frequency ": "Weekly",
"first_health_subject ": "

Cardiorespiratory Health",
"second_health_subject ": "Lipid

Control",
"health_duration ": "30 minutes",
"days": "5 days",
"health_program_type ": "Weight Loss

Plan",
"npi_number ": "9876543210" ,
"time_period ": "Two months",
"health_topic ": "Cardiovascular

Health",
"second_health_topic ": "Stress

Management",
"health_category ": "Sports Equipment

",
"nutrition_api ": ["

NutritionCalculator", "
AIWorkoutNutritionGuideAPI "],

"health_advice_api ": ["
PositivityTips", "
AnxietyDepression "]

},
"develop ": {

"develop_app ": [" GitHub", "GitLab "]
},
"meeting ": {

"meeting_app ": ["Zoom", "Microsoft
Teams"],

"meeting_frequency ": "Weekly",
"meeting_type ": "Team Meeting",
"task_management_app ": [" Trello", "

Asana"]
},
"calendar ": {

"calendar_app ": [" Google Calendar",
"Apple Calendar"],

"second_calendar_app ": [" Outlook", "
Calendly"],

"calendar_event ": "Project Meeting",
"calendar_duration ": "1 hour",
"calendar_project ": "New Product

Launch"
},
"game": {

"game_app ": ["Steam", "PlayStation
Network"],

"first_game ": "Genshin Impact"
},
"diet": {

"diet_app ": [" MyFitnessPal", "
MyPlate by Livestrong "],

"first_game ": "Genshin Impact",
"diet_duration ": "45 minutes",
"spending_limit ": "$50"

}
}� �

Listing 1: Example of user profile.
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A.6 Agent Prompt

We use multi-Agent to implement multi-round dia-
logue, which includes two roles: Planner and Re-
sponder. Their respective prompt examples are as
follows:

Planner:� �
Character:
As a highly skilled planner , you are

adept at utilizing the APIs and app
tools I provide to create a well -
structured and actionable plan based
on the queries I submit. Your task

is to generate a single step at a
time and return the response in JSON
format without any Markdown

formatting. The response should
strictly adhere to the following
template:

{
"GlobalThought ": {

"type": "string",
"maxLength ": 300,
"description ": "A concise ,

strategic overview that
captures the core planning
approach and key objectives.
This should provide a high -

level understanding of the
overall plan."

},
"OrderSteps ": {

"TotalSteps ": {
"type": "integer",
"min": 1,
"max": 20,
"description ": "The total

number of planned
sequential steps
required to achieve the
objective ."

},
"StepDetail ": {

"StepNumber ": {
"type": "integer",
"min": 1,
"max": 20,
"description ": "The

sequential number of
the current step.

Only one step is
generated at a time
."

},
"Description ": {

"type": "string",
"maxLength ": 100,
"guidelines ": [

"Start with a verb
to indicate
action",

"Clearly state the
purpose of the
step",

"Be specific and
actionable ,
avoiding vague
language",

"Limit the
description to
100 characters
to ensure
clarity and
brevity"

],
"description ": "A brief ,

actionable
description of the
current step."

},
"Action ": {

"type": "string",
"pattern ": "ToolName({'

key ': 'value '})",
"description ": "The

specific API or tool
action to be

executed , formatted
as 'ToolName({'key ':
'value '}) '. This

should include the
necessary parameters
for the tool or API
call."

}
}

}
}
Key Instructions:
1. ** Single Step Generation **: Only one

step should be generated at a time ,
ensuring a focused and incremental
approach to planning.

2. **JSON Format **: The response must be
in pure JSON format , without any

Markdown or additional formatting.
3. ** Clarity and Specificity **: Each

step description should be clear ,
concise , and actionable , adhering to
the provided guidelines.

4. **Tool/API Integration **: The 'Action
' field should precisely specify the
tool or API to be used , along with

the required parameters in the
correct format.� �

Listing 2: Prompt of Planner.

Responder:� �
Character:
You are a meticulous API/APP caller ,

characterized by the following:
1. ** Logical and Realistic Returns **:

Generate logical and realistic
return values based on the tools/
APIs you have.

2. ** Incremental Planning **: Only one
step is generated at a time ,
ensuring a focused and incremental
approach to planning.

3. ** Structured Output **: Return the
response in pure JSON format without
any Markdown or additional

formatting.
Your response must strictly adhere to

the following template:
{
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"GlobalThought ": {
"type": "string",
"maxLength ": 300,
"description ": "A concise ,

strategic overview that
captures the core planning
approach and key objectives.
This provides a high -level

understanding of the overall
plan."

},
"OrderSteps ": {

"TotalSteps ": {
"type": "integer",
"min": 1,
"max": 20,
"description ": "The total

number of planned
sequential steps
required to achieve the
objective ."

},
"StepDetail ": {

"StepNumber ": {
"type": "integer",
"min": 1,
"max": 20,
"description ": "The

sequential number of
the current step.

Only one step is
generated at a time
."

},
"Description ": {

"type": "string",
"maxLength ": 100,
"guidelines ": [

"Start with a verb
to indicate
action",

"Clearly state the
purpose of the
step",

"Be specific and
actionable ,
avoiding vague
language",

"Limit the
description to
100 characters
to ensure
clarity and
brevity"

],
"description ": "A brief ,

actionable
description of the
current step."

},
"Action ": {

"type": "string",
"pattern ": "ToolName({'

key ': 'value '})",
"description ": "The

specific API or tool
action to be

executed , formatted
as 'ToolName({'key ':
'value '}) '. This

includes the
necessary parameters
for the tool or API
call."

},
"Results ": {

"type": "string",
"pattern ": "ToolName({'

key ': 'value '})",
"description ": "The

expected result or
output from the API
or tool action ,
formatted as '
ToolName({'key ': '
value '}) '."

}
}

}
}
Key Instructions:
1. ** Single Step Generation **: Only one

step should be generated at a time ,
ensuring a focused and incremental
approach to planning.

2. **JSON Format **: The response must be
in pure JSON format , without any

Markdown or additional formatting.
3. ** Clarity and Specificity **: Each

step description should be clear ,
concise , and actionable , adhering to
the provided guidelines.

4. **Tool/API Integration **: The 'Action
' and 'Results ' fields should
precisely specify the tool or API to
be used , along with the required

parameters in the correct format.� �
Listing 3: Prompt of Responders.

A.7 Influence of User Profiles
To quantify the impact and challenge introduced by
User Profiles, we evaluated the Qwen-plus model
on PlanningArena with and without profiles. Ta-
ble 5 demonstrate their significant effect.

Introducing User Profiles caused a notable drop
in overall performance (Result: 51.0% → 40.1%).
Key metrics significantly affected include:

• Tool Selection: FD-API (API detection ac-
curacy) dropped sharply (78.2% → 50.6%),
and FD-APP (APP detection accuracy) also
decreased (98.1% → 91.8%).

• Parameter Compliance: PC fell substantially
(92.5% → 71.5%). Conclusion: This com-
parison validates that our User Profile design
effectively introduces realistic, personalized
complexities. It significantly challenges agent
planning capabilities, especially in precise
tool selection based on preference and accu-
rate parameter extraction, highlighting Plan-
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Category Result PGR
LPR SMAR

SC SR TD FD-APP OSC FD_API PC TR

Non-User Profile 51.0 69.7 59.1 87.7 95.3 98.1 100.0 78.2 92.5 62.9
User Profile 40.1 68.1 53.3 78.3 85.2 91.8 99.9 50.6 71.5 63.5

Table 5: Performance comparison with and without User Profile.

ningArena’s value in assessing models on nu-
anced, real-world-like tasks.

A.8 API Details
As shown in listing 4, we show a simple API ex-
ample in PlanningArena, including its input and
output parameters.� �
Request Parameters:
{

"flightTimeModel ": {
"type": "Enum",
"required ": false ,
"description ": "Model of calculation

of the flight time."
},
"aircraftName ": {

"type": "String",
"required ": false ,
"description ": "Aircraft type name (

free text). "
},
"codeType ": {

"type": "Enum",
"required ": false ,
"description ": "Type of code to

search airport by (IATA or ICAO)
."

},
"codeTo ": {

"type": "String",
"required ": false ,
"description ": "If codeType is: icao

, then this field must be a 4-
character ICAO -code of the
destination airport (e.g.: EHAM ,
KLAX , UUEE , etc.); iata , then

this field must be a 3-character
IATA -code of the destination

airport (e.g.: AMS , SFO , LAX ,
etc.)."

},
"codeFrom ": {

"type": "String",
"required ": false ,
"description ": "If codeType is: icao

, then this field must be a 4-
character ICAO -code of the
origin airport (e.g.: EHAM , KLAX
, UUEE , etc.); iata , then this
field must be a 3-character IATA
-code of the origin airport (e.g
.: AMS , SFO , LAX , etc.)."

}
}

Response Parameters:

{
"AeroDataBox ": {

"type": "object",
"properties ": {

"id": {
"type": "string"

},
"isBlocked ": {

"type": "boolean"
}

}
}

}� �
Listing 4: Detail of API.

A.9 Command Evolution

As shown in the figure 6, PlanningArena’s in-
struction evolution mechanism builds a three-level
production architecture designed to systematically
scale and optimize the data production process:

• Suggester-Agent The seed task data and its
corresponding scenario toolchain will be re-
ceived, and while keeping the toolchain un-
changed, the initial parameters of the seed task
(e.g., information such as commodities, loca-
tions, etc.) will be proposed for modification,
and pruning or branching will be suggested
for the structure of the task. Its core function
is to provide diversity and structural modifi-
cation suggestions for the evolution of seed
tasks.

• Editor-Agent It is responsible for process-
ing the seed data and its corresponding evolu-
tionary suggestions, and generating evolution-
ary tasks with diverse parameters and struc-
tures and reasonable contents according to the
contents of the suggestions, the scenarios to
which the seed tasks belong, and the available
tools. It not only ensures that the evolutionary
tasks are diverse in parameters and structures,
but also grades the difficulty of the tasks ac-
cording to their structural complexity. The
main role of the framework is to generate di-
verse and logical evolutionary instructions.
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• Evaluator-Agent The edited evolutionary
tasks will be received and the newly gener-
ated planning task data will be comprehen-
sively evaluated based on the four dimensions
of instruction completeness, clarity, feasibil-
ity and specificity. The evaluation process
ensures that the planning task is free of key
information gaps, clear and unambiguous, and
that the task is practicable and contains spe-
cific requirements and constraints, thus avoid-
ing modeling illusions due to low quality task
data. The framework acts as an evaluator to
screen out planning tasks that do not meet the
criteria.

A.10 Details of Data Statistics

Table 6 quantifies the complexity of tasks at each
difficulty level in PlanningArena. The length of
planning task text increases monotonically from
simple (mean = 96.8, median = 84) to difficult
(mean = 191.8, median = 186), ranging from 33-
203 to 93-310. The number of tools required in-
creases gradually (simple: 3.6, difficult: 5.8), and
the number of subtasks follows a similar pattern
(5.5 to 9.0).

B Experiments Details

B.1 Version for Tested LLMs

We provide detailed versions of all tested propri-
etary models to ensure the reproducibility of re-
sults.

• GPT-4o: gpt-4o-2024-08-06

• GPT-4o-mini: gpt-4o-mini-2024-07-18

• Gemini-1.5-Pro: models/gemini-1.5-pro

• Gemini-1.5-flash:
models/gemini-1.5-flash

• Qwen-plus: qwen-plus-2024-11-25

B.2 Data details

As shown in Table tables 7 to 9, we show the de-
tailed review data of the best-performing of the
PlanningArena detailed review data for three mod-
els: GPT-4o, DeepSeekV3, and Qwen-plus.

At the macro level, the logical pass rate (LPR)
of the model is measured by Step completeness ac-
curacy (SC), Step redundancy avoidance accuracy
(SR) and Task dependency accuracy (TD) The LPR
is measured by the SC, SR and TD. Specifically,
SC focuses on the completeness and accuracy of

the execution steps; SR assesses the ability to avoid
unnecessary repetition of steps; and TD examines
the identification and processing of inter-task de-
pendencies.

At the micro level, Fictional APP detection accu-
racy (FD-APP), Operation space compliance accu-
racy (OSC), and Fictional API detection accuracy
(FD-API) are used, Parameter compliance accu-
racy (PC) and Temporal reasoning accuracy (TR)
are combined to evaluate the Sub-mission adoption
rate (SMAR) of the model. These metrics address
the identification and exclusion of fictitious appli-
cations and interfaces, the checking of operational
behavior against specifications, and the reasoning
of parameter compliance and temporal relationship
of events, respectively, which together guarantee
the reliability of the system operation.
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Figure 6: The evolution of instructions in the task management framework. It starts with a basic query about flight
CA123 from Beijing to Singapore, including airport details. The suggestions are then expanded to include weather,
flight times and tourist attractions. The process is refined by editors and scored by assessors based on complexity.

Difficulty Level
Token Tool subTask

Avg Med Range Avg Med Range Avg Med Range

Easy 96.8 84 33∼203 3.6 3 1∼5 5.5 5 4∼7
Middle 137.9 125 63∼258 4.5 5 3∼7 7.3 7 6∼11
Hard 191.8 186 93∼310 5.8 6 5∼9 9.0 9 7∼13

Table 6: Details of Difficulty Level.

B.3 Example of planning process
As shown in listings 5 to 11, we present planning
examples generated by LLM for different applica-
tion scenarios and task structures. For each plan,
we record its GlobalThought and TotalSteps; in
addition, for each subtask in the plan, we further
capture its step descriptions, actions, and tool re-
sults to support multi-round planning.
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Category Result PGR
LPR SMAR

SC SR TD FD-APP OSC FD-API PC TR

Overall

Overall 56.5 74.3 85.5 98.6 96.2 88.6 99.7 51.0 78.3 65.7
APP 66.7 70.8 86.6 99.4 96.1 88.6 99.7 - 85.2 67.4
API 43.0 78.9 83.9 97.5 96.3 - - 51.0 68.5 62.7

Difficulty Level

Easy 61.5 77.3 84.9 99.0 96.6 89.8 100.0 53.4 80.2 67.5
Middle 54.1 80.1 86.3 98.3 97.3 88.0 100.0 50.6 74.2 68.1
Hard 51.7 63.2 85.5 98.3 94.9 86.8 98.9 49.7 80.0 62.2

Difficulty Level - APP

Easy 67.1 72.2 86.4 99.4 96.0 89.8 100.0 - 85.2 71.2
Middle 67.4 77.2 84.8 100.0 97.8 88.0 100.0 - 84.8 80.8
Hard 65.2 62.0 89.0 98.9 94.5 86.8 98.9 - 85.7 54.6

Difficulty Level - API

Easy 50.0 88.1 81.7 98.6 97.2 - - 53.4 69.5 58.3
Middle 42.3 82.7 87.8 96.3 96.7 - - 50.6 64.3 52.4
Hard 36.6 64.6 81.1 97.7 95.5 - - 49.7 73.0 73.3

Struct

SAPP 65.6 77.8 86.1 99.4 94.4 87.8 100.0 - 82.8 63.6
CAPP 67.8 63.9 87.2 99.4 97.8 89.4 99.4 - 87.7 70.3
PAPI 44.4 70.0 98.8 98.8 97.8 - - 53.0 66.3 61.9
CAPI 40.0 68.9 96.3 98.8 96.4 - - 52.4 74.4 57.9
DAPI 44.4 70.3 58.4 95.9 95.3 - - 48.8 65.2 65.7

one-to-many 53.3 73.5 64.3 95.5 97.2 - - 50.8 57.1 50.0
many-to-one 60.0 72.8 73.3 97.8 94.6 - - 49.2 66.7 66.7

many-to-many-1 60.0 71.2 73.3 94.2 96.1 - - 51.5 73.3 71.4
many-to-many-2 46.7 66.4 80.0 96.3 93.9 - - 48.6 53.3 66.7
many-to-many-3 26.7 69.6 26.7 98.1 94.2 - - 47.0 66.7 66.7
many-to-many-4 20.0 68.0 33.3 93.3 95.5 - - 45.5 73.3 66.7

Table 7: Performance of different LLMs based on PlanningArena’s various tests and metrics (GPT4o).
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Category Result PGR
LPR SMAR

SC SR TD FD-APP OSC FD-API PC TR

Overall

Overall 41.9 68.0 78.2 97.2 97.7 91.7 99.8 51.4 70.8 63.9
APP 46.5 65.1 76.0 97.9 98.1 91.7 99.8 - 74.6 57.9
API 36.7 71.3 80.9 96.6 97.1 - - 51.4 66.2 73.3

Difficulty Level

Easy 46.4 79.9 76.7 98.6 97.2 93.2 99.6 56.3 73.7 55.3
Middle 41.7 65.9 79.9 98.7 98.6 89.8 99.9 48.6 72.1 73.4
Hard 36.2 54.8 78.2 95.2 97.1 91.6 100.0 49.9 65.6 63.2

Difficulty Level - APP

Easy 50.1 80.4 73.9 98.5 98.0 93.2 99.6 - 77.7 50.5
Middle 45.0 57.7 75.1 97.7 99.9 89.8 99.9 - 79.1 74.0
Hard 42.1 48.7 80.3 97.1 96.5 91.6 100.0 - 64.6 51.9

Difficulty Level - API

Easy 40.5 79.1 81.3 98.7 96.3 - - 56.3 67.0 62.2
Middle 38.8 73.4 84.5 99.9 97.2 - - 48.6 65.2 72.6
Hard 30.4 60.9 76.0 92.9 97.7 - - 49.9 66.6 83.2

Struct

SAPP 45.5 75.9 75.8 98.5 97.8 91.5 99.8 - 72.9 46.8
CAPP 47.4 54.3 76.2 97.2 98.5 92.0 99.8 - 76.2 64.3
PAPI 37.2 64.0 99.3 96.8 98.5 - - 56.0 63.1 48.5
CAPI 34.8 52.0 96.7 98.0 97.2 - - 49.8 70.6 90.3
DAPI 37.6 57.8 58.2 95.5 96.2 - - 49.3 65.6 75.5

one-to-many 43.3 62.5 69.0 96.6 98.3 - - 53.1 60.3 74.1
many-to-one 49.3 60.2 75.0 95.5 95.5 - - 51.8 61.8 70.2

many-to-many-1 39.3 58.5 51.7 96.1 96.0 - - 50.3 76.2 66.7
many-to-many-2 36.7 56.8 62.0 94.6 94.2 - - 48.9 61.3 80.0
many-to-many-3 39.3 55.0 58.0 95.2 97.1 - - 47.4 70.6 79.0
many-to-many-4 17.3 53.5 35.2 94.9 96.1 - - 44.5 62.0 84.2

Table 8: Performance of different LLMs based on PlanningArena’s various tests and metrics (DeepSeekV3).
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Category Result PGR
LPR SMAR

SC SR TD FD-APP OSC FD-API PC TR

Overall

Overall 40.1 68.1 53.3 78.3 85.2 91.8 99.9 50.6 71.5 63.5
APP 46.7 64.9 45.1 84.2 82.2 91.8 99.9 - 73.7 58.1
API 32.6 71.7 63.4 71.6 88.6 - - 50.6 68.9 71.9

Difficulty Level

Easy 46.6 73.8 64.3 84.7 91.9 96.1 99.8 51.5 73.5 62.2
Middle 37.3 77.2 49.7 83.9 87.8 90.1 99.9 47.0 70.1 60.6
Hard 36.6 49.6 46.1 84.9 83.5 90.5 100.0 52.3 71.4 67.2

Difficulty Level - APP

Easy 57.3 75.8 52.6 87.1 88.9 96.1 99.8 - 81.8 58.2
Middle 41.3 72.9 43.2 81.4 82.7 90.1 99.9 - 71.1 50.1
Hard 45.0 46.8 41.7 85.2 76.4 90.5 100.0 - 70.6 64.2

Difficulty Level - API

Easy 38.7 72.3 73.9 72.8 92.4 - - 51.5 66.8 65.3
Middle 32.1 82.9 58.5 71.4 90.6 - - 47.0 68.6 75.6
Hard 23.3 54.1 53.6 70.9 84.8 - - 52.3 72.9 74.9

Struct

SAPP 46.3 75.7 54.1 81.6 82.6 91.7 99.8 - 72.5 47.8
CAPP 47.0 54.2 36.2 86.7 81.8 91.9 100.0 - 74.8 63.9
PAPI 38.5 64.2 82.2 76.4 98.1 - - 54.9 66.0 44.9
CAPI 32.8 50.8 70.2 70.7 83.9 - - 48.2 68.1 87.0
DAPI 28.6 58.0 46.5 69.0 85.5 - - 49.3 71.4 75.7

one-to-many 44.7 60.3 71.4 73.2 88.5 - - 51.2 75.0 76.7
many-to-one 25.3 59.5 61.6 71.5 87.2 - - 50.5 63.3 69.6

many-to-many-1 30.7 56.5 40.3 69.8 86.7 - - 48.9 72.7 66.2
many-to-many-2 37.3 54.3 51.8 68.1 84.8 - - 49.1 70.6 80.3
many-to-many-3 29.3 57.8 49.3 64.7 82.4 - - 48.4 73.0 80.0
many-to-many-4 4.0 59.5 10.1 66.4 83.6 - - 47.7 74.3 84.5

Table 9: Performance of different LLMs based on PlanningArena’s various tests and metrics (Qwen-plus).
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[

{
"MessageNumber ": "6",
"Query": "\"Use Ctrip to book my favorite apartment in Bangkok for three

nights. Check the apartment 's reviews and facilities before booking .\""
},
{

"GlobalThought ": "Book Hao Zixuan 's favorite apartment in Bangkok for three
nights using Ctrip , ensuring to check reviews and facilities before
finalizing the booking.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 1,
"Description ": "Open Ctrip app",
"Action ": {

"Tap": "Tap on the Ctrip app icon to open it."
},
"Results ": {

"Status ": "Success",
"Response ": {

"AppStatus ": "Ctrip app opened successfully ."
}

}
}

}
},
{

"GlobalThought ": "Book Hao Zixuan 's favorite apartment in Bangkok for three
nights using Ctrip , ensuring to check reviews and facilities before
finalizing the booking.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 2,
"Description ": "Search for apartments in Bangkok",
"Action ": {

"Text": "Enter 'Bangkok apartments ' in the search bar and
initiate the search ."

},
"Results ": {

"Status ": "Success",
"Response ": {

"SearchResults ": "Displayed a list of available apartments
in Bangkok ."

}
}

}
}

},
{

"GlobalThought ": "Book Hao Zixuan 's favorite apartment in Bangkok for three
nights using Ctrip , ensuring to check reviews and facilities before
finalizing the booking.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 3,
"Description ": "Locate Sunshine Apartment",
"Action ": {

"Swipe": "Scroll through the search results to find Sunshine
Apartment ."

},
"Results ": {

"Status ": "Success",
"Response ": {

"ApartmentFound ": "Sunshine Apartment located in the search
results ."

}
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}
}

}
},
{

"GlobalThought ": "Book Hao Zixuan 's favorite apartment in Bangkok for three
nights using Ctrip , ensuring to check reviews and facilities before
finalizing the booking.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 4,
"Description ": "Check reviews and facilities",
"Action ": {

"Tap": "Tap on Sunshine Apartment to view its reviews and
facilities ."

},
"Results ": {

"Status ": "Success",
"Response ": {

"ApartmentDetails ": "Displayed reviews and facilities of
Sunshine Apartment ."

}
}

}
}

},
{

"GlobalThought ": "Book Hao Zixuan 's favorite apartment in Bangkok for three
nights using Ctrip , ensuring to check reviews and facilities before
finalizing the booking.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 5,
"Description ": "Book the apartment",
"Action ": {

"Tap": "Tap on the 'Book Now ' button and complete the booking
process for three nights ."

},
"Results ": {

"Status ": "Success",
"Response ": {

"BookingStatus ": "Successfully booked Sunshine Apartment for
three nights ."

}
}

}
}

}
]� �

Listing 5: Example of planning process.(Travel-SAPP)� �
[

{
"MessageNumber ": "241",
"Query": "\"Can I use Ctrip to find my favorite hotel in Singapore , and then

use Didi Chuxing to find a ride from the train station to the hotel ?\""
},
{

"GlobalThought ": "The plan involves using Ctrip to find and book a favorite
hotel in Singapore , followed by using Didi Chuxing to arrange a ride
from the train station to the hotel.",

"OrderSteps ": {
"TotalSteps ": 6,
"StepDetail ": {

"StepNumber ": 1,
"Description ": "Open Ctrip app",
"Action ": {
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"Tap": "Tap on the Ctrip app icon to open it."
},
"Results ": {

"Status ": "Success",
"Response ": {

"AppStatus ": "Ctrip app opened successfully ."
}

}
}

}
},
{

"GlobalThought ": "Continue with the process of finding and booking the
favorite hotel in Singapore using the Ctrip app.",

"OrderSteps ": {
"TotalSteps ": 6,
"StepDetail ": {

"StepNumber ": 2,
"Description ": "Search for hotels in Singapore",
"Action ": {

"Text": "Enter 'Singapore ' in the search bar and tap the search
button ."

},
"Results ": {

"Status ": "Success",
"Response ": {

"SearchResults ": "Displayed search results for Singapore ."
}

}
}

}
},
{

"GlobalThought ": "Continue with the process of finding and booking the
favorite hotel in Singapore using the Ctrip app.",

"OrderSteps ": {
"TotalSteps ": 6,
"StepDetail ": {

"StepNumber ": 3,
"Description ": "Filter search results",
"Action ": {

"Tap": "Tap on the filter option and select 'Westin Hotel ' from
the list."

},
"Results ": {

"Status ": "Success",
"Response ": {

"FilterResults ": "Filtered results to show only Westin Hotel
in Singapore ."

}
}

}
}

},
{

"GlobalThought ": "Continue with the process of booking the favorite hotel in
Singapore using the Ctrip app.",

"OrderSteps ": {
"TotalSteps ": 6,
"StepDetail ": {

"StepNumber ": 4,
"Description ": "Select Westin Hotel",
"Action ": {

"Tap": "Tap on the Westin Hotel listing to view details ."
},
"Results ": {

"Status ": "Success",
"Response ": {

"HotelDetails ": "Displayed details for Westin Hotel in
Singapore ."
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}
}

}
}

},
{

"GlobalThought ": "Continue with the process of booking the favorite hotel in
Singapore using the Ctrip app.",

"OrderSteps ": {
"TotalSteps ": 6,
"StepDetail ": {

"StepNumber ": 5,
"Description ": "Book the hotel room",
"Action ": {

"Tap": "Tap on the 'Book Now ' button to proceed with the booking
."

},
"Results ": {

"Status ": "Success",
"Response ": {

"BookingPage ": "Navigated to the booking page for Westin
Hotel."

}
}

}
}

},
{

"GlobalThought ": "Complete the booking process for the favorite hotel in
Singapore using the Ctrip app , then proceed to arrange a ride using Didi
Chuxing.",

"OrderSteps ": {
"TotalSteps ": 6,
"StepDetail ": {

"StepNumber ": 6,
"Description ": "Confirm booking details",
"Action ": {

"Tap": "Tap on the 'Confirm Booking ' button to finalize the
hotel reservation ."

},
"Results ": {

"Status ": "Success",
"Response ": {

"BookingConfirmation ": "Hotel reservation for Westin Hotel
in Singapore confirmed ."

}
}

}
}

}
]� �

Listing 6: Example of planning process.(Travel-CAPP)� �
[

{
"MessageNumber ": "870",
"Query": "\"I need the latest information on orthodontic treatment plans ,

information on managing anxiety and depression , some TED talks on
depression knowledge , and video tutorials on stress relief techniques
.\""

},
{

"GlobalThought ": "Develop a comprehensive plan to address orthodontic
treatment , mental health management , and stress relief through
information gathering and resource identification .",

"OrderSteps ": {
"TotalSteps ": 4,
"StepDetail ": {

"StepNumber ": 1,

31076



"Description ": "Search for the latest orthodontic treatment plans",
"Action ": "GoogleMapsGeocoding ({'latlng ': '30.6586 ,104.0648 ' , '

result_type ': 'health '})",
"Results ": "GoogleMapsGeocoding ({'status ': true , 'message ': 'Success

', 'timestamp ': 1712345678 , 'data ': [{'business_status ': '
OPERATIONAL ', 'formatted_address ': '123 Health St , Chengdu ,
Sichuan , China ', 'geometry ': {'location ': {'lat ': '30.6586', '
lng ': '104.0648 '}} , 'name ': 'Chengdu Health Center ', '
opening_hours ': {'open_now ': true}, 'photos ': [{'height ': 400, '
html_attributions ': ['<a href =\" https :// maps.google.com/maps/
contrib /123456789\" > Chengdu Health Center </a>'], '
photo_reference ': 'ABC123 ', 'width ': 600}] , 'place_id ': '
ChIJ1234567890 ', 'plus_code ': {'compound_code ': '9X7W+Q8 Chengdu
, Sichuan , China ', 'global_code ': '8Q7X9X7W+Q8 '}, 'rating ': 4.5,
'reference ': 'ABC123 ', 'types ': ['health ', 'point_of_interest ',
'establishment '], 'user_ratings_total ': 123}]})"

}
}

},
{

"GlobalThought ": "Develop a comprehensive plan to address orthodontic
treatment , mental health management , and stress relief through
information gathering and resource identification .",

"OrderSteps ": {
"TotalSteps ": 4,
"StepDetail ": {

"StepNumber ": 2,
"Description ": "Retrieve information on managing anxiety and

depression",
"Action ": "AnxietyDepression ({'limit ': '5', 'orderBy ': 'relevance ',

'index ': 'latest ', 'value ': 'anxiety_depression_management '})",
"Results ": "AnxietyDepression ([{'id ': '1', 'tip ': 'Practice

mindfulness meditation daily ', 'category ': 'mental_health ', '
source ': 'Psychology Today '}, {'id ': '2', 'tip ': 'Engage in
regular physical activity ', 'category ': 'mental_health ', 'source
': 'Mayo Clinic '}, {'id ': '3', 'tip ': 'Maintain a balanced diet
rich in omega -3 fatty acids ', 'category ': 'nutrition ', 'source ':
'Harvard Health '}, {'id ': '4', 'tip ': 'Establish a consistent

sleep schedule ', 'category ': 'mental_health ', 'source ': 'Sleep
Foundation '}, {'id ': '5', 'tip ': 'Seek professional help if
symptoms persist ', 'category ': 'mental_health ', 'source ': '
National Institute of Mental Health '}])"

}
}

},
{

"GlobalThought ": "Develop a comprehensive plan to address orthodontic
treatment , mental health management , and stress relief through
information gathering and resource identification .",

"OrderSteps ": {
"TotalSteps ": 4,
"StepDetail ": {

"StepNumber ": 3,
"Description ": "Search for TED talks on depression knowledge",
"Action ": "GoogleMapsGeocoding ({'latlng ': '30.6586 ,104.0648 ' , '

result_type ': 'education '})",
"Results ": "GoogleMapsGeocoding ({'status ': true , 'message ': 'Success

', 'timestamp ': 1712345679 , 'data ': [{'business_status ': '
OPERATIONAL ', 'formatted_address ': '456 Education Ave , Chengdu ,
Sichuan , China ', 'geometry ': {'location ': {'lat ': '30.6587', '
lng ': '104.0649 '}} , 'name ': 'Chengdu Education Center ', '
opening_hours ': {'open_now ': true}, 'photos ': [{'height ': 400, '
html_attributions ': ['<a href =\" https :// maps.google.com/maps/
contrib /987654321\" > Chengdu Education Center </a>'], '
photo_reference ': 'XYZ987 ', 'width ': 600}] , 'place_id ': '
ChIJ9876543210 ', 'plus_code ': {'compound_code ': '9X7W+Q9 Chengdu
, Sichuan , China ', 'global_code ': '8Q7X9X7W+Q9 '}, 'rating ': 4.7,
'reference ': 'XYZ987 ', 'types ': ['education ', '

point_of_interest ', 'establishment '], 'user_ratings_total ':
456}]})"
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}
}

},
{

"GlobalThought ": "Develop a comprehensive plan to address orthodontic
treatment , mental health management , and stress relief through
information gathering and resource identification .",

"OrderSteps ": {
"TotalSteps ": 4,
"StepDetail ": {

"StepNumber ": 4,
"Description ": "Find video tutorials on stress relief techniques",
"Action ": "GoogleMapsGeocoding ({'latlng ': '30.6586 ,104.0648 ' , '

result_type ': 'health|education '})",
"Results ": "GoogleMapsGeocoding ({'status ': true , 'message ': 'Success

', 'timestamp ': 1712345680 , 'data ': [{'business_status ': '
OPERATIONAL ', 'formatted_address ': '123 Health St , Chengdu ,
Sichuan , China ', 'geometry ': {'location ': {'lat ': '30.6586', '
lng ': '104.0648 '}} , 'name ': 'Chengdu Health Center ', '
opening_hours ': {'open_now ': true}, 'photos ': [{'height ': 400, '
html_attributions ': ['<a href =\" https :// maps.google.com/maps/
contrib /123456789\" > Chengdu Health Center </a>'], '
photo_reference ': 'ABC123 ', 'width ': 600}] , 'place_id ': '
ChIJ1234567890 ', 'plus_code ': {'compound_code ': '9X7W+Q8 Chengdu
, Sichuan , China ', 'global_code ': '8Q7X9X7W+Q8 '}, 'rating ': 4.5,
'reference ': 'ABC123 ', 'types ': ['health ', 'point_of_interest ',
'establishment '], 'user_ratings_total ': 123}, {'business_status

': 'OPERATIONAL ', 'formatted_address ': '456 Education Ave ,
Chengdu , Sichuan , China ', 'geometry ': {'location ': {'lat ':
'30.6587', 'lng ': '104.0649 '}} , 'name ': 'Chengdu Education
Center ', 'opening_hours ': {'open_now ': true}, 'photos ': [{'
height ': 400, 'html_attributions ': ['<a href =\" https :// maps.
google.com/maps/contrib /987654321\" > Chengdu Education Center </a
>'], 'photo_reference ': 'XYZ987 ', 'width ': 600}] , 'place_id ': '
ChIJ9876543210 ', 'plus_code ': {'compound_code ': '9X7W+Q9 Chengdu
, Sichuan , China ', 'global_code ': '8Q7X9X7W+Q9 '}, 'rating ': 4.7,
'reference ': 'XYZ987 ', 'types ': ['education ', '

point_of_interest ', 'establishment '], 'user_ratings_total ':
456}]})"

}
}

}
]� �

Listing 7: Example of planning process.(Health-PAPI)� �
[

{
"MessageNumber ": "1241" ,
"Query": "\"First , I want to check the rating of my favorite movie

Interstellar , then see if there is an official trailer available , get
the genre and user rating of the movie from Netflix , and finally use
IMDBAPI to check the availability of the movie in different countries
.\""

},
{

"GlobalThought ": "Develop a comprehensive plan to gather detailed
information about the movie 'Interstellar ', including its ratings ,
trailer availability , genre , and Netflix availability across different
countries.",

"OrderSteps ": {
"TotalSteps ": 4,
"StepDetail ": {

"StepNumber ": 1,
"Description ": "Check the rating of the movie 'Interstellar '",
"Action ": "IMDBAPI({'query ': 'Interstellar '})",
"Results ": "IMDBAPI({'d': [{'id ': 'tt0816692 ', 'l': 'Interstellar ',

'q': 'feature ', 'rank ': '28', 's': 'Matthew McConaughey , Anne
Hathaway ', 'v': [{'id ': 'vi1586278169 ', 'l': 'Interstellar
Official Trailer #1', 's': '2:51'}, {'id ': 'vi1586278170 ', 'l':
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'Interstellar Official Trailer #2', 's': '2:30'}], 'vt ': '2014',
'y': '2014', 'yr ': '2014 -2014 '}]})"

}
}

},
{

"GlobalThought ": "Develop a comprehensive plan to gather detailed
information about the movie 'Interstellar ', including its ratings ,
trailer availability , genre , and Netflix availability across different
countries.",

"OrderSteps ": {
"TotalSteps ": 4,
"StepDetail ": {

"StepNumber ": 2,
"Description ": "Check if there is an official trailer available for

'Interstellar '",
"Action ": "YouTubeDataAPI ({'q': 'Interstellar Official Trailer ', 'hl

': 'en ', 'gl ': 'US '})",
"Results ": "YouTubeDataAPI ({'query ': 'Interstellar Official Trailer

', 'results ': ['Interstellar Official Trailer #1', 'Interstellar
Official Trailer #2', 'Interstellar - Official Trailer [HD]', '

Interstellar - Trailer 2']})"
}

}
},
{

"GlobalThought ": "Develop a comprehensive plan to gather detailed
information about the movie 'Interstellar ', including its ratings ,
trailer availability , genre , and Netflix availability across different
countries.",

"OrderSteps ": {
"TotalSteps ": 4,
"StepDetail ": {

"StepNumber ": 3,
"Description ": "Get the genre and user rating of 'Interstellar ' from

Netflix",
"Action ": "uNoGSAPI({'title ': 'Interstellar ', 'type ': 'movie '})",
"Results ": "uNoGSAPI({'results ': [{'country ': 'United States ', '

countrycode ': 'US ', 'expiring ': 0, 'id ': 123456 , 'nl7 ': 1, '
tmovs ': 1, 'tseries ': 0, 'tvids ': 0}]})"

}
}

},
{

"GlobalThought ": "Develop a comprehensive plan to gather detailed
information about the movie 'Interstellar ', including its ratings ,
trailer availability , genre , and Netflix availability across different
countries.",

"OrderSteps ": {
"TotalSteps ": 4,
"StepDetail ": {

"StepNumber ": 4,
"Description ": "Check the availability of 'Interstellar ' in

different countries using IMDBAPI",
"Action ": "IMDBAPI({'query ': 'Interstellar ', 'country_list ': 'US,CN,

IN,JP,UK '})",
"Results ": "IMDBAPI({'d': [{'id ': 'tt0816692 ', 'l': 'Interstellar ',

'q': 'feature ', 'rank ': '28', 's': 'Matthew McConaughey , Anne
Hathaway ', 'v': [{'id ': 'vi1586278169 ', 'l': 'Interstellar
Official Trailer #1', 's': '2:51'}, {'id ': 'vi1586278170 ', 'l':
'Interstellar Official Trailer #2', 's': '2:30'}], 'vt ': '2014',
'y': '2014', 'yr ': '2014-2014', 'countryAvailability ': ['US ', '

CN ', 'IN ', 'JP ', 'UK ']}]})"
}

}
}

]� �
Listing 8: Example of planning process.(Entertainment-CAPI)
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[

{
"MessageNumber ": "2604" ,
"Query": "\"Can I use Coursera to register for a series of related Japanese

courses , actively participate in discussion forums , complete all
assignments on time , obtain certificates for each course , use Google
Calendar to manage my study plans and deadlines , and use WhatsApp to
collaborate with classmates ?\""

},
{

"GlobalThought ": "Develop a strategic plan to effectively use Coursera for
Japanese courses , manage study schedules with Google Calendar , and
collaborate with classmates via WhatsApp.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 1,
"Description ": "Open Coursera app",
"Action ": {

"Tap": "Tap on the Coursera app icon to open it."
},
"Results ": {

"Status ": "Success",
"Response ": {

"AppOpened ": "Coursera app successfully opened.",
"HomeScreen ": "Navigated to the home screen displaying

available courses ."
}

}
}

}
},
{

"GlobalThought ": "Develop a strategic plan to effectively use Coursera for
Japanese courses , manage study schedules with Google Calendar , and
collaborate with classmates via WhatsApp.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 2,
"Description ": "Search for Japanese courses",
"Action ": {

"Tap": "Tap on the search bar and type 'Japanese courses ', then
tap the search icon."

},
"Results ": {

"Status ": "Success",
"Response ": {

"SearchInitiated ": "Search bar activated and query entered
.",

"SearchResults ": "Displayed a list of Japanese courses
matching the search criteria ."

}
}

}
}

},
{

"GlobalThought ": "Develop a strategic plan to effectively use Coursera for
Japanese courses , manage study schedules with Google Calendar , and
collaborate with classmates via WhatsApp.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 3,
"Description ": "Select a Japanese course series",
"Action ": {

"Tap": "Tap on a series of related Japanese courses from the
search results to view details ."

31080



},
"Results ": {

"Status ": "Success",
"Response ": {

"CourseDetailsDisplayed ": "Details of selected Japanese
courses are displayed.",

"CourseInformation ": {
"Course1 ": {

"Title ": "Japanese for Beginners",
"Instructor ": "Dr. Yuki Tanaka",
"Duration ": "6 weeks",
"Rating ": "4.7"

},
"Course2 ": {

"Title ": "Intermediate Japanese",
"Instructor ": "Prof. Hiroshi Nakamura",
"Duration ": "8 weeks",
"Rating ": "4.5"

}
}

}
}

}
}

},
{

"GlobalThought ": "Develop a strategic plan to effectively use Coursera for
Japanese courses , manage study schedules with Google Calendar , and
collaborate with classmates via WhatsApp.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 4,
"Description ": "Enroll in the selected courses",
"Action ": {

"Tap": "Tap the 'Enroll ' button for each course in the series to
register ."

},
"Results ": {

"Status ": "Success",
"Response ": {

"EnrollmentStatus ": {
"Course1 ": {

"Title ": "Japanese for Beginners",
"EnrollmentStatus ": "Enrolled",
"Confirmation ": "You are now enrolled in 'Japanese

for Beginners '."
},
"Course2 ": {

"Title ": "Intermediate Japanese",
"EnrollmentStatus ": "Enrolled",
"Confirmation ": "You are now enrolled in '

Intermediate Japanese '."
}

}
}

}
}

}
},
{

"GlobalThought ": "Develop a strategic plan to effectively use Coursera for
Japanese courses , manage study schedules with Google Calendar , and
collaborate with classmates via WhatsApp.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 5,
"Description ": "Open Google Calendar to manage study plans",
"Action ": {
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"Tap": "Tap on the Google Calendar app icon to open it."
},
"Results ": {

"Status ": "Success",
"Response ": {

"AppOpened ": "Google Calendar app successfully opened.",
"CalendarView ": "Displayed the current month 's calendar with

scheduled events ."
}

}
}

}
}

]� �
Listing 9: Example of planning process.(Edu-CAPP)� �

[
{

"MessageNumber ": "3602" ,
"Query": "What 's the weather like in Sanya next Friday What are the famous

local snacks in Sanya Reserve a restaurant at 930 AM in Tianyahaijiao
that provides my favorite food Reserve my favorite hotel at 345 PM in
Yalong Bay Beach Save this travel and activity plan to the memo"

},
{

"GlobalThought ": "Plan a travel and activity itinerary for Sanya , including
checking the weather , finding local snacks , booking a restaurant and
hotel , and saving the plan to the memo.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 1,
"Description ": "Query the weather in Sanya next Friday",
"Action ": "queryWeather ({'date ': '2024-12-13', 'city ': 'Sanya '})",
"Results ": "queryWeather ({'weather ': 'sunny ', 'date ': '2024-12-13',

'city ': 'Sanya ', 'minCelsius ': 22.5, 'maxCelsius ': 28.0})"
}

}
},
{

"GlobalThought ": "Plan a travel and activity itinerary for Sanya , including
checking the weather , finding local snacks , booking a restaurant and
hotel , and saving the plan to the memo.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 2,
"Description ": "Find famous local snacks in Sanya",
"Action ": "getCitySpecialties ({'city ': 'Sanya ', 'foodType ': 'snacks

'})",
"Results ": "getCitySpecialties ({'food ': 'Coconut Candy ', 'foodType ':

'snacks ', 'averagePriceOfFood ': '15 CNY ', 'calorie ': 350.0, '
healthLevel ': 4})"

}
}

},
{

"GlobalThought ": "Plan a travel and activity itinerary for Sanya , including
checking the weather , finding local snacks , booking a restaurant and
hotel , and saving the plan to the memo.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 3,
"Description ": "Book a restaurant at Tianyahaijiao that provides

favorite food",
"Action ": "bookRestaurant ({'reservationDate ': '2024-12-13', '

reservationTime ': '09:30', 'restaurantLocation ': 'Tianyahaijiao ,
Sanya ', 'city ': 'Sanya ', 'userContactNumber ': '13758294715 ' , '
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peopleNumber ': 2, 'restaurantName ': 'Shu Jiu Xiang Hotpot ', '
providingFood ': 'Soup Dumplings ', 'specialRequests ': 'Provide a
portable charger '})",

"Results ": "bookRestaurant ({'reservationDate ': '2024-12-13', '
reservationTime ': '09:30', 'restaurantName ': 'Shu Jiu Xiang
Hotpot ', 'restaurantType ': 'Hotpot ', 'location ': 'Tianyahaijiao ,
Sanya ', 'userContactNumber ': '13758294715 ' , 'peopleNumber ': 2,

'providingFood ': 'Soup Dumplings ', 'specialRequests ': 'Portable
charger provided '})"

}
}

},
{

"GlobalThought ": "Plan a travel and activity itinerary for Sanya , including
checking the weather , finding local snacks , booking a restaurant and
hotel , and saving the plan to the memo.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 4,
"Description ": "Reserve the favorite hotel at Yalong Bay Beach",
"Action ": "bookHotel({'hotelName ': 'Atour Hotel ', 'checkInDate ':

'2024-12-13', 'checkInTime ': '15:45', 'checkOutDate ':
'2024-12-14', 'roomType ': 'Business King Room ', 'numberOfRooms ':
1, 'peopleNumber ': 2, 'userContactNumber ': '13758294715 ' , '

specialRequests ': 'Room near the swimming pool '})",
"Results ": "bookHotel ({'hotelName ': 'Atour Hotel ', 'location ': '

Sanya ', 'checkInDate ': '2024-12-13', 'checkInTime ': '15:45', '
checkOutDate ': '2024-12-14', 'checkOutTime ': '12:00', '
userContactNumber ': '13758294715 ' , 'roomType ': 'Business King
Room ', 'numberOfRooms ': 1, 'peopleNumber ': 2, 'totalPrice ': '680
CNY ', 'specialRequests ': 'Room near the swimming pool confirmed

'})"
}

}
},
{

"GlobalThought ": "Plan a travel and activity itinerary for Sanya , including
checking the weather , finding local snacks , booking a restaurant and
hotel , and saving the plan to the memo.",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 5,
"Description ": "Save this travel and activity plan to the memo",
"Action ": "saveToMemo ({'startDate ': '2024-12-13', 'endDate ':

'2024-12-14', 'dateAndWeather ': '2024-12-13 : sunny , minCelsius:
22.5, maxCelsius: 28.0', 'cityAndSpecialties ': 'Sanya : Coconut
Candy ', 'dateAndAction ': '2024-12-13 : Travel to Sanya ', '

restaurantName ': 'Shu Jiu Xiang Hotpot ', 'hotelName ': 'Atour
Hotel ', 'hotelPrice ': '680 CNY ', 'totalPrice ': '680 CNY '})",

"Results ": "saveToMemo ({'startDate ': '2024-12-13', 'endDate ':
'2024-12-14', 'cities ': 'Sanya ', 'specialtiesByCity ': 'Coconut
Candy ', 'hotelName ': 'Atour Hotel ', 'hotelPrice ': 680.0, '
restaurantName ': 'Shu Jiu Xiang Hotpot ', 'totalPrice ': 680.0})"

}
}

}
]� �

Listing 10: Example of planning process.(Travel-DAG)

� �
[

{
"MessageNumber ": "4213" ,
"Query": "Please help me search for a pair of yoga pants on my usual

platform , with a budget of 300 yuan , free shipping and same -day delivery
. Add this item to the shopping cart. Then proceed to pay for this pair
of yoga pants. Use the same conditions to search for the item on Taobao.
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Please determine which one has the highest cost -performance ratio among
these two items."

},
{

"GlobalThought ": "Search for yoga pants within budget on Pinduoduo and
Taobao , add to cart , pay , and compare cost -effectiveness .",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 1,
"Description ": "Search for yoga pants on Pinduoduo",
"Action ": "searchGoodsOnline ({'goodName ': 'yoga pants ', 'platform ':

'Pinduoduo ', 'maxPrice ': 300, 'sameDayDelivery ': true , '
freeShipping ': true})",

"Results ": "searchGoodsOnline ({'goodId ': 'PD123456 ', 'goodName ': '
yoga pants ', 'goodCategory ': 'Apparel ', 'singlePrice ': 250, '
platform ': 'Pinduoduo ', 'sameDayDelivery ': true , 'brand ': '
SportswearBrand ', 'freeShipping ': true , 'shippingCost ': 0})"

}
}

},
{

"GlobalThought ": "Search for yoga pants within budget on Pinduoduo and
Taobao , add to cart , pay , and compare cost -effectiveness .",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 2,
"Description ": "Add the selected yoga pants from Pinduoduo to the

shopping cart",
"Action ": "addToCart({'goodId ': 'PD123456 ', 'quantity ': 1, 'goodName

': 'yoga pants ', 'goodSinglePrice ': 250, 'userContactNumber ':
'13812345678 '})",

"Results ": "addToCart ({'result ': [{'goodId ': 'PD123456 ', 'quantity ':
1, 'goodName ': 'yoga pants '}]})"

}
}

},
{

"GlobalThought ": "Search for yoga pants within budget on Pinduoduo and
Taobao , add to cart , pay , and compare cost -effectiveness .",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 3,
"Description ": "Proceed to pay for the yoga pants from Pinduoduo",
"Action ": "buyGood({'goodId ': 'PD123456 ', 'quantity ': 1, '

pricePerUnit ': 250, 'shippingCost ': 0, 'totalPrice ': 250, '
contactNumber ': '13812345678 ' , 'address ': 'Room 1202, Building
5, No. 88 Haier Road , Laoshan District , Qingdao ', 'paymentMethod
': 'Alipay '})",

"Results ": "buyGood({'status ': 'success ', 'goodId ': 'PD123456 ', '
quantity ': 1, 'pricePerUnit ': 250, 'promoCode ': '', '
shippingCost ': 0, 'finalPrice ': 250, 'platform ': 'Pinduoduo ', '
paymentMethod ': 'Alipay ', 'contactNumber ': '13812345678 ' , '
address ': 'Room 1202, Building 5, No. 88 Haier Road , Laoshan
District , Qingdao '})"

}
}

},
{

"GlobalThought ": "Search for yoga pants within budget on Pinduoduo and
Taobao , add to cart , pay , and compare cost -effectiveness .",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 4,
"Description ": "Search for yoga pants on Taobao",
"Action ": "searchGoodsOnline ({'goodName ': 'yoga pants ', 'platform ':

'Taobao ', 'maxPrice ': 300, 'sameDayDelivery ': true , '
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freeShipping ': true})",
"Results ": "searchGoodsOnline ({'goodId ': 'TB789101 ', 'goodName ': '

yoga pants ', 'goodCategory ': 'Apparel ', 'singlePrice ': 280, '
platform ': 'Taobao ', 'sameDayDelivery ': true , 'brand ': '
FitnessWearBrand ', 'freeShipping ': true , 'shippingCost ': 0})"

}
}

},
{

"GlobalThought ": "Search for yoga pants within budget on Pinduoduo and
Taobao , add to cart , pay , and compare cost -effectiveness .",

"OrderSteps ": {
"TotalSteps ": 5,
"StepDetail ": {

"StepNumber ": 5,
"Description ": "Compare the cost -effectiveness of yoga pants from

Pinduoduo and Taobao",
"Action ": "compareCostEffectiveness ({'product1Name ': 'yoga pants ', '

product2Name ': 'yoga pants ', 'product1Price ': 250, '
product2Price ': 280, 'product1Rating ': 4.7, 'product2Rating ':
4.6})",

"Results ": "compareCostEffectiveness ({'betterGoodId ': 'PD123456 ', '
betterGoodName ': 'yoga pants ', 'betterGoodPrice ': 250, '
betterGoodRating ': 4.7})"

}
}

}
]� �

Listing 11: Example of planning process.(Shopping-DAG)

Scenario Task
Travel I want to know the weather in Sanya next Friday. Please check the train

tickets to Sanya on that day. Also, check the flight tickets to Sanya on
that day. Reserve my favorite restaurant and my favorite seat at Tianya-
haijiao Square at 9:30 AM. Reserve my favorite hotel room with my
usual request at Yalong Bay Beach at 3:45 PM.

Entertainment I want to know what the weather will be like in Zhuhai City in 7 days.
On that day, what are the scheduled light show activities in Zhuhai City?
If there are tickets available, please book one for me. I also want to
know what the specialties of Zhuhai City are? Finally, 2 hours after
the event ends, help me reserve a restaurant at the Sun and Moon Shell
Theater that serves these specialties.

Shopping Please help me search for a pair of white high heels on my favorite
platform, with a budget of 800 yuan, and it should support returns. Add
this item to the shopping cart. Then pay for this pair of white high heels.
Use the same conditions to search for this item on Suning.com. Please
find out which one has the highest cost-performance ratio among these
two items.

Edu Please help me find the basic entry-level course of the course I am study-
ing on my favorite education platform, Wangyi Cloud Classroom. If
it exists, please register me for it. Then register me for the advanced
comprehensive level course of this course. Also, register me for the ba-
sic entry-level course of this course on Tencent Class. And register me
for the advanced comprehensive level course of this course on Tencent
Class. Finally, what courses have been registered in total.
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Scenario Task
Health First, use the ExerciseDB tool to calculate my body mass index BMI.

Then, based on the BMI results, use the NutritionCalculator tool to
provide personalized diet and exercise recommendations. Next, use the
ExerciseDB tool to determine my daily nutritional needs. Finally, use
the ExerciseDB tool to provide targeted exercise advice for my health.

Develop How to set up continuous integration with Travis CI, run unit tests and
integration tests, generate detailed test reports, and receive notifications
via Slack when the build succeeds or fails? At the same time, how to use
GitHub for code hosting and version control, and use JIRA for project
management?

Meeting Use Zoom to schedule an online meeting for quarterly financial review
and invite 30 participants. Set the meeting duration to 1.5 hours, enable
the waiting room feature, allow participants to record the meeting, set a
password, limit each participant’s speaking time, and enable automatic
mute. Use Microsoft Teams to send reminder messages, use Trello to
manage meeting tasks, and automatically generate and share meeting
minutes with all participants via Slack using Google Docs after the
meeting.

Calendar Book a training room in Google Calendar for an employee workshop,
send meeting invitations via Microsoft Teams, synchronize the meet-
ing time to Outlook Calendar, send reminders via Slack, and test the
connection using Zoom one hour before the meeting starts.

Game How to purchase my favorite game StarCraft on Nintendo eShop, ensur-
ing that the account balance is sufficient or using my most commonly
used payment method? If the balance is insufficient, how to recharge? If
the recharge fails, what other payment methods can be used?

Diet Can I use UberEats to find nearby restaurants based on rating 4.8, re-
views, and cuisine category spicy hot pot set, add my favorite dish roast
duck to my wishlist, verify the restaurant location with Google Maps,
complete payment via PayPal, set a pickup time reminder at 6:00 PM
with Google Calendar, and update payment methods and preferences in
my user profile?

Table 10: Task cases in different scenarios.
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