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Abstract

Building upon advancements in Large Lan-
guage Models (LLMs), the field of audio pro-
cessing has seen increased interest in training
speech generation tasks with discrete speech
token sequences. However, directly discretiz-
ing speech by neural audio codecs often results
in sequences that fundamentally differ from
text sequences. Unlike text, where text token
sequences are deterministic, discrete speech to-
kens can exhibit significant variability based on
contextual factors, while still producing percep-
tually identical audio segments. We refer to this
phenomenon as Discrete Representation In-
consistency (DRI). This inconsistency can lead
to a single speech segment being represented
by multiple divergent sequences, which creates
confusion in neural codec language models and
results in poor generated speech. In this paper,
we quantitatively analyze the DRI phenomenon
within popular audio tokenizers such as En-
Codec. Our approach effectively mitigates the
DRI phenomenon of the neural audio codec.
Furthermore, extensive experiments on the neu-
ral codec language model over LibriTTS and
large-scale MLS dataset (44,000 hours) demon-
strate the effectiveness and generality of our
method. The demo of audio samples is avail-
able online !.

1 Introduction

Recently, speech Large Language Models
(LLMs) (Zhan et al., 2024; Anastassiou et al.,
2024; Du et al., 2024b) have demonstrated sig-
nificant strides in generating high-quality speech,
largely due to the contributions of neural audio
codecs in high-fidelity audio reconstruction (Zeghi-
dour et al., 2021; Défossez et al., 2022; Yang et al.,
2023). The neural codec language model (Wang
et al., 2023; Yang et al., 2024; Zhang et al., 2024)
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employs the neural audio codec as the audio
tokenizer to quantize continuous audio signals
into discrete tokens, and it can generate discrete
tokens autoregressively (Zhang et al., 2023a; Yang
et al., 2024), and then detokenize them back to
audio signals by the neural audio codec. Despite
the advantages of autoregressive modeling can
assist those works to achieve better zero-shot
performance and naturalness, the synthesized
speech frequently yields higher Word Error Rate
(WER) due to the issue of instability in discrete
token generation (Song et al., 2024; Xin et al.,
2024; Du et al., 2024a).

The discrete sequence of text is context-
independent. In contrast, acoustic discrete repre-
sentations are encoded by integrating the contex-
tual information. The advantage of this approach is
that discrete speech tokens consider a larger recep-
tive field of information, thus achieving a higher
compression ratio of information. However, the
drawback is that the representation itself becomes
more fragile, sensitive, and easily affected by mi-
nor signal changes, leading to drastic drifts in the
entire sequence as demonstrated in Figure 1.

The previous work (Yang et al., 2024) has no-
ticed that audio segments containing the same
sound events aren’t encoded into completely con-
sistent discrete acoustic tokens by the neural audio
codec. In this paper, we call this phenomenon Dis-
crete Representation Inconsistency (DRI), and
further dig into the problem with Vector Quantiza-
tion (VQ) (Défossez et al., 2022) based acoustic
tokens due to its popularity as an audio tokenizer
and its high-quality reconstruction capabilities. We
compare the consistency of the discrete sequences
of audio segments with and without context on
a large amount of audio. Our quantitative analy-
ses reveal that the existing audio tokenizers suffer
from low consistency. In particular, we find that
for Residual Vector Quantization (RVQ) (Défos-
sez et al., 2022) approaches, consistency declines
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Figure 1: Discrete Representation Inconsistency (DRI) phenomenon. Subfigure (a) shows that text, whether it
includes contextual information or not, can be encoded by the text tokenizer into identical text tokens. In contrast,
Subfigure (b) illustrates that audio, with or without contextual information, is encoded by the audio tokenizer
into different speech tokens. The DRI phenomenon within the audio tokenizer poses a many-to-one mapping
problem, and the complexity of this many-to-one mapping raises the uncertainty for neural codec language models

in predicting the next token.

significantly with deeper layers of codebooks.

Although audio with or without contextual audio
is encoded into different discrete speech token se-
quences, both sequences can be used to reconstruct
the original audio information, which leads to a
many-to-one mapping problem that becomes more
complex as the sequence length increases. This
complexity results in increased uncertainty for neu-
ral codec language models in predicting the next
token.

To resolve the many-to-one problem while main-
taining speech reconstruction quality, we introduce
the slice-consistency method, wherein a segment
of audio is randomly sliced, and the encoded rep-
resentation from this sliced segment is required
to closely approximate the corresponding repre-
sentation obtained from the entire audio. In addi-
tion, in order to further alleviate the issue of many-
to-one mapping, we propose the perturbation-
consistency method, whereby the representation
of an audio and its representation after applying
slight spectral perturbation should closely align.
Our contributions are summarized as below:

* We shed light on the Discrete Representation
Inconsistency (DRI) phenomenon and con-
duct quantitative analyses for various neural
audio codecs. We find that the existing speech
tokenizers suffer from low consistency.

* Inspired by our analyses, we propose two
methods, the slice-consistency method and the
perturbation-consistency method, to enhance
the consistency of the neural audio codec from
two particular perspectives and mitigate the
many-to-one problem.

* Experiments show that our method achieves
an average consistency improvement of
21.47%, 29.17%, and 36.29% in the first layer,
the first 3 layers, and the first 8 layers, respec-
tively. Additionally, we conduct extensive ex-
periments on VALL-E on the LibriTTS dataset
(960 hours) and further expand the training
dataset to the large-scale MLS dataset (44,000
hours), resulting in 1.98% WER reduction and
5.52% speaker similarity improvement. These
findings confirm that enhancing consistency
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leads to improved performance.

2 Analysis on consistency of neural audio
codecs

In this section, we extract discrete speech tokens
from speech segments with and without context
using popular neural audio codecs (Défossez et al.,
2022; Yang et al., 2023; Zhang et al., 2023b; Du
et al., 2024c; Kumar et al., 2024; Ju et al., 2024) to
analyze the DRI phenomenon. First, we introduce
the overall experiment design. Then we propose
using consistency accuracy as an evaluation met-
ric to conduct quantitative analyses. Finally, we
analyze the results and discuss the potential impli-
cations of the DRI phenomenon.

2.1 Experimental Design On DRI
Phenomenon

Recent advancements on neural audio codecs have
adopted an encoder-decoder architecture combined
with the RVQ module to effectively compress
continuous audio signals into discrete speech to-
kens (Défossez et al., 2022; Yang et al., 2023;
Zhang et al., 2023b; Du et al., 2024¢; Kumar et al.,
2024; Ju et al., 2024), which is typically composed
of 3 components: (1) An encoder, composed of con-
volutional layers to capture contextual information,
maps the audio signal into a latent representation
Z. (2) An RVQ module contains N quantization
layers to quantize the latent representation Z into
the discrete speech tokens at each time step. (3) A
decoder reconstructs the quantized latent represen-
tation back to the audio signal.

To analyze the DRI phenomenon, we use pop-
ular neural audio codecs (Défossez et al., 2022;
Yang et al., 2023; Zhang et al., 2023b; Du et al.,
2024c; Kumar et al., 2024; Ju et al., 2024) as au-
dio tokenizers to quantize both the entire audio
and an audio segment within that audio, and then
compare the results of their corresponding discrete
speech tokens. Obviously, these two audio seg-
ments are exactly identical with the only difference
being whether there is context, and we expect that
both discrete speech tokens should be identical af-
ter quantization. But the encoders in current neural
audio codecs introduce the contextual information
that gives rise to the DRI phenomenon, leading
to both discrete speech token sequences showing
significant differences.

2.2 Consistency Accuracy

To quantitatively analyze the degree of the DRI phe-
nomenon in neural audio codecs, we propose using
consistency accuracy as an evaluation metric:

11
ACCconsistency = Tﬁ Z Z

IRVQ(Z"*)[t, i] = RVQ(Z)[t, 1)),
ey
where Z is the latent representation of the orig-
inal audio after encoding by the encoder, and N
represents the number of codebooks in the RVQ
module. We randomly extract an audio segment of
length T" from the original audio, and encode it by
the encoder to obtain Z*1ic¢,

2.3 Results And Analysis

Audio tokenizer vs. text tokenizer. As shown
in Figure 1 (a), regardless of whether the context
is included, the same text is tokenized into the
same text tokens, indicating that the text tokenizer
is context-independent. In contrast, Figure 1 (b)
demonstrates that using a neural audio codec as the
audio tokenizer produces different discrete speech
token sequences for identical audio segments. Al-
though it is difficult for human auditory perception
to distinguish the reconstructed audio from both
sequences, the many-to-one mapping caused by
the DRI phenomenon still increases the difficulty
for model training, leading to a decline in speech
reconstruction and generation performance.

The results of consistency accuracy. To quanti-
tatively analyze the DRI phenomenon, we calculate
the consistency accuracy for popular neural audio
codecs under different layers and slice lengths. The
results are shown in Figure 2 and the low consis-
tency accuracy reveals that the DRI phenomenon
is present in the current neural audio codecs (Dé-
fossez et al., 2022; Yang et al., 2023; Zhang et al.,
2023b; Du et al., 2024c; Kumar et al., 2024; Ju
et al., 2024). Furthermore, we find that with deeper
layers of codebooks, neural audio codecs demon-
strate lower consistency. This may be attributed
to the fact that speech tokens in shallow layers ex-
hibit a high alignment with context-independent
semantic information, resulting in better consis-
tency. In contrast, deeper layers focus on more
fragile and sensitive acoustic information that can
easily change due to minor perturbations, leading
to a decrease in consistency accuracy (Zhang et al.,
2023b).
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Figure 2: Results of consistency accuracy for popular neural audio codecs under different layers and slice lengths.
Subfigure (a), (b) and (c) shows slice lengths across 0.2s, 0.3s and 0.4s, respectively, and all of them exhibit similar
conclusions that consistency accuracy declines significantly in the deeper layers of codebooks, indicating that the
DRI phenomenon becomes more pronounced with layers in neural audio codecs increasing.

The potential implications of the DRI phe-
nomenon. There are many minor perturbations that
can cause the DRI phenomenon, such as contex-
tual information and phase perturbation (Lee et al.,
2023) that do not alter the auditory perception of
the reconstructed audio but can lead to changes
in the discrete speech token sequences, which can
greatly confuse models. Especially when neural
codec language models need to predict different
speech tokens due to the DRI phenomenon, this
confusion can cause the predicted probability dis-
tributions of the next token to converge towards
uniformity, resulting in inaccurate predictions and
negatively impacting overall performance. There-
fore, it is necessary to ease the many-to-one map-
ping problem to improve the consistency of neural
audio codecs, which in turn enhances the perfor-
mance of downstream speech generation.

3 Method

According to the analysis in Section 2, we can
draw a conclusion that an ideal neural audio
codec should balance the trade-offs between high
audio reconstruction quality and addressing the
many-to-one problem. To achieve this objective,
we introduce two consistency constraint methods:
the slice-consistency method and perturbation-
consistency method, which enhance the consis-
tency of the neural audio codec from two particular
perspectives. Since these methods can be integrated
into any neural audio codec, we demonstrate their
application using a neural audio codec based on

RVQ which utilizes an encoder to transform the
audio signal into the latent representation Z and re-
constructs the waveform from the quantized latent
representation.

3.1 Consistency Constraint Methods

Slice-consistency requests that audio segments
with and without context should be encoded into
consistent latent representations. To achieve this
object, as shown in Figure 3, we slice a segment of
audio from the original audio, and then encode it
using the encoder in the neural audio codec to ob-
tain the latent representation Z*1. Compared with
the latent representation Z from the entire audio,
Zstiee i5 not influenced by contextual information.
To reduce the influence of context on the latent rep-
resentation Z, we use Mean Squared Error (MSE)
as a constraint to enhance the consistency between
Zslce and the corresponding latent representation
in Z:

T
R l slice
Latce = ;MSE(Z t], Z[t]). ()

As analyzed in Appendix A.1 about the recep-
tive field, the convolutional layers in the encoder
of neural audio codecs introduce contextual infor-
mation, leading to identical audio segments being
tokenized into different discrete speech token se-
quences. It is clear that reducing the kernel size
of the convolutional layers in the encoder can en-
hance consistency, but this can also result in a de-
cline in both reconstruction efficiency and quality.
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Figure 3: The overview of the proposed consistency constraint method. For the slice-consistency method, a segment
of audio is randomly sliced, and its encoded representation must closely match the representation derived from the
entire audio. For the perturbation-consistency method, the representation of an audio and its representation after

slight spectral perturbation should be closely aligned.

Therefore, applying the slice-consistency method
is necessary to maintain the original receptive field
while enabling models to balance the trade-offs be-
tween audio reconstruction quality and alleviating
the DRI phenomenon.
Perturbation-Consistency refers to the latent
representations of audio, which should remain con-
sistent before and after being applied imperceptible
perturbations to human ears. Specifically, as shown
in Figure 3, we slightly adjust the phase of the
the original audio without significantly altering the
waveform structure, and encode it using the en-
coder in the neural audio codec to obtain the latent
representation ZPe°ePion Since human ears have a
limited ability to directly perceive phase changes,
we hope that the robustness of the model can also
eliminate inconsistency caused by such slight per-
turbations. Therefore, we utilize MSE to maintain
consistency of both latent representations with and
without phase perturbation (Lee et al., 2023):

Lperception = MSE(ZPereeption 7y = (3)

It is evident that the perturbation-consistency
method differs from audio-based data augmenta-
tion methods. Data augmentation methods such
as SpecAugment (Park et al., 2019) and environ-
ment noise (Snyder et al., 2015) significantly alter
the original audio to create new audio. The newly
generated audio has a considerable difference in
perception compared to the original audio, which
aims to expand the training data and increase the
robustness of models. In contrast, the perception-
consistency method requires that changes to audio
should be imperceptible to human ears to avoid se-
vere perturbations that disrupt the audio reconstruc-

tion quality. Since the phase is difficult to be per-
ceived by human, we apply phase perturbation (Lee
et al., 2023) as a slight perturbation method, which
can enhance the perturbation-consistency without
expanding the training data.

3.2 Implementation Details

In order to satisfy both methods and enhance
training efficiency, we align the latent represen-
tation ZP€TeePtion obtained by the slice-consistency
method and the latent representation ZPerception
obtained by the perturbation-consistency method:

T
1 . .
ﬁconsistency = T Z MSE(Zshce [t], zperception [t])

t=1

4)
By introducing consistency constraint Lconsistency »
our method can be applied to any neural audio
codec and we build our method on RVQ-GAN
framework (Kumar et al., 2024) that also includes
reconstruction 1oss L,¢c, adversarial loss L,q,, fea-
ture matching loss Ly, and commit loss Lrq:

L= Erec + >\adv£adv + )\fm»cfm+ (5)

)\rvqﬁrvq + )\conﬁconsistency-
4 Experiment Setting

4.1 Experimental Configuration

Datasets. We train the neural audio codec and
neural codec language model using LibriTTS (Zen
et al., 2019) (960 hours), validating performance
with a subset of its test set for speech reconstruc-
tion and generation. To assess data scaling, we
expand the training data to 44,000 hours by adding
MLS (Pratap et al., 2020) for both tasks.
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Table 1: The speech reconstruction results on LibriTTS test set. Bold means the best result, and underline means
the second-best result. Ours denotes the neural audio codec with consistency constraint. The subscripts of the

neural audio codecs denote the training data scale.

Neural . Sampling Number of . First 3 Layers’ .

Audio Codec ‘ Bandwidth Rate Codebooks Consistency? Consistency T VISQOLT  PESQT

4.5 kbps 6 47.43% 61.49% 425 241

EnCodecag90n 6.0kbps  24kHz 8 40.46% 61.49% 435 2.73

8.25 kbps 11 32.77% 61.49% 4.44 3.02

HiFiCodeci12o, | 3.0kbps  24kHz 4 | 40.77% 46.92% 4.32 276

SpeechTokenizerggo, | 4.0kbps — 16kHz 8 | 14.70% 26.91% 4.36 2.62

DACa740n | 40kbps  16kHz 8 | 39.14% 48.43% 444 2.68

4.0 kbps 8 6.86% 16.39% 447 3.26

FunCodecgeon ‘ 80kbps  OKHZ 16 ‘ 3.58% 15.49% 457 362

4.0 kbps 8 71.03% 88.82% 4.45 3.25

Oursoeon ‘ 80kbps | OKHZ 16 ‘ 56.32% 90.66% 464 3.59

Training settings. To validate effectiveness of
consistency constraint in speech reconstruction, we
apply it on the RVQ-based neural audio codec (de-
noted as Ours, reproduced by FunCodec (Du et al.,
2024c)) that uses the Adam optimizer (Diederik,
2014), with an initial learning rate of 3e-4 and beta
parameters set to (0.5, 0.9), to train for 350,000 it-
erations. All audio samples are truncated to a fixed
length of 1.28 seconds and resampled to 16 kHz
with the batch size of 384. In the loss function 5,
the weights are set as A\yq, = 0.11, Ay, = 11.11,
Arog = 1.0, and Ao, = 10.0 when consistency
constraint is applied.

To validate our method’s effectiveness for down-
stream speech generation, we use our neural audio
codec as the speech tokenizer for VALL-E (Wang
et al., 2023), which predicts the first layer of speech
tokens autoregressively and the remaining tokens
non-autoregressively. The reproduced VALL-E is
trained for 1.3M steps with a batch size of 56, opti-
mized by Adam (Diederik, 2014).

Baseline models. For speech reconstruction, we
use the official open-source checkpoints from En-
Codec (Défossez et al., 2022), HiFiCodec (Yang
et al.,, 2023), SpeechTokenizer (Zhang et al.,
2023b), DAC (Kumar et al., 2024), and Fun-
Codec (Du et al., 2024c¢) as baseline models. To
ensure fair comparison, we set the bandwidth of
different neural audio codecs closely to 4.0 kbps or
8.0 kbps.

For speech generation, we validate our method
on the zero-shot text-to-speech (TTS) task, which
is a representative application of speech generation.
We employ various neural codec language models
as baselines, including SpeechGPT (Zhang et al.,

2023a), SpeechTokenizer-based USLM (Zhang
et al., 2023b), AnyGPT (Zhan et al., 2024), Voice-
Craft (Peng et al., 2024) and XTTS v2 (Casanova
et al., 2024).

4.2 Evaluation Metrics

4.2.1 Evaluation of Speech Reconstruction

We measure the DRI phenomenon using consis-
tency accuracy across all layers of neural audio
codecs. As the codewords in the initial layers store
most information, their consistency notably im-
pacts the performance of downstream neural codec
language model. Thus, we highlight the consis-
tency accuracy of the first 3 layers. Since the con-
clusions obtained from different lengths are gen-
erally consistent, we set 7' to 0.2. Additionally,
we assess the quality of reconstructed speech using
ViSQOL (Chinen et al., 2020) and PESQ (Rix et al.,
2001), where higher scores indicates better speech
quality.

4.2.2 Evaluation of Speech Generation

Objective evaluation. We use Whisper (Rad-
ford et al., 2023) model to transcribe the gener-
ated speech and calculate the WER. To evaluate
speaker similarity, we firstly use 3D-speaker (Chen
et al., 2024) toolkit to extract speaker embeddings
from the generated speech and reference speech,
and then compute the cosine similarity between
the normalized embeddings. We also employ UT-
MOS (Saeki et al., 2022) as an automatic Mean
Opinion Score (MOS) prediction system to assess
the naturalness of the speech.

Subjective evaluation. We randomly select 50
audio samples from the LibriTTS (Zen et al., 2019)
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Table 2: The speech generation results on LibriTTS test set. Bold means the best result, and underline means the
second-best result. Ours and Ours w/o consistency constraint denote the same neural audio codecs with and
without consistency constraint. The subscripts of the neural codec language models (e.g., 330M, 44 K h) denote the

model size and data scale.

Neural Bandwidth Neural Codec Objective Subjective
Audio Codec Language Model WER| SIM{ UTMOST | MOST SMOST
Ground Truth / \ / | 213 69.72% 415 | 443 423

mHuBERT 0.5kbps | SpeechGPTrax, | 1339 1473% 415 | 3.08  1.63
VoiceCraftssonroxn | 826  51.10%  3.54 3.58 347

EnCodec 22K0PS | ytceCraftsononn | 472 55.78% 373 372 343

Mel VQ-VAE / | XTTS_v2y7xn | 350  60.06% 395 | 358  3.85

. USLMyson 715 56.93%  3.12 307 2.90
SpeechTokenizer 4.0 kbps AnyGPTs7x0 2575  25.66%  3.19 277 2.63
Ours w/o 4.0 kbos VALL-Egg0p, 851  5590%  4.08 373 350
consistency constraint ’ P VALL-Eg4xh 5.11 56.20% 4.12 3.92 3.40
VALL-Eggop, 351 60.97%  4.32 397  3.73

Ours 4.0 kbps VALL-Egyxn 313 6L72% 434 | 402 395

Table 3: Comparison of neural audio codecs’ performance with and without consistency constraint on different

neural codec language models.

Neural Audio Codec ‘ Neural Codec Language Model ‘ WER| SIM{t UTMOS?T
ours w/o consistency constraint UniAudioggop, 5.90 54.20% 391
ours w/ consistency constraint UniAudioggy, 2.39  59.09% 4.15
EnCodec VALL-Eggp, 9.02 51.47% 3.27
EnCodec w/ consistency constraint VALL-Eggp, 5.13  55.59% 3.27

test set to conduct MOS (Chu and Peng, 2006) and
Similarity Mean Opinion Score (SMOS) (Chu and
Peng, 2006) test. MOS assesses the naturalness of
the generated speech, while SMOS measures the
similarity between the generated speech and the
original speaker’s voice.

5 Result

5.1 Speech Reconstruction Results

We evaluate the effectiveness of our method from
the perspectives of consistency and reconstructed
speech quality. First, we compare the consistency
accuracy between the neural audio codec with con-
sistency constraint and baseline models. The re-
sults presented in Table 1 demonstrate that the neu-
ral audio codec based on our method can recon-
struct speech with superior consistency accuracy
compared to baseline models, achieving 71.03%
across all layers at the bandwidth setting of 4.0
kbps and 90.66% across the first 3 layers at the
bandwidth setting of 8.0 kbps. In contrast, the
baseline models suffer from low consistency ac-

curacy, indicating that the same audio segments
are encoded into different discrete speech token
sequences.

We evaluate ViSQOL (Chinen et al., 2020) and
PESQ (Rix et al., 2001) to evaluate the recon-
structed speech quality. The results in Table 1 show
that the ViISQOL (Chinen et al., 2020) of the neu-
ral audio codec based on our method surpasses all
baseline models, achieving the score of 4.64. Addi-
tionally, its PESQ (Rix et al., 2001) is also compa-
rable to that of the baseline models, with only 0.03
lower than the best result. This suggests that our
method can be confidently applied to neural audio
codecs without negatively impacting reconstruction
performance.

5.2 Speech Generation Results

Objective Evaluation. According to Table 2,
we have the following observations: (1) VALL-
E (Wang et al., 2023), which is based on our
method and trained by large-scale MLS (Pratap
et al., 2020) dataset, outperforms all other base-
line models on WER, SIM and UTMOS, indicat-
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Table 4: Ablation study on the slice-consistency method and perturbation-consistency method. In the Slice column,
the percentage (e.g., 20%) represents the proportion of the sliced audio segments to the entire audio. In the
Perturbation column, phase perturb means whether to use perturbation-consistency method.

Neural Audio Codec Neural Codec Language Model
. . . First 3 Layers’ Objective
Slice  Perturbation | Consistency? Consistency? | WER]  SIM?t UTMOST
20%  phase perturb 74.31% 89.77% ‘ 351 60.97% 432
/ phase perturb 6.92% 15.14% 7.03  56.57% 4.13
20% / 73.93% 88.24% 412 59.51% 4.13
/ / 6.31% 14.98% 851  55.90% 4.08
40%  phase perturb 62.53% 83.07% 407  60.17% 4.25
60%  phase perturb 28.70% 57.37% 522 59.74% 4.23

ing that our method can help speech generation
models synthesize speech with better intelligibility,
similarity and naturalness. (2) Compared to the
VALL-E model without the consistency constraint,
our method can help VALL-E achieve significant
improvement in intelligibility and similarity, with
1.98% WER reduction and 5.52% SIM improve-
ment. This indicates that improving the consistency
of the neural audio codec can reduce the complex-
ity of predicting discrete speech tokens and result
in better performance. (3) The results show that
VALL-E (Wang et al., 2023), which is based on our
method and trained by 44,000 hours, shows supe-
rior speech generation results than that trained on
960 hours, illustrating the scalability of our method
across different dataset scales.

Table 3 demonstrates that consistency constraint
improves the quality of speech generation results
across different neural audio codecs and language
models, validating the generality of the proposed
method.

Subjective Evaluation. The results of MOS
and SMOS show similar outcomes to objective
evaluations, indicating that VALL-E (Wang et al.,
2023) based on our method achieves higher speech
quality and speaker similarity. The experiment
results on different codecs and language models
are shown in Table 3.

5.3 Ablation Study

As shown in Table 4, we use the case of slic-
ing the audio at 20% and applying perturbation-
consistency method as a reference, which achieves
the best results in both speech reconstruction
and speech generation. Then we remove the de-
sign of slice-consistency method or perturbation-
consistency method. The drop in all evaluation
metrics demonstrates that both slice-consistency

method and perturbation-consistency method are
beneficial for speech reconstruction and genera-
tion. Finally, we conduct ablation studies on the
proportion of slicing audio segments, and the re-
sults show that the slice percentage of 20% out-
performs the model with the slice percentages of
40% and 60%. This suggests that shorter audio
segments containing less contextual information
can effectively alleviate the contextual dependence
of original audio representation during the align-
ment process, thereby enhancing its consistency
and ultimately leading to better performance in the
downstream speech generation model.

6 Related Work

Discrete speech representations. Discrete speech
representations can be categorized into semantic
and acoustic tokens. Discrete semantic tokens
are extracted from HuBERT (Hsu et al., 2021),
WavLM (Chen et al., 2022), or ASR models like
SenseVoice (SpeechTeam, 2024). K-means (Hsu
et al., 2021) or VQ (Casanova et al., 2024; Liu
et al., 2025) models serve as information bottle-
necks, filtering out paralinguistic information while
retaining semantic information. Discrete acoustic
tokens are encoded by neural audio codecs (Zeghi-
dour et al., 2021; Défossez et al., 2022), preserving
acoustic information and aiming to reconstruct au-
dio.

Audio tokenizers and neural codec language
models. After tokenizing continuous audio sig-
nals into discrete tokens by a neural audio codec,
a neural codec language model can be trained on
these discrete audio tokens. VALL-E (Wang et al.,
2023) employs EnCodec (Défossez et al., 2022) as
audio tokenizers to extract discrete acoustic tokens,
aiming to retain all acoustic information. Voice-
Craft (Peng et al., 2024) rearrange audio tokens
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through an autoregressive way to perform speech
generation and editing tasks. LLM-Codec (Yang
et al., 2024) represents audio tokens with words
or subwords from the vocabulary of LLMs, align-
ing audio modality with text modality. Although
LLM-Codec (Yang et al., 2024) has noticed that
even when audio segments contain the same sound
events, the discrete tokens generated by the audio
tokenizer may still exhibit inconsistency. There-
fore, to address this DRI phenomenon, we propose
the consistency-constraint methods to enhance the
consistency within neural audio codecs, thereby
improving the performance of downstream speech
generation.

7 Conclusion

We conduct a detailed analysis on the consistency
of the discrete audio token sequences, and shed
light on the Discrete Representation Inconsistency
(DRI) phenomenon within the existing neural au-
dio codecs. To mitigate the DRI phenomenon, we
propose slice-consistency method and perturbation-
consistency method. Experimental results indi-
cate that our proposed methods can successfully
increase the consistency of discrete audio token
sequences, thereby enabling the neural codec lan-
guage model based on these audio tokens to en-
hance the quality of generated speech.

Limitations

This paper explores the DRI phenomenon in speech
generation task and proposes consistency constraint
methods. The proposed methods can also be further
validated on image or video tokenizers and may
prove to be useful.
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A Appendix

A.1 Analysis of Inconsistency Caused by
Receptive Field Sizes

Table 5: The parameters of the convolutional layers
and the receptive field size in the neural audio codec’s
encoder.

Strides of
Previous Layers

0

Layer ID | Kernel Size | Stride | Dilation Receptive Field Size

7

T+B-1)x1=9
9+(1—1)x1=9
9+(1-1)x1=9

L7 el | |

[T N B ! |

I U B ! |

I S B L

| 4 | 2] 1 | 1 | 9+@-1x1=12

| 3 | 1] 1] 2 | 1243-1)x2=16

| 1 [ 2 | 16+(1-1)x2=16

| 1 [ S 2 | 16+(1-1)x2=16

| 8 [ . 2 | 16+ (8-1)x2=30
0 | 3 (N T T B 8 | 30+(B-1)x8=46
| 1 (R T T B 8 | 46+ (1—1)x8=46
12 1 (R T T B 8 | 46+ (1—1)x8=46
I S (N N R S 8 | 46+ (10-1) x 8 =118
14| 3 | 1] 1] 40 | 118+ (3-1)x40=198
15 | 1 | 1] 1] 40 | 198+ (1-1) x40 =198
16 | 1 IR 40 | 198+ (1-1)x40=198
17 | 16 | 8 | 1 | 40 | 198+ (16— 1) x 40 = 798
18| 7 [ 320 | 7984 (7 — 1) x 320 = 2718

The size of the receptive field is related to the
number of convolutional layers and pooling layers:

RF; =RF;_1 + (k—1) x S;,

where RF; represents the receptive field size of the
current layer, and RF;_; denotes the receptive field
size of the previous layer. \S; represents the product
of the strides of all previous layers (excluding the
current layer), and is given by:

L;
S; = H stride;.
i=1

As shown in Table 5, a larger receptive field in the
encoder of neural audio codec brings more contex-
tual information. Although this can enhance audio
quality and improve encoding efficiency, it also
leads to a significant decline in consistency and
gives rise to the DRI phenomenon. Therefore, it is
crucial to preserve the original receptive field while
allowing the model to balance the trade-offs be-
tween audio reconstruction quality and addressing
the many-to-one problem.

A.2 Evaluation baselines

SpeechGPT 2 (Zhang et al., 2023a) is a neural
codec language model based on HuBERT (Hsu

https://huggingface.co/fnlp/SpeechGPT-7B-com

et al., 2021) with conversational abilities, capable
of providing various styles of speech responses
based on context and human instructions.

USLM 3 (Zhang et al., 2023b) is built upon
SpeechTokenizer (Zhang et al., 2023b) and consists
of both autoregressive and non-autoregressive mod-
els to hierarchically model information in speech.
The autoregressive model captures the content in-
formation, while the non-autoregressive model
complements it by adding paralinguistic informa-
tion.

AnyGPT * (Zhan et al., 2024) is an any-to-any
multimodal neural codec language model that uti-
lizes discrete representations for various modali-
ties, including speech, text, images, and music. It
also uses SpeechTokenizer (Zhang et al., 2023b) to
quantize speech.

VoiceCraft > © (Peng et al., 2024) is a token-
infilling neural codec language model. It introduces
a token rearrangement procedure that combines
causal masking and delayed stacking to enhance
voice cloning ability.

XTTS v2 7 (Casanova et al., 2024) is a multi-
lingual speech generation model and employs a
VQ-VAE (Van Den Oord et al., 2017) module to
discretize the mel-spectrogram.

A.3 Consistency accuracy of each layer

As shown in Table 6, we provide a detailed display
of the consistency accuracy at each layer for all
neural audio codecs, and the accuracy of the neural
audio codec with consistency constraint surpasses
that of the baseline models at every layer. Specifi-
cally, compared to EnCodec (Défossez et al., 2022),
our method has shown an average consistency im-
provement of 21.47%, 29.17%, and 36.29% in the
first layer, the first 3 layers, and the first 8 layers,
respectively. We can observe that consistency ac-
curacy significantly decreases as the number of
layers increases, particularly in baseline models.
This may suggest that the semantic information
in the shallow layers of codebooks is more rel-
evant to context-independent text, which results
in higher consistency accuracy. In contrast, the
acoustic information in the deeper layers is more
fragile and sensitive, making it more influenced by

3https://huggingface.co/fnlp/USLM
*https://huggingface.co/fnlp/AnyGPT-chat
Shttps://huggingface.co/pypl1/VoiceCraft_
giga33oM
https://huggingface.co/pypl/VoiceCraft_830M_
TTSEnhanced
"https://huggingface.co/coqui/XTTS-v2
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Table 6: Detailed results of consistency accuracy of each layer in neural audio codecs. Ours denotes the neural

audio codec with consistency constraint.

Every Layer’s Consistency

Neural Audio Codec 1 ) 3 4 5 6 7 ]
EnCodec 74.66% 61.20% 48.62% 41.30% 32.47% 26.30% 21.25% 17.89%

HiFiCodec 61.87% 55.73% 23.15% 22.34% / / / /
SpeechTokenizer | 41.52% 23.13% 16.09% 11.64% 859% 621% 5.08% 5.31%
DAC 63.44% 46.17% 36.88% 32.77% 33.75% 34.92% 34.26% 30.90%
FunCodec 29.34% 10.12% 7.03% 4.10% 2.54% 1.02% 0.78%  0.59%
Ours 96.13% 91.09% 84.77% 79.57% 73.44% 68.71% 63.13% 57.19%

Consistency Accuracy vs WER

5.0 4
—8— WER

4.6

Word Error Rate (WER)

10 20 30 40 50 60 70 80
Consistency Accuracy

Figure 4: The impact of neural audio codec’s consis-
tency accuracy on the downstream VALL-E’s WER.
The plot demonstrates a clear trend where increasing
consistency leads to lower WER.

context (Zhang et al., 2023b). This could create
challenges for downstream neural codec language
models when predicting audio tokens from these
deeper layers.

A.4 Correlation between Consistency
accuracy and WER

As shown in Figure 4, there is a positive correlation
between consistency accuracy and WER improve-
ment. Specifically, as the consistency accuracy
increases, the WER correspondingly decreases.

A.5 The other alternatives of
perturbation-consistency methods

The core objective of the perturbation-consistency
method is to constrain the consistency of speech
tokens via imperceptible perturbations that pre-
serve auditory perception. There are other pertur-
bation methods, such as white noise, background
noise, reverberation, and different audio quantiza-
tion techniques. Essentially, these methods fall into

the category of data augmentation, aiming to en-
hance the model’s stability by generating more data.
However, these perturbation methods can signifi-
cantly modify the original audio, leading to obvious
changes in auditory perception. Our neural audio
codec is a lightweight model with approximately
66M parameters, and it has difficulty handling such
changes. In our early experiments, we selected
1,000 audio samples to validate other perturbation
methods like white noise. As shown in Table 7,
after using other perturbation methods, both the
quality of the reconstructed speech and the consis-
tency have decreased.

Table 7: Results of different perturbation-consistency
methods.

Perturbation . Consistency T
Method ‘ VISQOLT ‘ PESQT ‘ (All/ First 3 Layers)
/ 447 3.26 6.94% / 15.49%
Phase Perturbation 4.46 3.26 7.03% /16.20%
White Noise 4.26 3.17 4.37% / 14.62%
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