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Abstract
This paper presents the Esethu Framework,
a sustainable data curation framework specif-
ically designed to empower local communi-
ties and ensure equitable benefit-sharing from
their linguistic resource. This framework
is supported by the Esethu license, a novel
community-centric data license. As a proof of
concept, we introduce the Vuk’uzenzele isiX-
hosa Speech Dataset (ViXSD), an open-source
corpus developed under the Esethu Frame-
work and License. The dataset, containing
read speech from native isiXhosa speakers en-
riched with demographic and linguistic meta-
data, demonstrates how community-driven li-
censing and curation principles can bridge re-
source gaps in automatic speech recognition
(ASR) for African languages while safeguard-
ing the interests of data creators. We describe
the framework guiding dataset development,
outline the Esethu license provisions, present
the methodology for ViXSD, and present ASR
experiments validating ViXSD’s usability in
building and refining voice-driven applications
for isiXhosa.

1 Introduction

The advancement of automatic speech recognition
(ASR) systems has been underpinned by the avail-
ability of robust, high-quality speech data (Reit-
maier et al., 2022; Shah et al., 2024; Naminas,
2025). Over the past decade, an increasing number
of such datasets have been released, spanning vari-
ous languages, recording conditions and speaking
styles (Solberg and Ortiz, 2022; Yang et al., 2022;
Chung et al., 2017; Cífka et al., 2023; Olatunji et al.,
2023a). Such diversity ensures that ASR systems
are robust, fair, and effective for all members of a
speech community. However, many low-resourced
languages remain under served, leaving large com-
munities without voice-driven technologies. In ad-
dition, data collection from these communities can
often be exploitative, as current licenses do not en-
sure participants fairly benefit from the resources

Figure 1: Comparison between publicly available ASR
data in hours for various African languages. isiXhosa
falls below the trend line, indicating a shortage in pub-
licly available ASR data.

they help create (Dearden and Tucker, 2015; Did-
dee et al., 2022). This underscores the need for
more equitable and sustainable dataset creation and
governance approaches.

In this paper, we present the Esethu Framework,
a pioneering data governance approach that funda-
mentally reimagines how low-resource language
datasets are created, curated, and sustained. At its
core, the framework introduces a novel economic
model where licensing revenue is systematically
reinvested into dataset expansion, ensuring contin-
uous growth while directly benefiting the commu-
nities that create the data. This is supported by
the Esethu License, a first-of-its-kind community-
centric licensing scheme that maintains community
agency over data assets while enabling broad re-
search access and creating clear pathways for eth-
ical commercialization. In particular, indigenous
low-resourced African language speakers stand to
benefit most immediately.

As a proof-of-concept, we develop and re-
lease the Vuk’uzenzele isiXhosa Speech Dataset
(ViXSD). This dataset seeks to build inclusivity
for the isiXhosa people and features diverse speak-
ers, covering different genders, accents and back-
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grounds while demonstrating a crucial sustainable
framework to ensure its growth. We detail the data
creation process and framework as well as licens-
ing with the aim of empowering researchers and
developers, particularly in low-resource language
settings, to create and refine ASR datasets and mod-
els.

We focus on isiXhosa, a Bantu language spo-
ken by more than 9 million people in South Africa,
as it epitomizes the low-resource gap (Roux and
Visagie, 2007). As shown in Figure 1, isiXhosa is
notably underserved, only providing approximately
61 hours of speech data despite its sizable popu-
lation, which positions it below the comparative
trend line for African languages. Moreover, exist-
ing datasets for under-resourced languages rarely
offer continual economic benefits to the communi-
ties that supply the data. This situation highlights
the importance of holistically addressing both data
scarcity and community empowerment (Le Ferrand
et al., 2022; Nekoto et al., 2022a, 2020).

Our contributions can be summarised as as:

1. We present a sustainable community-driven
data curation framework that is geared for fur-
ther creation of low-resource data and the em-
powerment of community members.

2. We introduce a novel licensing scheme that
allows communities to have agency over
their data, ensuring they retain economic and
decision-making benefits.

3. We release an isiXhosa speech dataset, under
the license in question, with extensive meta-
data of speakers and their backgrounds and
include a validation experiment to ensure the
data was effective for training.

2 Related Work

The growing demand for speech datasets in un-
derrepresented languages has driven various re-
source creation efforts. This section reviews no-
table community-centered initiatives and African
speech datasets, with a critical lens on their limita-
tions regarding sustained community involvement
and ethical licensing.

Multiple projects have aimed to address resource
gaps in African languages through community in-
volvement. Nekoto et al. (2022b) introduced the
Oshiwambo data set project, which created more
than 5000 sentences in the Oshindonga dialect

along with their English translations. This par-
ticipatory and cost-effective approach highlighted
the potential for collaborative resource creation in
underrepresented African languages, but they were
not able to release the dataset due to the absence
of an African-centered data license that would ben-
efit the data creators (Aubra Anthony, Lakshmee
Sharma, and Elina Noor, 2024). This highlights the
persistent tension between open data dissemination
and ethical stewardship of community-generated
content. Similarly, AfroDigit presented the first
audio digit dataset in 38 African languages en-
abling speech recognition applications such as tele-
phone and street number recognition (Emezue et al.,
2023). BibleTTS provides 86 hours of high-fidelity
Bible recordings in 10 African languages (Meyer
et al., 2022), and AfricanVoices focuses on col-
lecting high-quality speech datasets for African
languages while also providing speech synthesiz-
ers (Ogun et al., 2024). AfriSpeech-200 extends
these efforts by providing a 200-hour pan-African
speech corpus for English-accented ASR in the clin-
ical and general domains (Olatunji et al., 2023b).
Meanwhile, Kencorpus features 5.6 million words
and 177 hours of speech of 3 Kenyan languages;
Swahili, Dholuo, and Luhya (Wanjawa et al., 2022).
These datasets mark significant progress in re-
source availability, but remain top-down in struc-
ture, often lacking mechanisms for community gov-
ernance and equitable attribution.

Several datasets have been developed to increase
ASR resources specific to isiXhosa. Louw et al.
(2001) collected a spontaneous monolingual corpus
of isiXhosa and five other South African languages.
This data, sourced from first-language speakers via
an annotated telephone-based database. Although
this work demonstrated the potential of African lan-
guage resources, its scale and scope were limited.
Ström (2018) captured linguistic diversity of isiX-
hosa by emphasizing the importance of including
regional accents and tonal variations. Lastly, Van
Der Westhuizen and Niesler (2017) curated a mul-
tilingual dataset of four South African languages,
including isiXhosa, in a code-mixed setting with
English. This resource advanced acoustic model-
ing and multilingual ASR systems (Biswas et al.,
2020), demonstrating the potential of code-mixed
datasets. However, its scope remained task-specific,
limiting its utility for downstream applications.

In summary, while these initiatives demonstrate
promising approaches to resource creation, they
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often fall short in embedding ethical, inclusive and
sustainable models of community participation. Fu-
ture work must prioritize not only linguistic cov-
erage but also frameworks for ethical licensing,
co-ownership, and long-term benefit sharing with
the communities that contribute their languages.

3 The Esethu Framework

We define a community-driven dataset curation
framework, illustrated in Figure 2 to ensure rein-
vestment of language resources. This framework
aims to address the challenges of limited data avail-
ability for low-resource languages by ensuring that
the ownership and licensing of datasets remains
with the native-speaking communities. The frame-
work is supported by the development of a novel
license, which aims to prevent external exploita-
tion and ensures that speakers retain ownership
over how their language is commercialized. This
decentralized control is particularly crucial for lan-
guages that have been historically marginalized, as
it gives communities the agency to manage how
their cultural and linguistic data is used, foster-
ing ownership and responsibility toward language
preservation.

Sustainable
Framework

Step 1:
Dataset Curation

 
 Local linguists and

data curation teams 

Step 2:
Dataset Creation

 
Native speakers

contributing data  

Step 4:
Dataset Release
with Sustainable

License

Step 3:
Dataset License

Community representatives
ensuring fair benefit

distribution  

Step 5:
Research &

Commercial Use
Academic Researchers,

African AI and
Tech Companies

 

Step 6:
Fees Received

Non-African commercial
entities paying licensing

fees  

Figure 2: Sustainable community-driven dataset cura-
tion framework.

As more communities adopt this framework, it
enables the creation of a diverse set of datasets, en-
suring that low-resource languages gain greater vis-
ibility and accessibility. Sustainability is achieved
by reinvesting the fees associated with data licens-
ing back into the community. This reinvestment

Figure 3: Dataset growth trajectory over twelve months,
showing key milestones in speaker acquisition and tran-
scriber employment. The growth is driven by a reinvest-
ment model based on licensing revenue.

strategy creates a self-sustaining ecosystem where
financial resources fuel continuous improvement,
data curation, and research initiatives.

To address the sustainability challenge in low-
resource language dataset development, we provide
a projection of the proposed reinvestment process
that demonstrates scalability potential. Figure 3
illustrates the dataset potential growth approach,
where monthly licensing revenue—initialized at
1% of initial dataset creation costs, set with a quar-
terly growth rate strategy of 20%—is strategically
reinvested into dataset expansion. This recursive
investment mechanism yields substantial returns,
potentially expanding the initial dataset from 10
hours to 893 hours over a twelve-month period.
The efficacy is evident at three junctures: the initial
milestone of 100 speakers (April), enabling the em-
ployment of one full-time transcriber; a subsequent
expansion to 300 speakers (July) supporting two
transcribers; and a final scale-up to 700 speakers
facilitating a potential 4 full-time transcription po-
sitions. This progression not only demonstrates
the process’s potential financial viability but also
its tangible impact on local language communities
through sustained employment opportunities. The
exponential growth trajectory (approximately 50-
fold increase in dataset size) suggests that such
a self-sustaining approach could significantly ac-
celerate resource development for traditionally un-
derserved languages while simultaneously creating
stable employment within the target language com-
munity.

3.1 Licensing

Datasets are typically released under a range of
licenses, chosen based on their intended use, appli-
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cable restrictions, and the goals of their creators.
However, existing licensing frameworks do not
adequately meet the unique requirements of this
dataset, prompting the development of a custom
licensing solution.

Open and Permissive Licenses: Licenses like
the Apache and MIT Licenses are permissive but of-
fer no protection against violations of external laws
or third-party rights. In contrast, Creative Com-
mons licenses impose specific conditions, such as
the CC BY license, which requires attribution, and
the CC0 license, which places data in the public
domain. These licenses aim to promote open in-
novation by reducing legal barriers and have been
successful in enabling both commercial and non-
commercial use.

A significant limitation of these types of licenses
lies in their underlying assumption that all users
accessing the data possess relatively equal levels
of agency. Although open access frameworks are
intended to facilitate innovation by enabling access
and reuse opportunities, the actual realisation of
these opportunities is heavily dependent on user
access to infrastructure, funding, and related re-
sources. Furthermore, these licenses do not address
the broader mechanisms of power that influence
who can effectively utilize the data, thereby perpet-
uating inequalities despite their ostensibly inclusive
design.

Proprietary Licenses: At the opposite end
of the openness spectrum are closed proprietary
datasets, which often require specific permissions
or payments for use. Such licensing frameworks
are typically used to serve particular motivations,
including the need for control, monetization, or the
protection of intellectual property. However, pro-
prietary datasets are frequently criticized for their
restrictive licensing terms and associated ethical
concerns. These concerns include the potential ex-
ploitation of public data and violations of privacy,
particularly given the lack of transparency regard-
ing the contents of these datasets. The proprietary
nature of such data prevents external validation, fur-
ther exacerbating issues related to accountability
and trust.

Alternative Governance Models: Community-
owned corporations and co-operatives promote eth-
ical commercialization of data, provided that rein-
vestment mandates exist in their founding docu-
ments. However, these models often restrict open
access, limiting academic usage unless further pro-

visions are made; or require substantial legal, fi-
nancial, and administrative overhead to set up and
maintain, which may be prohibitive for many low-
resource language communities. Beyond coopera-
tives, other governance models include data trusts,
where data is held and managed by a trustee on
behalf of a defined group of beneficiaries, in this
case, language communities. While they offer a
clear fiduciary duty to the community, establishing
a data trust involves complex legal frameworks and
may lack flexibility for dynamic participation over
time.

The Esethu License: Datasets governed by both
open and proprietary licenses are utilized by com-
mercial entities for capital gain. However, it re-
mains evident that those best positioned to capi-
talize on these datasets are often separated from
those constrained by infrastructure and resource
limitations, thereby reinforcing power imbalances
and exacerbating global inequalities.

In the African context, access to these resources
is severely limited, prompting the question of
whether releasing African language datasets un-
der traditional open or proprietary licenses gen-
uinely supports the African language technology
ecosystem. Releasing these datasets under open
licenses exposes the African NLP ecosystem to ex-
ternal players–often non-African entities–that are
better equipped with resources. Conversely, pro-
prietary licensing may restrict the dissemination of
opportunities within the African NLP ecosystem,
especially if datasets are behind paywalls.

The dataset presented in this paper was devel-
oped with an ethical approach to data licensing
as a central consideration in the release process.
The creators of the dataset are committed to en-
suring that the primary beneficiaries of the dataset
are: (a) the contributors, in this case, the isiXhosa
community, and (b) the broader African language
technology ecosystem, for which no existing licens-
ing have adequately met the needs. As a result, a
new licensing model was devised to address these
gaps.

Inspired by initiatives such as the Nwulite Obodo
Data Licenses (Chijioke Okorie, Melisa Omino,
Christiaan Lombard, Caroline Muchiri Wanjiru,
Takudzwa Matekwe, Vukosi Marivate, 2024) and
the Kaitiakitanga Māori Data Sovereignty Licenses
(Taiuru, Karaitiana), we have developed a novel
license for this dataset. This license consists of two
components: a commercial license and an open
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Language Speaker Population Region Dialects Phonology Morphology Sounds

isiXhosa ∼19M1
Eastern Cape (∼62%)
Western Cape (∼17%)
Gauteng (∼9%)

132 10 vowels,
58 consonants

Agglutinative, 15 noun classes
Pulmonic egressive3

Velaric ingressive (clicks)
Glottic ingressive (implosive)

Table 1: Characteristics of the isiXhosa Language.

license. In essence, the license does not restrict
research use (inline with the Creative Commons
BY-NC-SA license) and permits commercial use
by African entities. We define African entities as
those headquartered in Africa or majority-African-
owned; case-by-case waivers permit diaspora or
off-continent organizations with demonstrable ties.
Non-African commercial entities are required to
pay a licensing fee, see Appendix A.1. We high-
light legal strengths and weaknesses of Esethu li-
cense in Appendix A.2.

Proceeds from the dataset are legally mandated
to be reinvested in the creation of more data for
the language in question, or less resourced lan-
guages, through a local data creation partner, see
Appendix A.3. This ensures a circular system that
not only promotes the generation of additional data,
benefiting the language community in question
through language technology opportunities, but
also guarantees that the revenue generated from
the dataset supports fairly paid work for speakers.
By ensuring that the data is accessible to African
commercial entities only, we aim to foster innova-
tion within the African language ecosystem while
preserving opportunities for research on the lan-
guage.

4 Vuk’uzenzele isiXhosa Speech Dataset
(ViXSD)

As a proof of concept, we develop and release the
Vuk’uzenzele isiXhosa Speech Dataset (ViXSD),
developed with the Esethu framework in mind, and
release it under the Esethu License with the help
of a data curation partner. The data partner han-
dles licensing administration, including collecting
and allocating commercial fees. These fees would
be reinvested into community-oriented initiatives,
supporting continued data collection, compensat-
ing contributors, and expanding the dataset. This
section describes the details the language itself, the
dataset curation and creation.

4.1 isiXhosa

isiXhosa is classified within the Niger-Congo lan-
guage family, specifically under the Nguni branch,

which includes languages such as isiZulu, siSwati,
and isiNdebele (World Atlas of Language Struc-
tures, 2025). The language is spoken predom-
inantly in South Africa and parts of Zimbabwe
and Lesotho. In South Africa alone, there are ap-
proximately 8M native speakers and 11M second-
language speakers, primarily located in the Eastern
Cape, Western Cape, Northern Cape, and Gauteng
provinces (Biswas et al., 2022). isiXhosa is recog-
nized as one of South Africa’s official languages
and holds an institutional status, meaning it is used
and sustained by educational, governmental, and
media institutions (Eberhard et al., 2025). Notably,
it ranks as the second most widely spoken Bantu
language in the country (see Figure 1).

As a Bantu language, isiXhosa exhibits several
distinctive linguistic features that make it both in-
triguing and valuable for speech analysis and tech-
nology. As shown in Table 1, it has 58 conso-
nants including 18 click consonants and 10 vow-
els which are rarely used the Latin script (Biswas
et al., 2022). It is agglutinative and consists of 15
noun classes. It is a tonal language featuring two
phonemic tones: high and low, as well as three cat-
egories of consonant sounds: pulmonic egressive
sounds, velaric ingressive sounds, and one glot-
tic ingressive sound (VanderStouwe, 2009). These
characteristics not only enrich isiXhosa’s linguistic
complexity but also present unique opportunities
for insights in speech research.

4.2 Vuk’uzenzele South African Multilingual
Corpus

The Vuk’uzenzele South African Multilingual Cor-
pus (Lastrucci et al., 2023) aids as an initial case
study for the Sustainable Data Curation Framework,
offering an aligned multilingual text dataset derived
from editions of the South African government
magazine, Vuk’uzenzele. While this corpus pro-
vides a valuable linguistic resource for analysing
South Africa’s multilingual landscape and the evo-

1https://southafrica-info.com/arts-cul
ture/11-languages-south-africa/

2https://glottolog.org/resource/langu
oid/id/xhos1239

3such as those found in English
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lution of topical discourse across current events,
politics, entertainment, and public affairs.

Additionally, the Vuk’uzenzele dataset was se-
lected for its engaging and accessible text, ensur-
ing that participants could read fluently and with
natural verbal expression. The readability of the
content facilitated more coherent and expressive
speech recordings, allowing participants to engage
meaningfully with the material. This enhanced
fluency and natural prosody, make the dataset par-
ticularly suitable for speech-based isiXhosa NLP
applications, where intonation, rhythm, stress and
expressive variation are critical for model perfor-
mance.

4.3 Data Pre-processing
Although the extracted Vuk’uzenzele dataset offers
a rich linguistic resource, it required two rounds
of pre-processing to ensure the text was structured,
coherent, and suitable for speech recording.

First, text from the original articles was manu-
ally segmented into shorter, manageable units of 90
to 120 words, ensuring that participants could read
and record comfortably, even on mobile devices.
Beyond length considerations, additional format-
ting inconsistencies introduced by the automated
extraction process such as misplaced headings, sub-
headings, page numbers, captions, irregular spac-
ing, and formatting errors in bulleted lists were
identified and corrected.

Each PDF package provided to participants in-
cluded article metadata, such as the issue number,
title, and author (where available). This structured
approach ensured that the final dataset is clear, ac-
cessible, and optimised for efficient remote record-
ing, particularly for participants in rural areas who
relied solely on mobile devices. By refining the text
presentation and optimising the workflow, the pre-
processing stage significantly improved data qual-
ity and recording efficiency, facilitating a seamless
transition into the recording phase.

4.4 Participant Selection and Demographics
To be eligible for participation, applicants were
required to be native isiXhosa speakers based in
South Africa, with the ability to record themselves
reading from a PDF text document. Although us-
ing a laptop or personal computer was preferred,
individuals without such technology could still par-
ticipate if they could produce recordings of suf-
ficient audio quality through other means. This
approach ensured that technological accessibility

did not unduly limit the diversity of the participant
pool.

Recruitment drew on two main sources: (1) ex-
isting networks of recording and transcription con-
tractors and (2) an expression-of-interest form cir-
culated to potential candidates. This approach en-
abled gathering of contact information from willing
participants as well as prioritizing equal represen-
tation of male and female speakers. As a result,
the dataset reflects a balanced range of speaker
demographics ensuring diversity in the voice data.

Each participant received a unique speaker num-
ber linked to their file data. This dataset included
comprehensive demographic metadata namely:
self-reported age range, gender, education level,
occupation, multilingualism level, current location,
birthplace, location of formative years, duration
of current residence, and any disclosed disabili-
ties (speech-related or otherwise). Collecting these
details provided insight into the linguistic and re-
gional diversity of the participant pool.

Given the geographic concentration of partici-
pants, the dataset reflects the regional phonetic char-
acteristics and accent variations commonly found
among isiXhosa speakers from these areas, provid-
ing valuable insights into dialectal influences and
pronunciation patterns.

4.5 Recording Process and Quality Control
A structured recording protocol was implemented
to ensure consistency and high-quality speech data.
This protocol included standardized guidelines on
file format, equipment use, and submission pro-
cedures, aiming to preserve both technical quality
and linguistic integrity.

Recording Setup and Guidelines: Participants
were instructed to record audio in WAV format,
with guidance provided on free recording software
such as Audacity. Detailed instructions were given
on how to submit and recordings could be submit-
ted either by email or via shared links.

Equipment Variation: Among the eight partic-
ipants, one used a mobile phone, three relied on
internal laptop microphones, three utilised headset
microphones connected to laptops, and one alter-
nated between a headset microphone and a lap-
top’s internal microphone. While this variation in
equipment introduced some acoustic diversity, the
structured recording guidelines helped ensure that
the overall dataset maintained a baseline level of
quality and consistency.
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Quality Assurance Measures: To ensure
recording quality, participants were first required
to submit sample recordings. These were evalu-
ated for background noise, reading fluency, and
pacing. Based on this assessment, individualised
feedback and recommendations for improvement
were provided via email. For instance, some par-
ticipants defaulted to English when reading num-
bers. These participants were instructed to read
numbers in isiXhosa, such that at least half of the
dataset contains numerals expressed in isiXhosa
rather than in English. This approach helps pre-
serve linguistic features that may be diminishing in
modern speech due to language shift and increasing
code-switching trends. Also, participants were in-
structed to read each prompt at a comfortable pace
in a quiet room. To ensure high-quality audio, par-
ticipants were permitted to re-record any prompt if
they misread, hesitated, or paused unnaturally. We
then ran an automated text–audio alignment tool
and manually spot-checked all flagged utterances
for major errors. Only those recordings that were
clear, intelligible, and closely matched the target
text were retained in the dataset. The full list of
speaker guidelines is provided in Appendix A.4.

4.6 Dataset
Dataset Composition: ViXSD4 consists of 395
stereo audio recordings and corresponding tran-
scriptions derived from the Vuk’uzenzele South
African Multilingual Corpus. It contains a total of
10 hours of narrated speech isiXhosa narrated by
8 speakers (4 male, 4 female) with approximately
39,000 words. We split the data into train, dev and
test split for ease of use. The characteristics of each
split are detailed in Table 2.

Demographic and Linguistic Distribution:
The audios were narrated by equal representation
of male and females with education levels rang-
ing from NQF Level 5 to Bachelors Degrees. The
speakers are within the age range of 18-40 years,
with 12.5% being between 18–29 years, 75.5% be-
tween 30–39 years and 12.5% being 40 years. We
focus primarily on isiXhosa with occasional code-
switching where the script included non-isiXhosa
terms (e.g., organizational names in English). We
designed our selection process to reflect inclusiv-
ity within isiXhosa-speaking South African society.
Where a person was born, has grown up and lives

4https://huggingface.co/datasets/lela
pa/Vukuzenzele_isiXhosa_Speech_Dataset_V
iXSD

has a big impact on their accent as well as the
vocabulary they will use when speaking their lan-
guage. These were self-identified by the speakers
in 3 categories detailed in Table 3.

Data Quality: Participants recorded the dataset
in stereo using personal devices, typically in non-
studio environments. This introduces variances in-
cluding domestic sounds such as children, animals,
and environmental noises. However, these real-
world conditions can improve the robustness of the
ASR system, helping it generalize better across di-
verse, noisy environments. While the recordings
were done on single microphone devices, the plat-
form used simulated stereo audio by duplicating
the mono signal, resulting in a dual-mono format
to ensure consistency. This approach does not in-
troduce spatial depth or directionality, but it offers
practical benefits: improved playback compatibil-
ity, cross-platform consistency, and the ability to
later integrate true stereo recordings without re-
structuring the dataset.

Data Features: The dataset comprises original
recordings in WAV format, with transcriptions pro-
vided in CSV format. Metadata associated with
the recordings includes speaker ID, age range, gen-
der, level of education, and location. The speech
type consists of read or narrated speech, with topics
spanning socio-economic, health, and community-
related issues.

4.6.1 ASR Data Preprocessing
For ASR modelling, we preprocessed the audio
files, converting them to mono channel and re-
sampling them to a standard 16kHz. We then
normalized the transcriptions by removing non-
discriminative characters such as punctuation and
special symbols that do not contribute to the
model’s understanding of the spoken language.
These preprocessing steps enhance the clarity and
usability of the data, setting a solid foundation for
ASR training.

4.7 Effectiveness for ASR

To validate the usability of the dataset for ASR,
we perform zero-shot testing and adapter fine-
tuning on the open-source Massively Multilingual
Speech (MMS) (Pratap et al., 2023) model. We
chose MMS because it expands speech recogni-
tion and synthesis capabilities across over 1000
languages, and contains many low-resource or un-
derrepresented languages, such as isiXhosa. More-
over, MMS makes use of adapter training where
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Split Participants Gender Age Total Duration Size Avg Duration SNR
male/female <29/<39/<49 h:mm:ss #transcriptions mm:ss per file dB

train 4 2/2 1/3/0 7:47:01 304 01:32 -0.01
dev 2 1/1 0/2/0 1:33:00 65 01:26 0.44
test 2 1/1 0/1/1 0:40:13 26 01:33 -0.15

Table 2: Characteristics of the isiXhosa ASR data.

Category Eastern Cape (%) Western Cape (%) KwaZulu Natal (%)
Born in 75.0 12.5 12.5

Spent Majority of Childhood in 50.0 25.0 12.5
Currently Living in 62.5 37.5 -

Table 3: Geographic Distribution of Speakers.

only a small fraction of model weights are up-
dated. Adapter training is suitable for low resource
settings as it is memory efficient (Pratap et al.,
2023) and has shown to yield better performance
(Mainzinger and Levow, 2024), making it an ideal
framework for evaluating and enhancing isiXhosa
ASR capabilities with our newly created speech
dataset.

Training and testing Details: We performed
zero-shot testing on two of the MMS checkpoints
(mms-1b-fl102 and mms-1b-all) fine-tuned
for speech recognition with 102, and 1162 adapter
weights respectively (one for each language). We
also fine-tune the mms-1b-fl102 for 5, 10 and
15 epochs on the training set respectively and make
these models available for public use5. Hyper-
parameters were kept consistent across all training
to ensure comparability of results. The batch size
is set at 2 with gradient accumulation steps set at
16, giving a total train batch size of 32, and the
learning rate is kept at 0.001.

4.7.1 Results
Fine-tuning with the ViSXD data consistently im-
proved ASR performance relative to the zero-shot
baselines, as shown in Table 4. Across the epochs
tested, all fine-tuned models outperformed the
best baseline model (mms-1b-fl102), reducing
the Word Error Rate (WER) by approximately
3.4%. Notably, the optimal result (31% WER)
was achieved after ten epochs of fine-tuning, rep-
resenting a 4.6% improvement compared to the
baseline’s 35.6% WER.

This unanimous decrease in WER underlines the
effectiveness of combining transfer learning with

5https://huggingface.co/lelapa

Model(s) WER CER

Zero-Shot Testing

facebook/mms-1b-fl102 0.356 0.066
facebook/mms-1b-all 0.372 0.068
Massively Multilingual Transfer

mms-1b-fl102-xho-5 0.335 0.058
mms-1b-fl102-xho-10 0.310 0.052
mms-1b-fl102-xho-15 0.321 0.052

Table 4: Word Error Rate (WER) and Character Error
Rate (CER) of the above models on the ViXSD test data.

the newly created ViSXD dataset. Additionally,
the mms-1b-fl102 model, which uses fewer
compute resources, demonstrated a superior zero-
shot WER (35.6%) than the alternative baseline
(mms-1b-all) (37.2%), indicating that smaller-
scale models can still achieve competitive perfor-
mance while benefiting from focused fine-tuning
in low-resource contexts.

To further evaluate the ASR transcription errors,
we used a paired t-test to compare predictions from
the zero-shot baselines to those of the fine-tuned
models, shown in Figure 4. The results show a
significant reduction in insertions (t = 10.27, p =
0.00197) and substitutions (t = 8.06, p = 0.00399),
indicating that fine-tuning with the ViSXD dataset
improves ASR performance and reduces halluci-
nations. However, the reduction in deletions (t =
0.91, p = 0.4288) was not significant, suggesting
that fine-tuning has less impact on this error type.

4.8 Lessons Learned

The Data Licensing Framework: In defining the
license, we encountered the challenge of identi-
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Figure 4: Image shows the reduction in common ASR
errors when finetuned on the ViXSD data.

fying which enterprises qualify as “African” for
fee exemption. In order to ensure inclusivity, we
used two yardsticks. (a) businesses/companies reg-
istered and has its headquarter in an African coun-
try and (b) businesses/companies that are opera-
tional out-of-Africa but whose largest shareholding
is African. This allows for the interest of Africans,
regardless of their physical location, to be a benefi-
ciary of this initiative.

Transcriptions: Transcripts should be long
form and conversational. This facilitates both easy
quality control and a smoother workflow. Technical
text or acronyms hinder the transcription processes
as annotators often need to consult with the project
managers to standardize how these are spoken.

Standardisation of Numerals: A recurring
issue we encountered was participants reading
numbers in English, while others using isiXhosa.
This introduces linguistic inconsistency and code-
switching artifacts. To ensure consistency, we rec-
ommend setting numerical conventions upfront.

Recording Equipment Considerations: Partic-
ipants employed various devices resulting in audio
captured at different sample rates and stereo for-
mats. While these differences required resampling
and channel conversion, we observed no substan-
tial quality gap between recordings. This suggests
that strict device requirement may be unnecessary
if proper recording guidelines are followed.

5 Conclusion

In this paper, we present the Esethu Frame-
work, a pioneering approach to sustainable dataset
governance that fundamentally reimagines how
low-resource language data is created, licensed,

and grown. Through its innovative reinvestment
model—where licensing revenue is systematically
channeled back into dataset expansion—the frame-
work establishes a self-sustaining ecosystem for
continuous resource development. As proof of
concept, we developed the Vuk’uzenzele isiXhosa
Speech Dataset (ViXSD), which demonstrates both
the framework’s practical viability and its poten-
tial impact: our experiments show that fine-tuning
yields up to 4.6% improvement in ASR perfor-
mance, validating the technical quality of datasets
produced under this approach. The Esethu Frame-
work, with its emphasis on community ownership,
sustainable growth, and ethical commercialization,
offers a reproducible model for addressing the crit-
ical resource gaps in low-resource languages, en-
suring that language communities remain primary
beneficiaries of their data contributions while creat-
ing pathways for economic empowerment through
language technology development.

6 Limitations

Given the ViXSD dataset focuses on news type
articles, it may exhibit thematic and linguistic bi-
ases. Efforts have been made to preserve dialectal
diversity and cultural authenticity, yet idiomatic
expressions and culturally specific references may
require careful interpretation in downstream NLP
applications. Researchers should be cognisant of
potential stereotypical or skewed linguistic repre-
sentations when applying models trained on this
corpus. Additionally, although efforts were made
to ensure diverse speakers, the current dataset as
it stands may not fully representative of the full
socio-economic and geographical range of isiX-
hosa speakers. We also acknowledge that our cur-
rent dataset remains relatively small, which may
lead to models overfitting on specific speaker char-
acteristics or acoustic environments. Future expan-
sions using our proposed framework will include
speakers from multiple provinces and regions to
broaden coverage.

7 Ethical considerations

The creation of this ViXSD dataset necessitated
careful consideration of ethical issues, particularly
regarding data privacy, cultural representation, and
linguistic bias. The dataset is derived from pub-
licly available material, ensuring compliance with
copyright and data protection regulations. Person-
ally identifiable information (PII) is either absent
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or anonymised to safeguard individual privacy. Ad-
ditionally, through the Esethu license, the data cura-
tors remain stewards of the dataset and any licens-
ing fees for the data are reinvested into the develop-
ment of the isiXhosa language speaker community,
further data rights are detailed in Appendix A.5.
The isiXhosa contributors were compensated at a
fair market rate for their participation.
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A Appendix

A.1 Extracts from the Esethu License
1. We license the dataset for research and non-commercial purposes under the following license:
https://creativecommons.org/licenses/by-nc-sa/4.0/?ref=chooser-v1

2. In summary:

1. You may share – copy and redistribute the material in any medium or format;

2. You may adapt – remix, transform and build upon the material;

3. You must give appropriate credit, provide a link to the license, and indicate any changes made;

4. You may not use the dataset for commercial purposes;

5. If you remix, transform, or build upon the material, you must distribute your contributions under the
same license as the original;

6. You may not apply legal terms or technological measures that legally restrict others from doing
anything the license permits.

3. We may permit commercial use of the dataset on the following terms:

1. Under a separate commercial license;

2. You must request access for commercial purposes by the commercial agreement with the data partner;

3. Commercial access shall be at a fee which fee shall be waived for African entities;

A.2 Strengths and Weaknesses of the Esethu license
Table 5 provides an in-depth legal comparison of popular licenses with a focus on those developed for
low-resource languages in the African context.

A.3 Extracts from the Commercial Agreement
OWNERSHIP OF THE DATASET
2.6 The Parties agree that, as at Signature Date, there is a dearth of isiXhosa and other African language
datasets available for research and community purposes and, accordingly, anticipate that they may
jointly create further datasets specifically intended for such purpose/s in the future (“Future Community
Datasets”) and, in the event that they do so, each party undertakes that it will at that time take the
necessary steps in the creation of any such Future Community Dataset to ensure that same shall be
original, that the Parties’ contributions thereto shall be indivisible and not ancillary to each other.

SHARING OF THE PROCEEDS
5.1 The Parties hereby agree that, with effect from the Signature Date, any and all proceeds derived, from
time to time, from the commercial use of the Community Dataset and any Future Community Datasets
shall be paid to Party A for use as set out in clause 5.2.
5.2 All proceeds from the commercialisation of the Community Dataset and/or Future Community
Datasets shall be used solely for the public interest purpose of producing further IsiXhosa, or, as may be
agreed by the Parties, other African language, Future Community Datasets.
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Metric Nwulite Obodo CC BY-SA 4.0 Apache 2.0 Kaitiakitanga Esethu License
Privacy No explicit protec-

tions.
No provisions. No provisions. Implicit:

Permission-based
access.

No explicit protections.

Agency for Data
Creators

High: Tiered con-
trol by community.

Low: Licensor
retains attribu-
tion rights.

Moderate:
Broad permis-
sions granted.

Highest: Māori cus-
todians retain veto
power.

High: Co-owners control
commercialisation.

Socioeconomic
Benefits

Royalties from
non-developing
countries can fund
local data but not
mandatory.

None. None. Conditional: Com-
mercial terms nego-
tiable.

Explicit: Commercial
fees fund future African
language datasets (clause
5.2).

Attribution Required. Required. Required (NO-
TICE file).

Unspecified. Required under CC BY-
SA for non-commercial
use; commercial terms re-
quire attribution to data
owners “where possible”.

Non-
Commercial
Use

Free for Develop-
ing Countries; fees
for others.

Allowed. Allowed. Default: Prohibited
unless permitted.

Dual: Non-commercial =
CC BY-SA; commercial =
Esethu (fee-based).

No Modifica-
tions/Derivatives

Modifications
allowed (Share-
Alike).

Modifications
allowed (Share-
Alike).

Modifications
allowed (no
ShareAlike).

Restrictive: Deriva-
tives bound by orig-
inal license.

Non-commercial = CC
BY-SA (ShareAlike);
commercial = Esethu
(negotiated).

ShareAlike Required for deriva-
tives.

Required for
derivatives.

Not required. Strict: All deriva-
tives bound by orig-
inal license.

Non-commercial = CC
BY-SA (ShareAlike);
commercial = Esethu (no
ShareAlike).

Royalties Yes (non-
developing coun-
tries). May include
non-monetary
benefit/interest.

No. No. Potential (negoti-
ated).

Yes: Commercial fees
paid to partner for reinvest-
ment.

Open/Restrictive Hybrid: Geofenced
openness.

Fully Open. Permissive. Restrictive. Hybrid: Non-commercial
= open (CC BY-SA); com-
mercial = restrictive (Es-
ethu).

Geographic
Scope

Tiered (Devel-
oping vs. non-
Developing).

Universal. Universal. Unspecified (prior-
itizes Indigenous
users).

Universal: Commercial
terms apply globally, but
fees waived for African en-
tities (Annexure A, term
3).

Data
Sovereignty

Strong: Commu-
nity reinvestment.

Weak. Weak. Strongest: Embeds
Indigenous gover-
nance.

Strong: Co-owners re-
tain control; proceeds fund
African language datasets.

Enforcement of
Derivatives

Prohibits export to
non-Developing
Countries.

Global sharing
allowed (Share-
Alike).

No restric-
tions.

Absolute: Deriva-
tives must comply.

Non-commercial = CC
BY-SA terms; commercial
= negotiated.

Termination Automatic if coun-
try reclassified.

Violations only. Patent litiga-
tion only.

Implicit (violations
= revoked access).

Breach triggers termina-
tion (clause 8).

Patent Rights Not addressed. Not addressed. Explicit grant. Not addressed. Not addressed.
Commercialization
Control

Permitted but non-
developing nations
subject to a royalty.

No restrictions. No restric-
tions.

Total control: Re-
quires negotiation.

Controlled: Commercial
use requires fee (waived
for African entities based
on broad definition and
case-by-case considera-
tion).

License Compat-
ibility

Compatible with
similar community
licenses.

Compatible
with CC BY-
SA.

Compatible
with most
licenses.

Incompatible:
No relicensing
allowed.

Dual: CC BY-SA (non-
commercial) + Esethu
(commercial).

Table 5: Legal comparison of popular licenses with a focus on those developed for low-resource languages/the
African context. We have used the metrics in the first column to compare them.
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A.4 Speaker Guidelines
1. Recording Format

(a) Record audio in WAV format.
(b) Use free recording software (e.g., Audacity) as suggested.

2. Equipment Use

(a) Use available recording devices: mobile phones, internal laptop microphones, or headset
microphones.

3. Submission Process

(a) Submit recordings via email or shared link as instructed.

4. Quality Assurance

(a) Submit a sample recording for initial evaluation.
(b) Feedback will be provided on background noise, reading fluency, and pacing.
(c) Re-record prompts if there are misreads, hesitations, or unnatural pauses.

5. Language Use

(a) Read numbers in isiXhosa rather than English.

6. Reading Guidelines

(a) Read each prompt at a comfortable pace.
(b) Record in a quiet room to avoid background noise.

7. Post-Processing

(a) Recordings will undergo automated text–audio alignment and manual spot-checking.
(b) Only clear, intelligible recordings closely matching the target text will be retained.

A.5 Data protection rights consideration.
Contributors assign their data to the creators, making the transfer irrevocable to ensure dataset continuity.
However, contributors retain moral rights. Moreover, as voice recordings can be considered personal
information, participants can invoke privacy laws (e.g., South Africa’s POPIA laws) to request limited
data usage or corrections via a formal process.
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