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Abstract
Investigating hallucination issues in large lan-
guage models (LLMs) within cross-lingual and
cross-modal scenarios can greatly advance the
large-scale deployment in real-world applica-
tions. Nevertheless, the current studies are lim-
ited to a single scenario, either cross-lingual or
cross-modal, leaving a gap in the exploration
of hallucinations in the joint cross-lingual and
cross-modal scenarios. Motivated by this, we
introduce a novel joint Cross-lingual and Cross-
modal Hallucinations benchmark (CCHall)
to fill this gap. Specifically, CCHall simul-
taneously incorporates both cross-lingual and
cross-modal hallucination scenarios, which can
be used to assess the cross-lingual and cross-
modal capabilities of LLMs. Furthermore,
we conduct a comprehensive evaluation on
CCHall, exploring both mainstream open-
source and closed-source LLMs. The experi-
mental results highlight that current LLMs still
struggle with CCHall. We hope CCHall can
serve as a valuable resource to assess LLMs in
joint cross-lingual and cross-modal scenarios.

1 Introduction

Large language models (LLMs) have made signif-
icant progress in recent years (Meta, 2024; Qin
et al., 2024; Wang et al., 2025), driving remarkable
advancements across a wide range of diverse fields
and applications (Wei et al., 2022; Zhang et al.,
2025). However, it is disheartening that the issue
of hallucinations in LLMs remains unresolved, sig-
nificantly hindering their large-scale deployment in
real-world applications (Park et al., 2024; Yu et al.,
2025). This phenomenon is particularly severe in
both cross-lingual and cross-modal contexts, poten-
tially causing critical errors in applications such as
medical diagnosis, image captioning, and speech-
to-text conversion (Guerreiro et al., 2023; Regan
et al., 2024; Sriramanan et al., 2025).

* Equal Contribution. † Corresponding Author.

LLM

Q:
A:我不能站在他旁边.

MLLM

Q: Describe this image.

Hallucination

A: A beautiful view of a 
bridge under the sky.

MLLM

A:

(a) Cross-lingual Hallucination

(b) Cross-modal Hallucination

(c) Cross-lingual & Cross-modal Hallucination

Hallucination

Cross-modal Hallucination

Cross-lingual Hallucination

The answer 
to this object 
is "Oranges" 
in English.

Q: Identify the
object in image.

Answer in Chinese.

Help me translate in Chinese:
I can't stand him.

Figure 1: (a) Cross-lingual hallucination: A cross-
lingual hallucination emerged: the erroneous transla-
tion of “stand” as “站在”. Here it should be “忍受”; (b)
Cross-modal hallucination: A cross-modal hallucination
occurred, fabricating a “bridge”; (c) Cross-lingual and
Cross-modal hallucination: A cross-modal hallucination
fabricated “Oranges” and a cross-lingual hallucination
did not use Chinese in its Answer.

Recent research has focused on cross-lingual and
cross-modal hallucinations in LLMs (Son et al.,
2024; Guan et al., 2024; Bai et al., 2024), aiming
to understand their causes, including:

(1) Cross-lingual Hallucinations: As shown in
Figure 1 (a), Cross-lingual hallucination refers to
the failure to follow instructions or the generation
of inaccurate outputs when processing different
languages. Specifically, Qiu et al. (2023) intro-
duce mFACT to evaluate the faithfulness of sum-
maries and observe that LLMs hallucinate more in
non-English languages. Dale et al. (2023a) release
an annotated dataset covering 18 translation direc-
tions, tackling hallucinations. Herrlein et al. (2024)
further extend English hallucination detection to
German and apply it in long-context scenarios.
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(a) F1-score on different hallucination types.

Benchmark
Methods

Cross-lingual Cross-modal Cross-(Lingual & Modal)

XL-Sum (Hasan et al., 2021) ✔ ✘ ✘

X-fact (Gupta and Srikumar, 2021) ✔ ✘ ✘

HalOmi (Dale et al., 2023b) ✔ ✘ ✘

MM-Eval (Son et al., 2024) ✔ ✘ ✘

XTRUST (Li et al., 2024) ✔ ✘ ✘

CHAIR (Rohrbach et al., 2018) ✘ ✔ ✘

POPE (Li et al., 2023) ✘ ✔ ✘

M-HalDetect (Gunjal et al., 2024) ✘ ✔ ✘

HallusionBench (Guan et al., 2024) ✘ ✔ ✘

MHaluBench (Chen et al., 2024b) ✘ ✔ ✘

CCHall (ours) ✔ ✔ ✔

(b) Comparison of CCHall with related datasets.

Figure 2: (a) Fine-grained performance analysis of MLLMs F1-score for different hallucination types in CCHall.
The F1-score of MLLMs on joint cross-lingual and cross-modal hallucinations is 3.4 lower than when addressing
cross-lingual hallucinations independently and 10.9 lower than when addressing cross-modal hallucinations inde-
pendently; (b) A comparative analysis of CCHall with related cross-modal and cross-lingual datasets.

(2) Cross-modal Hallucinations: As shown in
Figure 1 (b), Cross-modal hallucination refers to
the fabrication and inconsistencies that arise in mul-
timodal large language models (MLLMs) when
reasoning across different modalities. Specifically,
Liu et al. (2023) develop an innovative benchmark
for image-context reasoning using image-question
pairs created by human experts. Leng et al. (2024)
conduct a detailed and systematic study of multi-
modal hallucinations and introduce the “Curse of
Multi-Modalities” benchmark for MLLM evalua-
tion. Yan et al. (2024) introduce a Quality Measure-
ment framework, which aims to evaluate the valid-
ity of existing hallucination benchmarks, ensuring
that they can accurately assess model outputs.

Despite significant advancements, current re-
search on hallucinations in MLLMs remains overly
optimistic, as it primarily focuses on either cross-
lingual or cross-modal scenarios in isolation, leav-
ing a gap in the joint cross-lingual and cross-modal
context. In fact, compared to addressing cross-
lingual or cross-modal scenarios individually, the
joint cross-lingual and cross-modal context is more
widely applied in real-world scenarios and presents
even greater challenges (Qin et al., 2023; Chen
et al., 2024a; Zhang et al., 2024a; Wang et al.,
2024b; Castillo et al., 2025), as language differ-
ences and multimodal inputs increase hallucina-
tions in MLLMs. As illustrated in Figure 1 (c),
MLLMs must account not only for the alignment
between images and text but also for the alignment
across multiple language queries. As shown in
Figure 2 (a), numerous models struggle with cross-
lingual and cross-modal hallucinations, exhibiting
poor performance. More frustratingly, there is cur-
rently no research to investigate this critical issue.

Motivated by this, we introduce a novel
benchmark, Cross-lingual and Cross-modal
Hallucinations (CCHall), to fill the gap. As
shown in Figure 2 (b), CCHall provides an
evaluation framework that encompasses not only
individual cross-lingual and cross-modal hallucina-
tions but also joint Cross-lingual and Cross-modal
Hallucinations. Furthermore, CCHall covers a
wide range of topics and nature scenes, aiming to
provide a comprehensive evaluation of MLLMs
in cross-lingual and cross-modal hallucination
scenarios. Through evaluation experiments on
CCHall, we derive the following key takeaways:
(1) Current MLLMs are still struggling in CCHall
benchmark; (2) In hallucination mitigation
methods, basic strategies are more suitable for
MLLMs with fewer parameters (<12B), while
powerful MLLMs exhibit advantages when
using more advanced strategies; (3) The use of
multilingual contexts and tool-assisted invocation
can effectively mitigate hallucinations in MLLMs.

Our contributions to our work are as follows:
(1) We identify and point out that current research

on hallucinations tends to be overly optimistic,
as it mainly addresses either cross-lingual or
cross-modal scenarios separately.

(2) To address the existing gap in the detection of
joint cross-lingual and cross-modal hallucina-
tions, we introduce Cross-lingual and Cross-
modal Hallucinations benchmark (CCHall).

(3) We evaluate CCHall across a range of
MLLMs and diverse scenarios, hoping to pro-
vide insights that could help mitigate cross-
lingual and cross-modal hallucinations.

All data and source code are open-sourced at
https://github.com/BRZ911/CCHall.
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Describe 
this image.Q: 

Office buildings on the 
street surrounded by cars.R1: 

教学楼被云层包围。R2: 

Label: Cross-modal and Cross-
lingual hallucination.

Describe 
this image.Q: 

Office buildings on the 
street surrounded by cars.R1: 

教学楼被云层包围。R2: 

Label: Cross-modal and Cross-
lingual hallucination.

(a) Raw Multi-modal Dataset 

Data Selection

Hallucination
Data Generation

Automatic 
Sample Removal

(b) Cross-modal Hallucination  
Data Construction 

Automatic 
Combination

Generated Dataset

(c) Cross-lingual Hallucination  
Data Construction 

Describe 
this image.Q: 

Office buildings on the 
street surrounded by cars.R1: 

教学楼被云层包围。R2: 

Label: Cross-modal and Cross-
lingual hallucination.

(d) Cross-modal and Cross-lingual  
Hallucination Dataset 

A: Plumbing part lying 
on a wooden table.

Q: Describe this image.
Image Caption

A: Plumbing part lying 
on a wooden table.

Q: Describe this image.
Image Caption

A: Residential apartment 
buildings on the …

Q: Describe this image.
Image Caption

A: Bear.

Q: What animal is in 
the cardboard box? 

Visual Question Answering

A: Bear.

Q: What animal is in 
the cardboard box? 

Visual Question Answering

A: Bear.

Q: What animal is in 
the cardboard box? 

Visual Question Answering

Human 
Recheck

Data Translation

Figure 3: The construction process of CCHall includes: (a) Raw Multi-modal Dataset Selection (§3.1), (b) Cross-
modal Hallucination Data Construction (§3.2), (c) Cross-lingual Hallucination Data Construction (§3.3), and (d)
Cross-modal and Cross-lingual Hallucination Dataset (§3.4).

2 Background

2.1 Cross-lingual Hallucinations

Cross-linguistic hallucination (Dale et al., 2023b)
occurs when the LLMs generate an answer At in
the target language Lt that deviates from the correct
answer Agold. As shown in Figure 1 (a), given a
question Q in the source language Ls and a prompt
Ps→t to respond in Lt, which is denoted as:

At = argmax
A

P (A | Q,Ps→t), (1)

where P (A | Q,Ps→t) is the probability of gener-
ating answer A given Q and Ps→t. Hallucination
occurs when multilingual instructions are not fol-
lowed or when incorrect reasoning is provided.

2.2 Cross-modal Hallucinations

Cross-modal hallucination (Rohrbach et al., 2018)
occurs when the LLMs generate a textual answer
At that does not accurately reflect the content of
an input image Agold. As shown in Figure 1 (b),
given an image I , a question Q, and a prompt P ,
the model aims to output an answer A that aligns
with both I and Q, which is denoted as:

At = argmax
A

P (A | Q, I, P ), (2)

where P (A | Q, I, P ) represents the probability of
generating answer A given I , Q, and P . Cross-
modal hallucination occurs when there is reasoning
that does not correspond to the image.

2.3 Joint Cross-Lingual and Cross-Modal
Hallucinations

Compared to cross-lingual and cross-modal hal-
lucinations, joint Cross-Lingual and Cross-Modal

Hallucinations involve generating responses in mul-
tiple languages that are inconsistent with both the
visual content and each other. As shown in Fig-
ure 1 (c), given an input image I , a question Q,
and a prompt Pt to produce answers in target lan-
guages, the MLLMs aim to generate responses At

that accurately represent I in response to Q and are
semantically consistent with their meanings:

At = argmax
A′

t

P (A′
t | Q, I, Pt), (3)

where P (A′
t | Q, I, Pt) represents the joint prob-

ability of generating the answers given the inputs
Q, I , and the prompt Pt. Joint Cross-Lingual
and Cross-Modal Hallucinations occur when the
model does not respond in the target language as
instructed, and the response includes reasoning that
fails to reflect the content of the image.

3 The CCHall Benchmark

This section provides a detailed overview of the
construction process of the CCHall benchmark,
as illustrated in Figure 3. The process primarily
consists of the following four key components:

3.1 Raw Multi-modal Dataset Selection

To evaluate the hallucination behaviors of MLLMs
from multiple perspectives, we have integrated
two widely used multimodal tasks, Visual Ques-
tion Answering (VQA) and Image Captioning (IC)
(Rohrbach et al., 2018; Li et al., 2023; Gunjal et al.,
2024), as illustrated in Figure 3 (a).
Visual Question Answering Task: Our VQA task
extends GQA (Hudson and Manning, 2019) and
AMBER (Wang et al., 2023) dataset to assess rea-
soning and spatial understanding. GQA enriches
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(a) The diversity of multi-modal information in the CCHall benchmark. (b) Partial segmentation topics in CCHall.

Figure 4: Presentation of data in CCHall: (a) The diversity of multi-modal data as represented by CLIP-based
(Radford et al., 2021) classification. (b) Display of part of the detailed topics in CCHall.

scene descriptions, while AMBER covers 337 ob-
ject categories. These datasets pose challenging
VQA questions requiring advanced reasoning.
Image Captioning Task: The IC task evaluates
hallucination detection in image descriptions, us-
ing the XM3600 (Thapliyal et al., 2022) and
xFlickr&Co (Bugliarello et al., 2022) datasets.
XM3600 features diverse global images, while
xFlickr&Co focuses on everyday scenes, ensuring
cultural diversity and minimal bias.

3.2 Cross-modal Hallucination Data
Construction

As shown in Figure 3 (b), the process involves three
steps to construct cross-modal hallucination data:
Automatic Sample Removal: To prepare the data
for hallucination generation, we first filter out ab-
normal data, including instances of mismatched
image-text pairs, images without corresponding
text, or text without corresponding images, ensur-
ing the dataset is clean and consistent.
Data Selection: We define cross-modal halluci-
nation as significant discrepancies between the
outputs of MLLMs and the actual presence of
objects in input images. Therefore, we select
questions from the GQA (Hudson and Manning,
2019) and AMBER (Wang et al., 2023) datasets
related to object existence to assess the model’s
accuracy in object reasoning. To minimize redun-
dancy, we ensure that each object appears no more
than twice. For the Image Captioning task, we
utilize the XM3600 (Thapliyal et al., 2022) and
xFlickr&Co (Bugliarello et al., 2022) datasets, with
English as the reference language. Finally, we ran-
domly sample 900 entries from each of the filtered
datasets, yielding a total of 3600 entries, to con-
struct the dataset for generating hallucinated data.

Hallucination Data Generation: We use the
Gemini-1.5-Pro (Team et al., 2024) to generate
hallucinated data by inserting semantically similar
but incorrect entities into image captions, increas-
ing the challenge of CCHall. Real questions and
answers were prepared for each image, along with
prompts for the model. Gemini-1.5-Pro compared
the image with the real answers, embedding mis-
leading nouns not present in the image to ensure
natural-sounding hallucinations. For a detailed de-
scription, please refer to Appendix A.1.

3.3 Cross-lingual Hallucination Data
Construction

As shown in Figure 3 (c), the process for construct-
ing cross-lingual hallucination data is as follows:
Data Translation: Following Conneau et al.
(2018); Heredia et al. (2024); Hasan et al. (2024),
we apply machine translation to the text data
and then conduct manual verification of the data.
Specifically, following Guerreiro et al. (2023), we
categorize the languages into low, medium, and
high-resource groups based on the availability of
resources and select the three languages with the
lowest error rates from each group to maximize
translation accuracy. The final selections are as fol-
lows: Croatian (HR), Welsh (CY), and Swahili (SW)
as low-resource languages; Czech (CS), Dutch (NL),
and Swedish (SV) as medium-resource languages;
and French (FR), Spanish (ES), and Portuguese (PT)
as high-resource languages. Google Translate is
then used to translate the content into these target
languages, resulting in an intermediate dataset.
Automatic Combination: After validating the in-
termediate dataset, we shuffle the data within each
subset to eliminate ordering bias and ensure an
even distribution of sample types. Next, we re-
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fine the selection process by using English as the
anchor language, paired with a randomly selected
target language for each image. One response is in
English, and the other is in a different language.
Human Recheck: After generating the halluci-
nated data and translations, we conduct a hu-
man review to ensure data quality and over-
all accuracy. We focus on two key aspects:
(1) Verification of Hallucinated Data: We check if
the generated data meets the hallucination criteria.
This involves verifying that the sentences follow
the expected structure, length, and logic and con-
tain the intended elements aligned with the task.
(2) Accuracy of Translated Data: We verify if the
translated data accurately reflects the original mean-
ing and context. This step ensures that translations
remain faithful to the intended scenario, avoiding
errors from language differences. The details of
the check can be found in Appendix A.2.

3.4 Cross-modal and Cross-lingual
Hallucination Dataset

The Cross-modal and Cross-lingual Hallucination
Dataset (CChall) is shown in Figure 3 (d). Please
refer to the Appendix B.4 for specific exam-
ples. Specifically, we have retained the original
dataset names as the categories. In total, the cate-
gories are divided into four types: AMBER, GQA,
xFlickr&Co, and XM3600. Additionally, we define
four types of combinations based on hallucinations:

• Non-hallucination: Both the English re-
sponses and the answers in the other lan-
guage are correct, with all answers match-
ing the contents in the images.

• Cross-lingual, non-cross-modal hallucina-
tion: The English answer is correct, but the
non-English answer contains hallucinated
objects not present in the images.

• Cross-modal, non-cross-lingual hallucina-
tion: All answers are hallucinatory, contain-
ing objects that do not appear in the images.
Meanings in each language are identical.

• Cross-modal, cross-lingual hallucination:
All the answers are hallucinated, containing
various objects that are either absent from
the images or incorrectly described. More-
over, the meanings conveyed in the non-
English answers differ significantly from
those in the English answers.

A more detailed presentation of the CCHall at-
tributes can be found in Appendix A.3.

EN  
HR  
CY  
SW  
CS  
NL  
SV  
FR  
ES  
PT 

0

0

-40 40

-40

40

Figure 5: Visualization of the semantic feature coverage
of all languages in CCHall, demonstrating the distri-
bution and range of linguistic representations.

4 CCHall Analysis

This section presents an analysis of CChall.
Multi-modal Diversity: Following Chen et al.
(2024a), we employ CLIP (Radford et al., 2021)
to classify the images in the CCHall. The results,
as shown in Figure 4, reveal that the images in
CCHall exhibit a wide variety of types. This di-
versity enables a more comprehensive coverage of
the hallucination scenarios demonstrated by LLMs.
Multi-lingual Diversity: To demonstrate the di-
versity of multilingualism, we use the CLIP (Rad-
ford et al., 2021) text encoder to encode data in all
languages and applied t-SNE for dimensionality
reduction. As shown in Figure 5, the language fea-
tures cover nearly the entire range of semantic fea-
ture representations. This indicates that CCHall
exhibits broad linguistic richness, enabling compre-
hensive detection of multilingual hallucinations.

5 Experiments

5.1 Experiments Setting
We evaluate several MLLMs on the CCHall,
including GPT-4o (OpenAI, 2023), Gemini-1.5-
Flash (Team et al., 2024), Llama-3.2-11B-Vision-
Instruct (Meta, 2024), Qwen2-VL-7B-Instruct
(Wang et al., 2024a), Pixtral-12B-2409 (Agrawal
et al., 2024), and InternVL2-8B (Chen et al., 2024c).
In addition to using Direct queries with MLLMs,
we explore several strategies to mitigate hallucina-
tions. Specifically, we implement CoT (Kojima
et al., 2022) to promote step-by-step reasoning,
SRO (Lin et al., 2024) for self-reflection, and VDGD
(Ghosh et al., 2024) to embed detailed image de-
scriptions and better align reasoning. We apply
HalluciMAD (Lin et al., 2024) to reduce halluci-
nations via multi-agent debate. All top-p and tem-
perature parameters retain the default of MLLMs
values within the specified range of [0, 1].
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Model
AMBER GQA xFlickr&CO XM3600 AVG

Acc Macro-F1 Acc Macro-F1 Acc Macro-F1 Acc Macro-F1 Acc Macro-F1

Random 25.1 30.0 25.0 29.4 24.9 30.3 25.1 29.9 25.0 29.9

InternVL2-8B (Chen et al., 2024c)

Direct (Chen et al., 2024c) 29.1 38.1 29.9 38.6 38.3 47.6 38.8 47.4 34.0 42.9
CoT (Kojima et al., 2022) 31.3 40.0 33.6 42.1 41.6 48.0 40.1 47.6 36.7 44.4
SRO (Lin et al., 2024) 30.3 40.0 31.1 40.7 41.2 48.6 37.7 47.1 35.1 44.1
VDGD (Ghosh et al., 2024) 33.2 40.0 30.2 37.8 36.7 44.5 37.4 44.7 34.4 41.7
HalluciMAD (Lin et al., 2024) 29.9 38.6 30.0 39.0 37.9 45.9 39.6 47.7 34.3 42.8

Llama-3.2-11B-Vision-Instruct (Meta et al., 2024)

Direct (Meta et al., 2024) 31.6 38.8 32.1 38.9 35.4 43.2 43.3 49.4 35.6 42.6
CoT (Kojima et al., 2022) 32.0 40.6 34.3 40.9 43.6 51.6 46.4 54.0 39.1 46.8
SRO (Lin et al., 2024) 32.1 40.6 34.4 40.9 43.7 51.7 46.4 54.0 39.2 46.8
VDGD (Ghosh et al., 2024) 34.0 41.2 35.6 42.1 36.6 45.4 42.4 50.7 37.1 44.9
HalluciMAD (Lin et al., 2024) 29.7 38.7 32.6 40.3 36.4 45.1 34.8 42.8 33.4 41.7

Qwen2-VL-7B-Instruct (Wang et al., 2024a)

Direct (Wang et al., 2024a) 36.2 39.5 33.3 38.3 42.9 46.7 39.9 44.4 38.1 42.2
CoT (Kojima et al., 2022) 38.6 43.4 33.9 39.0 48.3 52.1 48.4 52.5 42.3 46.7
SRO (Lin et al., 2024) 38.7 43.5 34.1 34.8 48.4 52.3 48.4 52.4 42.4 45.7
VDGD (Ghosh et al., 2024) 34.8 36.3 36.3 38.8 41.1 44.2 40.0 44.9 38.1 41.1
HalluciMAD (Lin et al., 2024) 37.0 42.5 31.4 38.1 38.0 45.4 38.6 44.7 36.3 42.7

Pixtral-12B-2409 (Agrawal et al., 2024)

Direct (Agrawal et al., 2024) 23.9 38.0 34.8 45.5 43.3 51.3 38.0 48.9 35.0 45.9
CoT (Kojima et al., 2022) 40.7 46.0 42.7 47.9 48.7 54.2 53.3 59.0 46.3 51.8
SRO (Lin et al., 2024) 43.0 47.8 41.3 48.1 50.6 55.5 51.6 57.8 46.6 52.3
VDGD (Ghosh et al., 2024) 43.4 43.1 45.1 47.3 47.3 48.4 56.4 58.2 48.1 49.3
HalluciMAD (Lin et al., 2024) 46.3 49.8 45.2 51.4 57.1 61.4 58.7 63.2 51.8 56.4

Gemini-1.5-Flash (Team et al., 2024)

Direct (Team et al., 2024) 41.7 44.7 37.0 39.2 49.2 50.5 50.1 51.9 44.5 46.6
CoT (Kojima et al., 2022) 49.2 52.3 53.2 54.7 56.4 58.0 60.6 62.2 54.9 56.8
SRO (Lin et al., 2024) 49.0 52.9 51.6 53.4 55.7 58.3 58.2 60.8 53.6 56.4
VDGD (Ghosh et al., 2024) 58.9 60.3 50.6 52.8 52.7 54.0 60.6 62.4 55.7 57.4
HalluciMAD (Lin et al., 2024) 52.2 54.5 59.0 60.6 61.6 63.9 63.7 64.9 59.1 61.0

GPT-4o (OpenAI, 2023)

Direct (OpenAI, 2023) 57.1 63.2 56.1 62.1 72.2 76.4 82.9 84.3 67.1 71.5
CoT (Kojima et al., 2022) 68.1 70.0 66.9 69.2 81.1 83.4 83.1 84.8 74.8 76.8
SRO (Lin et al., 2024) 63.2 65.0 57.2 62.7 76.7 79.3 84.7 86.4 70.4 73.4
VDGD (Ghosh et al., 2024) 64.7 66.6 56.3 62.5 72.3 77.0 83.2 85.6 69.1 73.0
HalluciMAD (Lin et al., 2024) ➊ 70.9 ➊ 71.9 ➊ 68.6 ➊ 70.3 ➊ 84.1 ➊ 85.6 ➊ 86.4 ➊ 87.3 ➊ 77.5 ➊ 78.8

Table 1: The experimental results of Acc. (%) and Macro-F1 score on MLLMs. The “Random” refers to the average
performance obtained from three separate random selections. represents the performance of open-source MLLMs,
and represents the performance of closed-source MLLMs. The underline indicates better performance in the
MLLM. ➊ represents the Best performance. The complete results are shown in Table 3.

5.2 Results for CCHall

Results are summarized in the Table 1. We have
made the following observations:

CCHall is a challenging hallucination detec-
tion benchmark: Our evaluation results show that
the weakest-performing model is InternVL2-8B,
achieving an accuracy of 34.0% using the Direct
method. In contrast, the best-performing method,
HalluciMAD, achieves an accuracy of 77.5% us-
ing GPT-4o. This suggests that CCHall is a highly
challenging benchmark and that MLLMs still have
significant room for further improvement in cross-
lingual and cross-modal tasks.

The performance of MLLMs depends on their
training strategy and parameter size: The closed-
source GPT-4o and Gemini-1.5-Flash exhibit supe-

rior performance, surpassing several open-source
models. Additionally, performance variations exist
among open-source models. Notably, the Qwen-
2-VL-7B outperforms both Llama-3.2-11B and
InternVL2-8B. This highlights the vital role of train-
ing strategies in enhancing performance.

Strategies for mitigating hallucinations work in
specific contexts: Hallucination mitigation meth-
ods generally outperform the Direct approach,
although their effectiveness can vary depending
on the specific context. Basic methods, such as
CoT and SRO, perform better in less powerful
models, including InternVL2-8B, Llama-3.2-11B-
Vision, and Qwen-2-VL-7B. In contrast, more ad-
vanced methods, such as VDGD and HalluciMAD,
are more effective in powerful models, including
Pixtral-12B-2409, Gemini-1.5-Flash, and GPT-4o.
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Figure 6: Analysis of the underlying causes of cross-lingual and cross-modal hallucinations in MLLMs.

5.3 Analysis

We conduct experiments to analyze how image
quality, language resources, response length, and
object-specific biases influence hallucination be-
havior and detection in CCHall.

5.3.1 Models Perform Better in High-resource
Languages than in Low-resource Ones

To examine performance variations across lan-
guages, we follow Guerreiro et al. (2023) and cate-
gorize them into three groups: high-resource lan-
guages (FR, ES, PT), medium-resource languages
(CS, NL, SV), and low-resource languages (HR, CY,
SW). As illustrated in Figure 6 (a), we observe that
hallucination detection accuracy is highest for high-
resource languages and lowest for low-resource
languages. This disparity in performance is likely
attributed to the limited availability of training data
for low-resource languages, which significantly
hampers the model’s ability to understand contex-
tual nuances, leading to increased difficulty in ac-
curate hallucination detection.

5.3.2 High-resolution Images and Larger
Models Enhance Task Performance

To explore the impact of image quality and model
parameters on hallucination performance, we ana-
lyze the effects of high-resolution, low-resolution,
and no-image (w/o Images) inputs on model per-
formance. At the same time, we use InternVL of
different sizes to examine the effect of model scale
on hallucination. As shown in Figure 6 (b), per-
formance declines as image resolution decreases,
with a sharp drop when no image is provided, high-
lighting the importance of visual information in
CCHall for reducing hallucinations. Furthermore,
model performance declines as the number of pa-
rameters decreases (Performance: 8B > 4B > 2B).

5.3.3 Longer Responses Generally Always
Lead to Higher Hallucination Rates

We investigate the effect of response length on
model performance. As shown in Figure 6 (c),
there is a strong positive relationship between how
long a response is and how often hallucinations
occur. Notably, a substantial surge in hallucination
rate is observed when the length of the response
surpasses 120 words, indicating a critical threshold
beyond which the model’s output becomes signifi-
cantly less reliable. The objects that are susceptible
to hallucination are detailed in Appendix B.2. This
is likely because the model generates additional
reasoning steps when the answer is uncertain. In
the future, incorporating reflective steps into the
model may help mitigate hallucinations.

5.4 Exploration

This section explores two factors for improving
multimodal performance: multi-language prompts
and external tools for detecting hallucinations.

5.4.1 Multilingual Prompt Exploration
We investigate the performance enhancement of the
MLLMs in cross-lingual and cross-modal scenarios
under bilingual context prompts. The results are
shown in Figure 7, incorporating the Source Lan-
guage and English (En+SL) consistently improves
hallucination detection accuracy across datasets,
compared to using only English (En). Specifically,
in the two VQA tasks, accuracy increases by 2.2%
in the AMBER dataset and by 4.8% in GQA. This
improvement suggests that bilingual prompts pro-
vide better linguistic context and help effectively
mitigate biases associated with relying solely on
English. Future research should focus on further
optimizing bilingual prompts and evaluating their
effectiveness across additional language pairs.
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compared with other methods in Gemini-1.5-Flash.

5.4.2 Framework Adaptation Exploration
To investigate how external tools and web search
improve the mitigation of hallucinations, we inte-
grate the UniHD (Chen et al., 2024b) framework.
As shown in Figure 8, adapting the UniHD frame-
work for CCHall allows the model to achieve the
highest accuracy across all datasets, surpassing pre-
vious methods such as VDGD and HalluciMAD.
Across all datasets, it shows an average improve-
ment of 2.7% over HalluciMAD. By validating
visual claims using external tools and web re-
sources, UniHD bridges the gap between model
predictions and real-world data, resulting in signifi-
cant improvements over methods that rely solely on
the internal knowledge reasoning of MLLMs. The
experimental details can be found in Appendix B.3.

6 Related Work

LLMs have recently made rapid progress (Team
et al., 2024; Qin et al., 2025; Chen et al., 2025),
achieving outstanding performance (Zhang et al.,
2024b). However, LLMs often exhibit hallucina-
tions, producing outputs that fail to align with the
given inputs, particularly in cross-lingual or cross-
modal settings (Benkirane et al., 2024; Favero et al.,
2024). This has prompted several studies exploring
hallucinations (Sriramanan et al., 2025).

Cross-lingual Hallucinations Benchmark: Qiu
et al. (2023) introduce mFACT to assess the faith-
fulness of non-English summaries, revealing that
LLMs are more prone to hallucination in languages
other than English. Dale et al. (2023a) release
an annotated dataset covering hallucinations and
omissions across 18 translation directions, with
varying levels of hallucination severity. Herrlein
et al. (2024) extend English hallucination detection
to German and apply it to long-context scenarios.
Son et al. (2024) introduce MM-Eval, a multilin-
gual benchmark covering 18 languages, to evaluate
LLMs as evaluators. Li et al. (2024) introduce
XTRUST, the multilingual trustworthiness bench-
mark, covering 10 languages and various topics
like hallucination, misinformation, and fairness.
Cross-modal Hallucinations Benchmark: Liu
et al. (2023) introduce a benchmark for image-
context reasoning using image-question pairs cre-
ated by experts. Leng et al. (2024) propose the
“Curse of Multi-Modalities” benchmark to evalu-
ate multimodal hallucinations in MLLMs. Yan
et al. (2024) propose a framework for evaluating
the reliability and validity of hallucination bench-
marks. Gunjal et al. (2024) introduce M-HalDetect,
a multimodal dataset with 16k VQA annotations
for hallucination detection in LVLMs. Guan et al.
(2024) introduce HallusionBench, a benchmark for
image-context reasoning in LVLMs with 346 im-
ages and 1129 questions. Chen et al. (2024b) in-
troduce a multi-modal meta-evaluation benchmark
for assessing hallucination detection in MLLMs.

Compared to previous work, we introduce the
Cross-lingual and Cross-modal Hallucinations
benchmark (CCHall). To the best of our knowl-
edge, this is the first effort to explore joint cross-
lingual and cross-modal hallucinations.

7 Conclusion

We introduce a benchmark, CCHall, for the de-
tection of joint cross-lingual and cross-modal hal-
lucinations. We analyze a wide range of MLLMs
and various hallucination mitigation strategies. Our
findings demonstrate that current strategies are still
insufficient in effectively overcoming cross-lingual
and cross-modal hallucinations. Specifically, they
often struggle to effectively handle the complexities
that arise when both cross-lingual and cross-modal
factors interact. We hope CCHall can serve as
valuable data for evaluating LLMs in joint cross-
lingual and cross-modal scenarios.
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Limitations

We introduce CCHall, a cross-lingual and cross-
modal hallucination detection benchmark, and per-
form comprehensive experiments across various
MLLMs. Current MLLMs are mainly confined to
two modalities: text and image, with only a few
extending to the Audio/Speech modality (Borsos
et al., 2023; Kuan et al., 2024). Consequently, our
work concentrates on the text and image modali-
ties. We hope that future MLLMs will incorporate
a broader range of modalities, bringing us one step
closer to achieving Artificial General Intelligence
(AGI). Additionally, since the hallucinated data in
our dataset is generated by MLLMs and the multi-
lingual data is obtained through translation, some
errors may persist despite manual verification.
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Appendix

A CCHall Construction Details

A.1 Generating Hallucinated Data

Before generating data, we first prepare corre-
sponding real questions and answers for each im-
age and meticulously design specific prompts to
guide Gemini-1.5-Pro in generating hallucinated
sentences. As shown in Figure 10, the prompt in-
cludes the following elements:

1. Image: The inclusion of the image ensures
that the model effectively recognizes and
processes visual content, thereby facilitat-
ing more accurate multi-modal alignment.

2. Question and Real Answer: These provide
the model with an accurate semantic con-
text, enabling it to understand the require-
ments for generating hallucinated data.

3. Examples: By providing examples, the
prompt clarifies the generation target for
the model, ensuring that the hallucinated
sentences maintain logical consistency and
follow the intended structure and content.
As shown in Figure 10, these are the pro-
vided examples used to construct A and B.

Incorporating these elements helps the model
better comprehend the input context, ensuring that
the generated hallucinated sentences appropriately
combine information from the image, question, and
real answer to produce the expected output. This
design prevents the hallucinations from deviating
from the actual context, ensuring high quality in
the generated content.

During the generation process, we require the
hallucinated sentences to closely match the real
answers in both length and structure. Specifically,
the Gemini-1.5-Pro, when processing images, is in-
structed to compare the real entities in the answers
with the content in the images. It then integrates
entities that do not exist in the image into the gen-
erated hallucinated sentence.

This approach ensures that the hallucinated data
maintains a fundamental level of naturalness and
consistency with the real answer. If the structure
of the hallucinated sentence deviates significantly
from the real answer, it becomes more easily iden-
tifiable as an anomaly by both models and human
users. Thus, maintaining similarity in structure
and length makes the hallucinated sentence appear

more natural and harder to detect. Moreover, this
strategy ensures that the hallucinated data we gener-
ate is highly deceptive. Structurally similar halluci-
nated sentences can mask the inserted false entities,
ensuring that the hallucinated content maintains
fluency similar to the real answer, thus increasing
the difficulty for models during evaluation.

Overall, this process ensures that the halluci-
nated sentences semantically approximate the real
answers, while preserving structural consistency,
thus enhancing their deceptiveness and improving
evaluation effectiveness.

A.2 Cross-lingual Hallucination Data
Construction

Human Recheck: After generating the halluci-
nated data and performing translations, we care-
fully conduct a human recheck to ensure the quality
and accuracy of the data. Specifically, we consis-
tently employ the back-translation method (Miyabe
and Yoshino, 2015; Lee, 2021) to thoroughly re-
view all the data, focusing on two key aspects:

1. Verification of Hallucination Data: We
check whether the generated hallucinated
data meets our requirements. This involves
ensuring that the hallucinated sentences ad-
here to the expected structure, length, and
logic, while also verifying that they con-
tain the intended hallucinated elements in
alignment with the task.

2. Accuracy of Translated Data: We also
check whether the translated data accu-
rately reflects the original meaning and con-
text. This step ensures that the translations
remain faithful to the intended hallucination
scenario, avoiding any misinterpretations or
errors that arise from language differences.

In terms of details, we provide the reviewers with
a specific scoring rubric as a clear guide for evalua-
tion. The scoring criteria are as follows:

• 0-60 points: Only a small portion of the origi-
nal meaning is conveyed. The word choice is
inaccurate, and there are a significant number
of severe language errors.

• 60-70 points: The meaning of the original
text is conveyed. Word choice is somewhat
inaccurate, and there are quite a few language
errors, some of which are serious.
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• 70-80 points: The meaning of the original text
is generally conveyed. The text is smooth and
coherent, with no major language errors.

• 80-90 points: The text conveys the original
meaning clearly, with minor errors that don’t
hinder comprehension. The writing is smooth
and coherent, though some word choices may
be slightly imprecise or awkward.

• 90-100 points: The original meaning is accu-
rately conveyed. The word choice is appropri-
ate, the writing flows smoothly, and there are
virtually no language errors.

Each data is reviewed by three evaluators, and the
final score for the data is obtained by averaging
the scores from all three reviewers. If a data point
receives a score below 80, we regenerate and re-
translate it. The data will then be re-evaluated and
re-scored until it passes the review. A total of only
11 data points received a score below 80, and we
have already made corrections to them.

In our review, the average score across all data
points is 87.1. The manual check guarantees the
accuracy, consistency, and quality of the generated
data and translations, significantly minimizing the
risk of errors, inconsistencies, or biases that could
affect the model’s overall performance.

A.3 Four Hallucination Types

Based on the definitions of four hallucination types,
we carefully select and combine the intermediate
dataset after randomization and balancing. Specifi-
cally, we use English as the anchor language and
select two answers for each image in different lan-
guages. For each image, one English answer is
randomly chosen, along with another in a differ-
ent language. The selected English answer can
be either the correct answer or a hallucinated one
generated by a previous model. According to the
hallucination definitions, we have the following
four combinations:

1. Non-hallucination: If both the English an-
swer and the answer in another language
are correct, meaning that the objects men-
tioned in the sentence match those in the
image and are consistent with it, the answer
is classified as non-hallucination.

2. Cross-lingual, non-cross-modal hallucina-
tion: If the English answer is correct but the
answer in another language is hallucinated
— meaning the English answer is consis-
tent with the image while the objects in the
non-English answer do not appear in the
image — this is classified as cross-lingual
non-cross-modal hallucination.

3. Cross-modal, non-cross-lingual halluci-
nation: If the English answer is halluci-
nated and the answer in another language
is identical, meaning both answers contain
the same hallucinated objects not present in
the image, this is classified as cross-modal
non-cross-lingual hallucination.

4. Cross-modal, cross-lingual hallucination:
If the English answer is hallucinatory and
the answer in another language is inconsis-
tent with it, meaning that the two halluci-
natory answers differ, with each containing
different objects that are either not actually
present in the image or are incorrectly de-
scribed, this is classified as a cross-modal,
cross-lingual hallucination.

This combination process ensures that we gener-
ate a diverse set of hallucination types, while main-
taining consistency in image-object relationships,
thus providing a robust and high-quality dataset for
training and evaluation.

A.4 Prompt Construction for
Experimentation

During the experimental phase, we test different
models on our CCHall. As shown in Figure 11,
our prompt consists of four key components: Inten-
tion Description, Hallucination Type Explanation,
Task Description, and Output Format.

1. Intention Description: This section estab-
lishes the model’s role, clearly instructing it
that its task is to detect hallucinations based
on the given image, question, and answers
in two different languages, and classify the
hallucinations. The model selects the correct
option from the provided choices. This helps
set expectations for the model’s behavior, en-
suring that it understands the specific goal of
identifying and classifying hallucinations.

2. Hallucination Type Explanation: This part
defines four types of hallucinations: “Non-
hallucination”, “Cross-lingual, non-cross-

30740



table shirt woman street sky plate man people building trees
Gemini-1.5-Flash 64.5 56.7 58.4 44.7 53.2 43.6 48.2 49.0 32.8 38.7
Llama-3.2-11B-Vision 61.8 72.2 59.4 60.5 55.4 65.5 57.9 50.0 37.9 51.6
Qwen2-VL-7B 71.1 58.9 65.3 65.8 56.5 56.4 47.6 53.1 55.2 46.2
Pixtral-12B 59.2 63.3 59.4 48.7 59.7 52.7 60.4 60.4 63.8 59.1
InternVL2-8B 64.5 68.9 68.3 63.2 58.1 54.5 56.1 50.0 63.8 51.6
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Figure 9: Analysis of the relationship between object presence and hallucination rate in the image captioning task.

modal hallucination”, “Cross-modal, non-
cross-lingual hallucination”, and “Cross-
modal, cross-lingual hallucination”. Explain-
ing the four types of hallucinations is critical
because it provides the model with a clear
framework to understand the specific nature
of each hallucination type. By making these
definitions explicit, the model can more ef-
fectively distinguish between different hallu-
cination scenarios and improve its accuracy in
detecting and classifying hallucinations. With-
out this explanation, the model struggles to
identify subtle distinctions between hallucina-
tion types, which impacts its overall perfor-
mance and classification accuracy.

3. Task Description: This section provides con-
crete task details, including the image, ques-
tion, two answers in different languages, and
the available options. This supplies the model
with all necessary input data, ensuring that it
has everything needed to perform the task ef-
fectively and make informed decisions when
selecting the correct answer.

4. Output Format: The output format section
specifies the required structure of the model’s
response, designed for easy extraction using
regular expressions. This standardization al-
lows efficient evaluation of the model’s perfor-
mance, facilitates accurate calculations, and
ensures consistent output formatting.

This structured approach to prompt construction
ensures that the model receives clear, unambiguous
instructions at every stage of the task, improving
consistency and reliability in hallucination detec-
tion and classification across different models.

B Experiment Details

B.1 Main Result Details

To conduct a more thorough and comprehen-
sive evaluation of CCHall, we assess its per-
formance on the following extensive models:
GPT-4o (OpenAI, 2023), Gemini-1.5-Flash (Team
et al., 2024), Llama-3.2-11B-Vision-Instruct (Meta,
2024), Qwen2-VL-7B-Instruct (Wang et al., 2024a),
Pixtral-12B-2409 (Agrawal et al., 2024), and
InternVL2-(2B, 4B, 8B) (Chen et al., 2024c). The
complete results are shown in Table 3.

B.2 Certain objects are more prone to
hallucination.

To gain deeper insights into the types of enti-
ties that are more prone to triggering hallucina-
tions in MLLMs, we conducted a thorough sta-
tistical analysis of hallucination-associated en-
tities produced by five representative MLLMs:
Gemini-1.5-Flash, Llama-3.2-11B-Vision-Instruct,
Qwen2-VL-(2B, 7B)-Instruct, Pixtral-12B-2409,
and InternVL2-8B. For each model, we system-
atically extracted and aggregated entities from the
hallucinated outputs, allowing us to identify recur-
ring patterns and quantify their frequency. Based
on these findings, we established a comparative
ranking of entities according to their tendency to
induce hallucinations across different models. The
statistical results are shown in Figure 9, objects
such as “table”, “shirt”, and “woman” frequently
appear in erroneous captions, indicating their po-
tential role in inducing hallucinations. This is likely
due to the inherent visual ambiguity or semantic
complexity of objects, which makes them harder
for models to accurately identify and categorize.
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Model
AMBER GQA xFlickr&CO XM3600 AVG

Acc Macro-F1 Acc Macro-F1 Acc Macro-F1 Acc Macro-F1 Acc Macro-F1

Direct (Team et al., 2024) 41.7 44.7 37.0 39.2 49.2 50.5 50.1 51.9 44.5 46.6
CoT (Kojima et al., 2022) 49.2 52.3 53.2 54.7 56.4 58.0 60.6 62.2 54.9 56.8
SRO (Lin et al., 2024) 49.0 52.9 51.6 53.4 55.7 58.3 58.2 60.8 53.6 56.4
VDGD (Ghosh et al., 2024) 58.9 60.3 50.6 52.8 52.7 54.0 60.6 62.4 55.7 57.4
HalluciMAD (Lin et al., 2024) 52.2 54.5 59.0 60.6 61.6 63.9 63.7 64.9 59.1 61.0

UniHD (Chen et al., 2024b) 56.2 52.4 60.6 60.6 66.1 59.5 64.5 65.7 61.8 62.1

Table 2: Comparison of the UniHD framework and other methods on Gemini. Bold represents the Best performance.

B.3 Framework Adaptation Exploration
Experiment Details

We adopt the Unified Multimodal Hallucination
Detection (UniHD) framework, which integrates
Claim Extraction, Autonomous Tool Selection,
Tool Execution, and Hallucination Verification for
image-to-text and text-to-image hallucination de-
tection. Using tools like object detection, attribute
detection, scene text recognition, and common-
sense knowledge search, the framework aims to
improve performance on CCHall by bridging in-
ternal reasoning with real-world context.

Given that the CCHall focuses on image-to-text
hallucinations, particularly object hallucinations,
we adapt the UniHD framework to better suit the
specific requirements of our benchmark. These
adjustments are as follows:

1. Input Adaptation: For VQA tasks, we com-
bine the question and answer into a declarative
statement for clarity, e.g., “What animal is in
the box?” and “A bear” become “The animal
in the box is a bear”. For Image Captioning,
the input is the caption itself. Since CCHall
is multilingual and some tools support only
specific languages, all non-English inputs are
translated to English for compatibility.

2. Claim Extraction and Query Generation:
The adjusted framework begins by using
Gemini-1.5-Flash to perform claim extraction,
breaking complete sentences into sub-claims
for detailed hallucination analysis. For each
extracted claim, Gemini-1.5-Flash generates
specific queries focused on object existence
and commonsense verification, aligning with
the object-focused nature of our benchmark.

3. Tool Execution: The framework automati-
cally invokes Grounding DINO (Liu et al.,
2024) model to detect objects and return

bounding box coordinates. Additionally, it
utilizes the Serper Google Search API1 to per-
form internet-based fact verification by ana-
lyzing search results, comparing sources, and
validating the truthfulness of each claim.

4. Integrated Evaluation: Evidence collected
from the tools is integrated with the origi-
nal image and its corresponding claims into
a comprehensive prompt. Gemini-1.5-Flash
then evaluates each claim’s hallucination like-
lihood and provides reasoning, resulting in a
final hallucination detection outcome.

During experiments, the adapted UniHD frame-
work executes 3,532 queries via the Serper API,
averaging one query per call. As shown in Table 2,
UniHD outperforms all other methods, achieving
the best results in hallucination detection. These
findings demonstrate the effectiveness of external
tools and web-based verification for object exis-
tence validation, offering a clear advantage over
traditional prompting and reasoning strategies. The
results highlight the importance of integrating ex-
ternal resources to enhance hallucination detection,
particularly for complex object hallucinations.

B.4 Samples & Error Analysis
In this section, as shown in Figures 12-15, we con-
duct a detailed analysis of samples and error cases
from the GPT-4o across the four sub-datasets of
the CCHall Benchmark: AMBER, xFlickrCO,
GQA, and XM3600. For each of the four sub-
datasets, we systematically collect and analyze er-
ror cases observed in GPT-4o’s test-time perfor-
mance. Through this detailed evaluation, we iden-
tify recurring failure patterns, domain-specific chal-
lenges, and systematic shortcomings. We aim to
surface not only the nature of current limitations
but also to quantify the actionable headroom.

1https://serper.dev
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Model
AMBER GQA xFlickr&CO XM3600 AVG

Acc Macro-F1 Acc Macro-F1 Acc Macro-F1 Acc Macro-F1 Acc Macro-F1

Random 25.1 30.0 25.0 29.4 24.9 30.3 25.1 29.9 25.0 29.9

Qwen2-VL-2B-Instruct (Wang et al., 2024a)

Direct (Wang et al., 2024a) 25.1 33.8 27.1 35.8 23.9 33.1 23.7 33.2 24.9 34.0
CoT (Kojima et al., 2022) 25.2 43.4 27.2 35.0 24.1 52.1 24.3 52.5 25.2 45.7
SRO (Lin et al., 2024) 24.7 43.5 24.5 34.8 24.6 52.3 24.2 52.4 24.5 45.7
VDGD (Ghosh et al., 2024) 23.7 36.3 19.8 38.8 20.2 44.2 23.7 41.9 21.8 40.3
HalluciMAD (Lin et al., 2024) 20.9 42.5 20.1 38.1 19.9 45.4 22.8 44.7 20.9 42.7

InternVL2-2B (Chen et al., 2024c)

Direct (Chen et al., 2024c) 24.4 28.1 24.1 26.0 24.6 26.9 28.1 27.3 25.3 27.1
CoT (Kojima et al., 2022) 20.6 26.1 20.1 24.9 23.8 27.6 22.4 27.7 21.7 26.6
SRO (Lin et al., 2024) 9.7 28.7 10.3 28.9 4.3 28.4 28.1 30.9 8.9 29.2
VDGD (Ghosh et al., 2024) 14.9 25.0 18.4 28.1 16.3 27.1 18.4 26.9 17.0 26.8
HalluciMAD (Lin et al., 2024) 13.0 25.6 11.7 25.6 12.4 25.4 13.6 27.2 12.7 26.0

InternVL2-4B (Chen et al., 2024c)

Direct (Chen et al., 2024c) 25.0 34.9 25.2 35.5 30.2 38.2 30.2 38.3 27.7 36.7
CoT (Kojima et al., 2022) 14.2 31.1 13.4 29.9 17.9 33.5 16.4 33.3 15.5 31.9
SRO (Lin et al., 2024) 12.3 34.9 11.8 34.7 6.6 37.8 13.2 38.9 11.0 36.6
VDGD (Ghosh et al., 2024) 20.3 32.6 21.8 32.4 29.7 39.1 24.8 35.9 24.2 35.0
HalluciMAD (Lin et al., 2024) 16.7 31.9 16.2 33.0 21.1 37.0 29.4 34.9 20.8 34.2

InternVL2-8B (Chen et al., 2024c)

Direct (Chen et al., 2024c) 29.1 38.1 29.9 38.6 38.3 47.6 38.8 47.4 34.0 42.9
CoT (Kojima et al., 2022) 31.3 40.0 33.6 42.1 41.6 48.0 40.1 47.6 36.7 44.4
SRO (Lin et al., 2024) 30.3 40.0 31.1 40.7 41.2 48.6 37.7 47.1 35.1 44.1
VDGD (Ghosh et al., 2024) 33.2 40.0 30.2 37.8 36.7 44.5 37.4 44.7 34.4 41.7
HalluciMAD (Lin et al., 2024) 29.9 38.6 30.0 39.0 37.9 45.9 39.6 47.7 34.3 42.8

Llama-3.2-11B-Vision-Instruct (Meta, 2024)

Direct (Meta, 2024) 31.6 38.8 32.1 38.9 35.4 43.2 43.3 49.4 35.6 42.6
CoT (Kojima et al., 2022) 32.0 40.6 34.3 40.9 43.6 51.6 46.4 54.0 39.1 46.8
SRO (Lin et al., 2024) 32.1 40.6 34.4 40.9 43.7 51.7 46.4 54.0 39.2 46.8
VDGD (Ghosh et al., 2024) 34.0 41.2 35.6 42.1 36.6 45.4 42.4 50.7 37.1 44.9
HalluciMAD (Lin et al., 2024) 29.7 38.7 32.6 40.3 36.4 45.1 34.8 42.8 33.4 41.7

Qwen2-VL-7B-Instruct (Wang et al., 2024a)

Direct (Wang et al., 2024a) 36.2 39.5 33.3 38.3 42.9 46.7 39.9 44.4 38.1 42.2
CoT (Kojima et al., 2022) 38.6 43.4 33.9 39.0 48.3 52.1 48.4 52.5 42.3 46.7
SRO (Lin et al., 2024) 38.7 43.5 34.1 34.8 48.4 52.3 48.4 52.4 42.4 45.7
VDGD (Ghosh et al., 2024) 34.8 36.3 36.3 38.8 41.1 44.2 40.0 44.9 38.1 41.1
HalluciMAD (Lin et al., 2024) 37.0 42.5 31.4 38.1 38.0 45.4 38.6 44.7 36.3 42.7

Pixtral-12B-2409 (Agrawal et al., 2024)

Direct (Agrawal et al., 2024) 23.9 38.0 34.8 45.5 43.3 51.3 38.0 48.9 35.0 45.9
CoT (Kojima et al., 2022) 40.7 46.0 42.7 47.9 48.7 54.2 53.3 59.0 46.3 51.8
SRO (Lin et al., 2024) 43.0 47.8 41.3 48.1 50.6 55.5 51.6 57.8 46.6 52.3
VDGD (Ghosh et al., 2024) 43.4 43.1 45.1 47.3 47.3 48.4 56.4 58.2 48.1 49.3
HalluciMAD (Lin et al., 2024) 46.3 49.8 45.2 51.4 57.1 61.4 58.7 63.2 51.8 56.4

Gemini-1.5-Flash (Team et al., 2024)

Direct (Team et al., 2024) 41.7 44.7 37.0 39.2 49.2 50.5 50.1 51.9 44.5 46.6
CoT (Kojima et al., 2022) 49.2 52.3 53.2 54.7 56.4 58.0 60.6 62.2 54.9 56.8
SRO (Lin et al., 2024) 49.0 52.9 51.6 53.4 55.7 58.3 58.2 60.8 53.6 56.4
VDGD (Ghosh et al., 2024) 58.9 60.3 50.6 52.8 52.7 54.0 60.6 62.4 55.7 57.4
HalluciMAD (Lin et al., 2024) 52.2 54.5 59.0 60.6 61.6 63.9 63.7 64.9 59.1 61.0

GPT-4o (OpenAI, 2023)

Direct (OpenAI, 2023) 57.1 63.2 56.1 62.1 72.2 76.4 82.9 84.3 67.1 71.5
CoT (Kojima et al., 2022) 68.1 70.0 66.9 69.2 81.1 83.4 83.1 84.8 74.8 76.8
SRO (Lin et al., 2024) 63.2 65.0 57.2 62.7 76.7 79.3 84.7 86.4 70.4 73.4
VDGD (Ghosh et al., 2024) 64.7 66.6 56.3 62.5 72.3 77.0 83.2 85.6 69.1 73.0
HalluciMAD (Lin et al., 2024) ➊ 70.9 ➊ 71.9 ➊ 68.6 ➊ 70.3 ➊ 84.1 ➊ 85.6 ➊ 86.4 ➊ 87.3 ➊ 77.5 ➊ 78.8

Table 3: The experimental results of Acc. (%) and Macro-F1 score on MLLMs. The “Random” refers to the average
performance obtained from three separate random selections. represents the performance of open-source MLLMs,
and represents the performance of closed-source MLLMs. The underline indicates better performance in the
MLLM. ➊ represents the Best performance.
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Intention Description:
I want you to act as a hallucination answer generator. Given a picture, a question, and the correct answer. The 
key objective is to create responses that mistakenly identify objects that do not exist in the image, focusing 
specifically on errors in the existence of tangible objects (e.g., people, animals, vehicles). Do not replace non-
object nouns like events, actions, or abstract concepts.
You must provide two answers based on the given image, the given question and the correct answer. For each 
answer, randomly replace 1-2 object nouns (e.g., person, tree, car) in the correct answer with similar but 
different object names that are not present in the image. Ensure that the replaced objects in the two answers are 
distinct and do not accurately describe the content of the image.

Example (XM3600 and xFlickr&Co)：
#Question#: Describe this image.
#Right Answer #: Plumbing part lying on a wooden table.
#Hallucinated Answer1#: Camera lying on a wooden table.
#Hallucinated Answer2#: Robot lying on a wooden table.
You should focus on making the answers convincingly hallucinated, 
ensuring that #Hallucinated Answer1# and #Hallucinated Answer2# 
clearly misidentify tangible objects not present in the image. Only provide 
the two hallucinated answers in the required format, nothing else.

Task：
#Question#: Describe this image.
#Right Answer #:
#Hallucinated Answer1#:
#Hallucinated Answer2#:
Output Format：
Your response must only include the following two lines:
#Hallucinated Answer1#: (Hallucinated Answer1 You Generated）
#Hallucinated Answer2#: (Hallucinated Answer2 You Generated）
Each answer should be a comma-separated list of objects. Do not include any additional text, explanations, or 
formatting outside of these lines.

Example (GQA)：
#Question#: What is the woman to the right of the boat holding? 
#Right Answer #: umbrella
#Hallucinated Answer1#: stick
#Hallucinated Answer2#: handbag
You should focus on making the answers convincingly hallucinated, 
ensuring that #Hallucinated Answer1# and #Hallucinated Answer2# 
clearly misidentify tangible objects not present in the image. Only provide 
the two hallucinated answers in the required format, nothing else.

Example (AMBER)：
#Question#: What objects are in this picture?
#Right Answer #: sky, forest, grass, person, lake, mountain, road
#Hallucinated Answer1#: sky, forest, grass, monkey, lake, mountain, road
#Hallucinated Answer2#: sky, forest, grass, person, river, mountain, road
You should focus on making the answers convincingly hallucinated, 
ensuring that #Hallucinated Answer1# and #Hallucinated Answer2# 
clearly misidentify tangible objects not present in the image. Only provide 
the two hallucinated answers in the required format, nothing else.

Figure 10: Structure of the Prompt for Generating Hallucinated Sentences
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Intention Description:
You are a hallucination detection system tasked with categorizing hallucinations based on images , questions 
and answers in two different languages. Your job is to analyze the provided image, question, and both 
language answers to determine the type of hallucination, if any.

Hallucination Type Explanation
1. Non-hallucination: Both the English and the other language answers are consistent with the content of the 
image, and they correctly describe what is present in the image.
2. Cross-modal, non-cross-lingual hallucination: Both the English and the other language answers are 
inconsistent with the image content, specifically regarding the existence of objects. The key point is that the 
both languages make the same error, mentioning the existence of the same object(s) that do not appear in the 
image.
3. Cross-lingual, non-cross-modal hallucination: The English answer is consistent with the image, but the 
answer in the other language contains an error regarding the existence of objects.
4. Cross-modal, cross-lingual hallucination: Both the English and the other language answers are inconsistent 
with the image, and they differ in the objects they describe as being present. In other words, both languages 
make errors, but they reference different nonexistent objects.

Task：
Based on the following information, identify the type of hallucination:
Image: [The provided Image]
Question: [The provided Question]
Answer1: [The provided Answer1]
Answer2: [The provided Answer2]
Options: [The provided Options]
Let’s think step by step!

Output Format：
You MUST provide the reasoning steps and conclude with the final answer in the format: “Option. 
Hallucination Type”. For example: A. Hallucination Type

Figure 11: Example of the Prompt Used for Hallucination Detection and Classification
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OpenAI GPT-4o：
STEP 1:
Examine the provided image to identify the objects visible. 
In the image, I can see trees, a bench, a person, the ground, leaves, the sky, streetlamps, grass, and a road.
STEP 2:
Analyze Answer1 (English): "tree, bench, person, ground, leave, sky, streetlamp, grass, road". 
This answer lists the same objects that are visible in the image.
STEP 3:
Analyze Answer2 (Another Language - Welsh): "coeden, mainc, delw, daear, gadael, awyr, lamp stryd, 
glaswellt, ffordd". Translate these words to English:
- coeden = tree
- mainc = bench
[Hallucination] 
- delw = person
- daear = ground
- gadael = leaves
- awyr = sky

- lamp stryd = streetlamp
- glaswellt = grass
- ffordd = road
The words are consistent with the objects seen in the image.
STEP 4:
Both Answer1 and Answer2 are consistent with the content of the image, as they both correctly describe 
objects present in the image.

Final Answer: B. Non-hallucination.

Label:
D. Cross-lingual, non-cross-modal hallucination

AMBER Task
Question:
What objects are in this picture?

Answer1 (in English):
tree, bench, person, ground, leave, sky, streetlamp, grass, road

Answer2 (in Welsh):
coeden, mainc, delw, daear, gadael, awyr, lamp stryd, 
glaswellt, ffordd (tree, bench, statue, ground, leave, sky, street 
lamp, grass, road)

Options:
A. Cross-modal, non-cross-lingual hallucination 
B. Non-hallucination 
C. Cross-modal, cross-lingual hallucination 
D. Cross-lingual, non-cross-modal hallucination

Figure 12: Error Analysis of Gemini on the AMBER
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OpenAI GPT-4o：

STEP 1:
Image Analysis: The image shows a person (possibly an adult) lying on a rock near water, and there is a child in 
front of them. The child is wearing a life vest, which suggests that they are near water, possibly preparing for an 
activity like swimming or boating.
STEP 2:
Answer1 (English): "A horse in a red shirt and jeans a toddler on a rock near the water." Answer2 (Portuguese): 
"Um cavalo de camisa vermelha e jeans e uma criança em uma pedra perto da água." Both answers describe a 
"horse," which is incorrect. There is no horse in the image; instead, it depicts a person and a child near water. 
The correct description should not mention a horse, as the image clearly shows a human (adult) and a child.
STEP 3:
[Hallucination] Hallucination Type Determination: Both answers contain a major error: they both incorrectly 
mention the presence of a horse, which does not exist in the image. The error is consistent in both languages 
(English and Portuguese), but the object (horse) is mentioned in both. This type of hallucination is **cross-
modal** (both answers describe a non-existent object), and it is **cross-lingual** (both languages make the 
same mistake).

Final Answer: A. Cross-modal, cross-lingual hallucination.

Label
D. Cross-modal, non-cross-lingual hallucination

xFlickr&CO Task

Question:
Describe this image.

Answer1 (in English):
A horse in a red shirt and jeans a toddler on a rock near the 
water.
Answer2 (in Portuguese):
Um cavalo de camisa vermelha e jeans e uma criança em 
uma pedra perto da água. (A horse in a red shirt and jeans a 
toddler on a rock near the water.)

Options:
A. Cross-modal, cross-lingual hallucination 
B. Cross-lingual, non-cross-modal hallucination
C. Non-hallucination
D. Cross-modal, non-cross-lingual hallucination

Figure 13: Error Analysis of Gemini on the xFlickr&CO

30747



OpenAI GPT-4o：

STEP 1:
[Hallucination] Analyze the Image: The image shows a display case with trays containing various types of 
donuts. The donuts on the lower tray have powdered sugar on them. No beignets are visible in the image.
STEP 2:
Evaluate Answer1 (English): Answer1 states "donuts," which is consistent with the image. There are indeed 
donuts with powdered sugar in the display case.
STEP 3:
[Hallucination] Evaluate Answer2 (French):  Answer2 states "beignets," which is inconsistent with the image, 
as there are no beignets visible.
STEP 4:
Determine Hallucination Type: Since Answer1 (English) is correct and consistent with the image, while 
Answer2 (French) is incorrect and inconsistent, this fits the definition of a Cross-lingual, non-cross-modal 
hallucination. The content error occurs in the French answer but not in the English one.

Final Answer: A. Cross-lingual, non-cross-modal hallucination. 

Label：
B. Non-hallucination

GQATask

Question:
What kind of baked good is the powdered sugar on?

Answer1 (in English):
donuts

Answer2 (in French):
beignets

Options:
A. Cross-lingual, non-cross-modal hallucination 
B. Non-hallucination
C. Cross-modal, cross-lingual hallucination 
D. Cross-modal, non-cross-lingual hallucination

Figure 14: Error Analysis of Gemini on the GQA
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OpenAI GPT-4o：

STEP 1:
Analyze the Image: The image depicts a close-up of an antelope with distinct horns. Based on the features, it 
appears to be a type of gazelle or similar species, with a background that suggests it is in a natural setting like 
a field or savannah. 
STEP 2:
[Hallucination] English Answer Analysis: “A macro shot of a gazelle in a field.”. This description aligns 
with the content of the image, which shows a close-up (macro shot) of an animal that resembles a gazelle in 
a natural setting (field).
STEP 3:
[Hallucination] Other Language Answer Analysis: "Risasi kubwa ya kulungu jangwani." The translation of 
this is "A macro shot of a gazelle in the savanna." This answer also appears consistent with the image's 
content, as the background and the animal suggest a setting that could indeed be described as  "savanna.
STEP 4:
Comparison of Answers: Both the English and the other language answers are consistent with the content of 
the image. There is no discrepancy or incorrect identification of objects in relation to the image.

Final Answer: A. Non-hallucination.

Label：
D. Cross-modal, cross-lingual hallucination

XM3600 Task

Question:
Describe this image.

Answer1 (in English):
A macro shot of a gazelle in a field.

Answer2 (in Swahili):
Risasi kubwa ya kulungu jangwani (A big deer shot in 
the desert)

Options:
A. Non-hallucination
B. Cross-modal, non-cross-lingual hallucination
C. Cross-lingual, non-cross-modal hallucination
D. Cross-modal, cross-lingual hallucination

Figure 15: Error Analysis of Gemini on the XM3600
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