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Abstract

Transformer-based models have achieved state-
of-the-art performance in document classifica-
tion but struggle with long-text processing due
to the quadratic computational complexity in
the self-attention module. Existing solutions,
such as sparse attention, hierarchical models,
and key sentence extraction, partially address
the issue but still fall short when the input se-
quence is exceptionally lengthy. To address
this challenge, we propose IRIS (Interpretable
Retrieval-Augmented Classification for long
Interspersed Document Sequences), a novel,
lightweight framework that utilizes retrieval to
efficiently classify long documents while en-
hancing interpretability. IRIS segments doc-
uments into chunks, stores their embeddings
in a vector database, and retrieves those most
relevant to a given task using learnable query
vectors. A linear attention mechanism then ag-
gregates the retrieved embeddings for classifi-
cation, allowing the model to process arbitrarily
long documents without increasing computa-
tional cost and remaining trainable on a single
GPU. Our experiments across six datasets show
that IRIS achieves comparable performance to
baseline models on standard benchmarks, and
excels in three clinical note disease risk pre-
diction tasks where documents are extremely
long and key information is sparse. Further-
more, IRIS provides global interpretability by
revealing a clear summary of key risk factors
identified by the model. These findings high-
light the potential of IRIS as an efficient and
interpretable solution for long-document classi-
fication, particularly in healthcare applications
where both performance and explainability are
crucial. 1

1 Introduction

Transformer-based models (Vaswani, 2017) have
achieved state-of-the-art performance in various

1Code is available at https://github.com/
fengnanli-neo/iris

natural language processing (NLP) tasks, including
document classification. At the core of these mod-
els is the self-attention mechanism, which allows
them to capture dependencies between any tokens
in an input sequence. However, this mechanism
is computationally expensive, as calculating the
full attention matrix scales quadratically in both
time and memory with input length. This makes
it challenging to apply transformer-based models
to long-text processing. For example, BERT (De-
vlin et al., 2019) and its variants (e.g. Lan, 2019;
Liu, 2019; He et al., 2020) are typically pretrained
to handle sequences of up to 512 tokens, whereas
real-world documents often far exceed this token
limit - whether in the form of individual lengthy
documents, or collections of documents that need
to be processed jointly, e.g., a patient’s clinical
notes across multiple encounters for disease risk
prediction.

Usually, transformer-based models handle long
documents in three ways: truncation, sparse at-
tention, and chunking. Truncation, the simplest
approach, uses only a fixed portion of the text (e.g.,
the first 512 tokens), but this risks losing important
information. Sparse attention methods (e.g. Belt-
agy et al., 2020; Zaheer et al., 2020; Guo et al.,
2021; Warner et al., 2024) increase the token limit
by reducing the computational complexity of the
self-attention mechanism, but they still impose an
upper bound on the number of tokens. The chunk-
ing approach utilizes a hierarchical model (e.g. Pap-
pagari et al., 2019; Lu et al., 2021; Jaiswal and
Milios, 2023). These methods split long texts into
chunks, process each separately, and then combine
the chunk representations. This method circum-
vents the token limit constraint in theory, but in
practice is limited by available memory when deal-
ing with very long inputs.

An important case of long-document classifica-
tion is disease risk prediction based on patient his-
tories documented in clinical notes. These histo-
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ries often contain hundreds of thousands of words
(Jensen et al., 2017; Rule et al., 2021), far exceed-
ing the capacity of transformer-based models. Ad-
ditionally, most clinical text is not relevant to a
given disease risk prediction task. The small frac-
tion of text containing disease-related information
is buried within extensive records, making it ineffi-
cient to process all the text indiscriminately. Thus,
we need an alternative approach that first selects
key information from the histories, then uses it to
make predictions.

One potential approach is to first extract key sen-
tences using an unsupervised method. These meth-
ods fall into three categories (Papagiannopoulou
and Tsoumakas, 2020): statistical (El-Beltagy and
Rafea, 2009; Liu et al., 2009; Campos et al.,
2020), graph-based (Mihalcea and Tarau, 2004),
and embedding-based techniques (Bennani-Smires
et al., 2018; Kong et al., 2023). However, in all
three cases, the methods are designed to extract
sentences to form a succinct summary of the whole
document rather than extracting task-specific in-
formation for downstream classification. Recent
work (Li et al., 2024) has attempted to adapt these
methods by filtering out general keyphrases and
retaining only those relevant to downstream tasks.
However, this approach falls short when critical
information is absent from the initially extracted
summaries—a common issue when key informa-
tion for classification is sparse or does not domi-
nate the text. Other strategies (Ding et al., 2020) in-
volve building a separate judge model that is jointly
trained with a classification model to evaluate the
sentence relevance for classification task. While
this approach improves task specificity, it is compu-
tationally expensive and impractical for extremely
long documents (Park et al., 2022).

Beyond the challenges of handling long input
sequences, model interpretability is another crucial
concern in long-document classification. Manually
reviewing the entire text to understand a model’s
prediction is often impractical, making it essential
to have an efficient method for interpreting model
decisions. This is especially important in health-
care applications, where we need models to clearly
point to the evidence behind their decisions. Exist-
ing interpretability techniques (e.g. Ribeiro et al.,
2016; Lundberg, 2017; Sundararajan et al., 2017)
for deep learning-based document classification pri-
marily focus on explaining individual predictions
by highlighting key words and sentences rather
than offering a global summary of key classification

factors. For instance, in disease risk prediction, it
is not only important to explain why a model made
a specific prediction for a single patient but also to
provide a clear, comprehensive view of the most
critical risk factors across all cases. Additionally,
current interpretability methods are often compu-
tationally intensive and require post hoc analysis
after model training, further increasing complexity.

To address these challenges, we propose IRIS
(Interpretable Retrieval-Augmented Classification
for long Interspersed Document Sequences), a
novel, lightweight, interpretable framework for
long-document classification. Inspired by the in-
creasing popularity of retrieval-augmented gener-
ation (Gao et al., 2023), we adapt this concept for
long document classification tasks. Our approach
first segments documents into chunks, storing their
embeddings in a vector database to enable seman-
tic retrieval. The model architecture is simple and
easy to implement: IRIS employs a set of query
vectors as the model’s learnable parameters, each
retrieving k relevant chunk embeddings of a given
document from the vector database. Classification
is performed solely on these retrieved embeddings,
with a linear attention mechanism aggregating in-
formation across them. The linear attention mecha-
nism also enables the query vectors to be updated
during the training process. Each query vector is
progressively refined to specialize in retrieving one
key classification factor.

Our model can process arbitrarily long docu-
ments by retrieving task-relevant chunks while re-
maining trainable on a single GPU. Additionally,
as suggested by its name, the model’s query vectors
function like an iris, enabling us to "see" the key
factors it prioritizes for classification. In disease
risk prediction tasks, this capability is particularly
valuable for discovering subtle risk factors that
may be scattered throughout lengthy clinical docu-
mentation. By inspecting the chunks in our vector
database nearest in embedding space to each query,
we can directly observe the key factors identified
by the model. This approach provides a global sum-
mary of key classification factors while eliminating
the need for post hoc explanation methods.

Our experimental results show that IRIS per-
forms comparably to commonly used baselines
on standard benchmarks and excels in three clin-
ical note disease risk prediction tasks that the
other methods cannot solve, where documents
are particularly lengthy and key information is
sparse—aligning with our model’s design. We also
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highlight the model’s favorable interpretability fea-
tures in the clinical note datasets.

To summarize, the key contributions of our work
include:

1. We present a novel framework that adapts re-
trieval techniques, which are widely used in
generative tasks, for document classification.

2. We develop a lightweight, easy-to-implement
model whose computational cost in time and
memory is invariant to input length, address-
ing the central challenge of long-document
classification.

3. Our model supports both global interpretabil-
ity, providing a clear summary of key classifi-
cation factors across all cases, and case-level
interpretability, by retrieving relevant chunks
from individual documents for specific predic-
tions. This interpretability is achieved during
training, eliminating the need for extensive
post hoc computations.

4. We evaluate our model across several standard
document classification datasets, demonstrat-
ing its competitive performance compared to
existing approaches.

5. We successfully apply our method to three
challenging clinical note disease risk predic-
tion tasks that exceed the capacity of exist-
ing methods, showcasing its ability to identify
key risk factors from extensive patient clinical
note histories while maximizing interpretabil-
ity.

2 Related Work

To adapt Transformer-based models for long-
document processing, various approaches have
been explored to extend or circumvent token lim-
its. One straightforward method is sparse attention,
initially introduced in Longformer (Beltagy et al.,
2020) and BigBird (Zaheer et al., 2020), which
combine local and global attention to reduce the
quadratic complexity of self-attention computation.
These models increase the token limit to 4,096,
while the more recent ModernBERT (Warner et al.,
2024) adopts an alternative attention mechanism,
allowing it to process up to 8,192 tokens.

Other approaches aim to circumvent token limi-
tations altogether. One such method is hierarchical

modeling, where a document is split into multi-
ple chunks, each processed separately before ag-
gregating the chunk embeddings. Variants of this
method primarily differ in how chunk embeddings
are integrated. For example, RoBERT (Pappagari
et al., 2019), ToBERT (Pappagari et al., 2019), and
ChunkBERT (Jaiswal and Milios, 2023) employ
an LSTM, a Transformer encoder, and a TextCNN
module, respectively, for chunk aggregation. How-
ever, these methods require substantial GPU mem-
ory, as processing a large number of chunks be-
comes increasingly expensive for long documents.

An alternative approach is key sentence extrac-
tion, which avoids processing the full document.
BERT+TextRank (Park et al., 2022) and Chulo (Li
et al., 2024) apply unsupervised keyphrase extrac-
tion techniques to select relevant text segments.
However, these methods are not optimized for
downstream tasks and can fail when task-relevant
text is not selected by the extraction algorithm.
CogLTX (Ding et al., 2020) extracts text blocks
by training a separate model to score text block
relevance, filtering out less useful content through
an iterative process in which text blocks are re-
moved one by one to observe the resulting im-
pact on model performance. However, this method
is highly inefficient, reported to be 104.52 times
slower than a standard BERT model when process-
ing documents of approximately 500 words (Park
et al., 2022). For significantly longer documents,
labeling and ranking the relevance of every text
block becomes impractical.

Our method falls under key sentence extrac-
tion for long-document classification, but differs
from prior work by leveraging retrieval-based tech-
niques, which are widely used in text generation
tasks (Lewis et al., 2020). This allows us to effi-
ciently extract task-relevant sentences to circum-
vent the token limit of transformer-based models.

3 IRIS

3.1 Vector Database

Before training the model, we construct a vec-
tor database for semantic retrieval. We begin by
splitting all documents into chunks and encoding
each chunk into an embedding using a transformer-
based model fine-tuned for retrieval. The resulting
chunk embeddings are stored in the vector database.
Given an input vector, we compute its cosine simi-
larity with chunk embeddings and retrieve the top-k
most relevant chunks. In practice, this retrieval pro-
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cess can be accelerated using techniques such as
product quantization (Jegou et al., 2010).

3.2 Model Architecture

Figure 1: IRIS Model Architecture. The model has n
query vectors set as learnable parameters, each respon-
sible for retrieving k chunk embeddings from the vector
database. Retrieved embeddings are aggregated through
a linear attention mechanism. The dotted arrows in the
figure correspond to the retrieval process that is not part
of the model’s computational graph.

The IRIS model has n query vectors set as learn-
able parameters, denoted as q0, q1, ..., qn−1. We
explore two initialization strategies for these query
vectors: (1) Random Initialization; (2) Cluster-
Based Initialization, in which we sample a subset
of chunk embeddings in the vector database and
apply K-means clustering to partition them into
n clusters; the cluster centroids are then used to
initialize the query vectors.

Given a single long document (or document se-
quence) in a batch, each query vector qi retrieves
k embeddings of chunks from that document from
the vector database, denoted as ei,0, ei,1, ..., ei,k−1.
We integrate the retrieved embeddings using a sim-
ple linear attention mechanism to generate a single

prediction vector vi, defined as follows:

vi =
k−1∑

j=0

ai,j · ei,j

ai,j =
exp(wi,j/T )∑k−1
j=0 exp(wi,j/T )

wi,j = dot(qi, ei,j)

(1)

We may view this as a special case of an atten-
tion mechanism in which the query matrix Q con-
sists of a single query vector qi, and the key K
and value V matrices are the retrieved embeddings
ei,0, ..., ei,k−1. The softmax temperature T is a hy-
perparameter controlling attention sharpness. The
resulting prediction vector vi is a weighted sum of
the k retrieved chunk embeddings.

In this way, each query vector qi produces a
prediction vector vi that represents the chunks re-
trieved by qi. To obtain a final document repre-
sentation, we combine v0, v1, ..., vn−1 into a single
prediction vector v∗ using one of the following
methods: (1) Concatenation; (2) Weighted Sum
with a learnable weight corresponding to each vi;
(3) Multihead Attention followed by mean pooling;
(4) Transformer Encoder layer (Vaswani, 2017) fol-
lowed by mean pooling. The choice of combination
method is treated as a tunable hyperparameter. The
a multi-layer perceptron (MLP) prediction head is
then applied to v∗.

The model structure of IRIS is quite simple. The
core is the linear attention mechanism in Equa-
tion 1, which enables query vectors to be refined
dynamically during training. Initially, each query
vector retrieves arbitrary chunk embeddings, some
of which may be informative for classification,
while others are not. During each training step,
the model learns to assign higher weights to the
most predictive of the k embeddings it retrieves,
ensuring information relevant to the prediction task
is retained in the prediction vector vi.

To achieve this, qi is updated to increase its sim-
ilarity (dot product) with the useful embeddings,
moving it closer to key classification factors and
allowing it to retrieve a more relevant set of chunks
in the next training step. As training progresses, qi
gradually converges to retrieve the most relevant
chunk embeddings within a particular region of em-
bedding space, refining its selection of task-critical
information. The exact gradient update rule for qi
is provided in Equation 2.

The model architecture is illustrated in Figure 1.
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3.3 Hyperparameters for Improving
Interpretability

One of the key features of IRIS is its global inter-
pretability. Ideally, each query vector should be
responsible for retrieving a specific type of risk fac-
tor, providing a clear overview of the key factors
identified. However, in practice, two common chal-
lenges hinder model interpretability: (1) a single
query vector may retrieve a mix of multiple factors
instead of focusing on one, making it difficult to
obtain a comprehensive overview of all retrieved
factors; (2) different query vectors may converge
toward similar directions, resulting in redundant
retrieval of the same content and limiting the di-
versity of key factors detected. In this section, we
present and discuss our approach to mitigate these
issues.

First, to enhance query specificity, we can reduce
T , the softmax temperature in Equation 1. The
gradient of query vector qi is given by:

∇qiL =
1

T

[
k−1∑

j=0

ai,j

(
∂L
∂vi

· ei,j
)
· ei,j

−
(
∂L
∂vi

· vi
)
· vi

] (2)

where L is the loss function. See Appendix A for a
detailed derivation of this query vector gradient.

By selecting a small temperature T , we create a
sharper distribution of attention scores ai,j , increas-
ing the relative contribution of embeddings closest
to qi to its gradient, and reducing the contribution
of retrieved embeddings that are farther away. Intu-
itively, this makes qi more specific by concentrating
its focus on smaller set of embeddings.

Second, to prevent different query vectors from
retrieving redundant content, we add a loss term
that penalizes high pairwise cosine similarities (dot
products) among normalized query vectors:

Lpenalty = λ
k−1∑

i=0

k−1∑

j=0

ReLU(dot(q∗i , q
∗
j )− thres)

(3)
where q∗i and q∗j are the L2-normalized query vec-
tors. The hyperparameter λ controls the magni-
tude of the penalty, and thres sets the similarity
threshold. The goal is not to minimize all pair-
wise similarities but to ensure that query vectors
remain sufficiently distinct to retrieve diverse con-
tent. By applying a ReLU function, we penalize
only similarities exceeding the threshold, while

lower similarities do not contribute to the penalty
term.

3.4 Two Stage Model for Fine-tuning

The previous sections describe the IRIS model,
which utilizes fixed embeddings stored in a vector
database. However, for relatively short documents
or cases where sufficient GPU memory is available
to store the computational graph of multiple embed-
dings, a two-stage model can be used to fine-tune
the chunk embeddings.

The two-stage model retains the same overall
structure as the IRIS model, with the only dif-
ference being that it incorporates the embedding
encoder within the model architecture, allowing
chunk embeddings to be dynamically updated dur-
ing training. During each training iteration, we
generate new chunk embeddings for all chunk text
in the batch using the model’s encoder. These
chunk embeddings are detached from the computa-
tional graph and used to update the vector database.
Meanwhile, the chunk embeddings with gradients
are stored in a dictionary. The retrieval process
retrieves the indices of the corresponding chunks.
These indices serve as dictionary keys to obtain the
retrieved chunk embeddings along with their gra-
dient information. The retrieved embeddings are
then used in the same classification process as pre-
viously discussed. This two-stage approach enables
fine-tuning of the encoder, potentially enhancing
model performance.

4 Experimental Setup

4.1 Datasets

The IRIS model is designed for classifying ex-
tremely long documents where key information
is sparse. In this paper, we evaluate our model
using three standard long document classification
datasets and three medical datasets featuring ex-
tremely long clinical notes for disease risk predic-
tion, which better align with our model’s intended
application.

IMDb (Maas et al., 2011) A collection of movie
reviews for binary sentiment analysis. The dataset
contains 50,000 documents, with an average length
of 389 words per document.

Hyperpartisan (Kiesel et al., 2019) A binary
classification dataset consisting of 1,273 news arti-
cles labeled as hyperpartisan or non-hyperpartisan.
The average document length is 586 words.
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arXiv (He et al., 2019) A multi-class dataset for
classifying research papers by subject area based
on their full text. In our experiments, we select
three subjects: cs.AI (Artificial Intelligence), cs.DS
(Data Structures), and cs.PL (Programming Lan-
guages). The dataset contains 10,032 articles, with
an average document length of 6,953 words.

MIMIC-IV (Johnson et al., 2023) A publicly
accessible electronic health record dataset from
which we constructed a binary classification task
to predict essential (primary) hypertension (ICD-9
Code 4019, ICD-10 Code I-10) using de-identified
discharge notes. We concatenated all discharge
notes per patient into a single long document, ex-
cluded patients with fewer than 20,000 words of
clinical text to ensure sufficient document length
for our model evaluation, and randomly sampled
500 cases and 500 control patients for a balanced
dataset.

ADHD An institutionally controlled binary clas-
sification dataset for early ADHD (Attention
Deficit Hyperactivity Disorder) risk prediction us-
ing clinical notes from Electronic Health Records
at Duke University Hospital. Our goal is to predict
ADHD risk at an early age, prior to any formal
diagnosis. To this end, we include all clinical notes
recorded for each patient before the age of two,
when ADHD diagnoses have typically not yet been
made (Loh et al., 2025). The study cohort consists
of 3,990 patients born between 2014 and 2022, 620
of whom were later diagnosed with ADHD, while
the remaining patients were censored. The aver-
age document length per patient is approximately
37,000 words.

Autism An institutionally controlled binary clas-
sification dataset for early age autism risk predic-
tion using clinical notes from Electronic Health
Records at Duke University Hospital. The dataset
includes 4,987 patients born between 2014 and
2022, of whom 751 have been diagnosed with
autism. To prevent label leakage and align with
the goal of early prediction, we only retain clinical
notes recorded before age 1.5 years—a critical pe-
riod when most autism diagnoses have not yet been
made (Loh et al., 2025). The average total docu-
ment length per patient (concatenating all notes) is
39,423 words.

All datasets are split into training, validation,
and test sets by an 8:1:1 ratio using a random seed
of 42.

4.2 Models

In addition to the two proposed models (IRIS with
fixed embeddings and two-stage IRIS), we imple-
ment five baseline models for comparison: BERT
(Devlin et al., 2019) – standard BERT base model;
BERT + TextRank (Park et al., 2022) – augments
the first 512 tokens with up to 512 additional to-
kens selected using TextRank; BERT + Random
(Park et al., 2022) – augments the first 512 tokens
with up to 512 tokens from randomly selected sen-
tences; Longformer (Beltagy et al., 2020) – the
transformer-based model that employs sparse at-
tention with a token limit of 4,096; ModernBERT
(Warner et al., 2024) - the recently released encoder-
only model with a maximum sequence length of
8,192 tokens; ToBERT (Pappagari et al., 2019) –
a hierarchical model that processes multiple doc-
ument chunks using BERT and employs a trans-
former encoder to combine the chunk embeddings.

All models are evaluated on the Hyperpartisan
and IMDb datasets. Due to GPU memory con-
straints, ToBERT and two-stage IRIS are not tested
on the four long document datasets (arXiv, MIMIC-
IV, ADHD, and Autism). For the three medical
datasets that contain exceptionally long clinical
notes, BERT-based baselines (BERT, BERT + Tex-
tRank, BERT + Random) are unsuitable due to the
limited number of tokens they can process. Instead,
we only run Longformer and ModernBERT, the
baseline models with the largest token limits, on
these datasets for comparison. We train all models
for 20 epochs, selecting the best-performing model
based on validation set performance and reporting
its performance on the test dataset. In all cases,
validation performance had plateaued or begun to
decline before 20 epochs.

For the standard benchmarks (IMDb, Hyperpar-
tisan, and arXiv), BERT-based models process the
first 512 tokens, while Longformer and Modern-
BERT process the first 4,096 and 8,192 tokens, re-
spectively. For the three medical datasets (MIMIC-
IV, ADHD, and Autism), we evaluated two trun-
cation strategies for both ModernBERT and Long-
former—taking either the first or last 4,096/8,192
tokens—and report the better-performing option
for each dataset.

4.3 Vector Database

For the IMDb, Hyperpartisan, arXiv, and MIMIC-
IV datasets, each document is split into chunks
of 80 words with a 16-word overlap between
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consecutive chunks. We use the sentence trans-
former all-mpnet-base-v2 (MPNET)2 as the en-
coder to generate chunk embeddings and store
them into a vector database. For the ADHD
and Autism datasets, documents are split into
chunks of 100 words with a 20-word overlap, and
e5-mistral-7b-instruct3 (Wang et al., 2024) is
used as the encoder.

5 Results and Analysis

5.1 Model Performance

The model performance across all datasets is sum-
marized in Table 1. We report the mean perfor-
mance metrics over 5 runs. Although our model is
primarily designed for extremely long document
classification, it achieves performance comparable
to the baseline models on the IMDb and Hyperpar-
tisan datasets, which contain relatively short doc-
uments. Additionally, the two-stage IRIS model
demonstrates improved performance over the fixed
embedding version.

In the arXiv dataset, despite its significantly
longer documents, each article begins with an ab-
stract that serves as a high-quality summary of the
entire paper. As a result, most of the key informa-
tion for subject classification is retained within the
first 512 tokens, allowing BERT-based models to
perform well.

What impose a real challenge to transformer-
based baselines are the medical datasets (MIMIC-
IV, ADHD, Autism), where documents are ex-
tremely long, yet task-relevant information is
sparse. Most baseline models cannot be applied
to this classification task, and even Longformer
and ModernBERT, which process the most tokens
among the baselines, fall far short compared to
IRIS. In addition to achieving a substantial perfor-
mance advantage, the IRIS model is also far more
efficient due to its lightweight structure.

5.2 Model Interpretability

Model interpretability is essential in clinical prac-
tice, where trust and transparency are highly valued.
Here, we take the Autism dataset as an example to
illustrate the interpretability features of IRIS. For a
trained model, we extract its query vectors and use
them to perform retrieval on the vector database

2https://huggingface.co/sentence-transformers/
all-mpnet-base-v2

3https://huggingface.co/intfloat/
e5-mistral-7b-instruct

to examine the types of chunks each query vector
learns to extract; which represent the risk factors
identified by the model.

A one-word description of the risk factor re-
trieved by each query vector, based on our inter-
pretation of the retrieved chunks, is provided in
Table 2. The one-word descriptions are summa-
rization from Appendix B.1, which includes the
10 closest clinical note chunks retrieved by each
query vector. Additionally, we present query vector
importance scores in Table 2, obtained by interpo-
lating each query vector and aggregating their con-
tributions across the dataset using the integrated
gradients method (Sundararajan et al., 2017).

Most of the risk factors identified by the model
align with expectations. For example, skill devel-
opment (query 1) and late talking (query 7) are
known early signs of autism. Other factors like
low birthweight (query 0) are also known early
correlates of autism (Lampi et al., 2012). Less
is known about the relationship between autism
and ophthalmological findings such as esotropia,
exotropia, amblyopia, and myopia (query 5), but
some previous literature has suggested an associa-
tion (e.g. Kaplan et al., 1999; Milne et al., 2009).
This example demonstrates IRIS’s potential for un-
covering descriptive risk factors not documented
in structured data fields and thus overlooked by
traditional approaches. However, some extracted
factors are unexpected or controversial, such as
dental varnish (query 1) and immunization (query
2). It is important to note that the factors identified
by the model’s query vectors do not imply causal
relationships, and may instead reflect the influence
of confounding variables. For instance, dental var-
nish is typically applied only in children who do
not have access to (flouridated) municipal water,
suggesting that this finding may serve here as a
proxy for rurality. Similarly, immunization is an
effective proxy for parental engagement with the
health system, which is linked to higher diagnosis
rates. While our model has the potential to un-
cover previously unrecognized risk factors, careful
interpretation is required, and clinical validation
remains essential.

Similar interpretable features are observed
across the other two medical datasets. For the
ADHD dataset, the risk factors extracted by IRIS’s
query vectors include developmental screening re-
sults, sleep concerns, BPSC (Baby Pediatric Symp-
tom Checklist) scores, maternal mental health in-
dicators, and recurrent fevers/infections. For the
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Model
Accuracy (%) AUC (%)

IMDb Hyper- arXiv MIMIC-IV ADHD Autism
Partisan

BERT 92.56 85.94 90.90 - - -
BERT+TextRank 93.12 82.81 94.68 - - -
BERT+Random 92.88 82.97 95.80 - - -
Longformer 94.88 84.38 94.39 53.00 77.54 70.89
ModernBERT 95.66 86.60 94.25 67.40 76.50 72.13
ToBERT 86.90 79.61 - - - -

IRIS (fixed-embed) 91.54 86.72 95.66 75.20 85.64 82.35
IRIS (two-stage) 93.14 86.72 - - - -

Table 1: Test performance across datasets. Accuracy is reported for IMDb, Hyperpartisan, arXiv, and MIMIC-IV
datasets, while AUC is used for the highly imbalanced ADHD and Autism datasets. Bold values indicate the best
performance on each dataset.

MIMIC-IV dataset, retrieved clinical note chunks
are primarily related to medications and treatments
associated with hypertension management.

On standard benchmarks, we also observe in-
terpretable patterns. For instance, when training
a model with two query vectors on the Hyperpar-
tisan dataset, we observe that one query vector
predominantly retrieves article chunks related to
scandals involving Hillary and Bill Clinton, while
the other focuses on criticism of Trump’s presi-
dency, along with discussions on immigration poli-
cies and LGBT issues associated with his admin-
istration (see Appendix B.2 for details). However,
the model’s interpretability is notably less stable
on non-medical datasets compared to the clinical
note datasets. In many cases, some query vectors
retrieve chunks without clear, discernible patterns,
making it difficult to determine the specific content
they have learned to prioritize.

One possible explanation is that the smallest unit
influencing query vector refinement is a chunk em-
bedding. If a chunk contains mixed information
without a clear focus — a common occurrence in
many datasets — it becomes challenging for query
vectors to specialize in retrieving distinct content
types. In contrast, clinical note datasets often fol-
low structured templates, with each chunk typically
centering on a single topic. This structured nature
makes it easier for query vectors to converge to-
ward retrieving specific risk factors.

5.3 Hyperparameter Effects

The strategies for improving interpretability pre-
sented in Section 3.3 proved effective. When using
a softmax temperature of T = 1 and omitting the
query similarity penalty term in the loss function,
we often observe that different query vectors re-
trieve similar content, or that a single query vector
retrieves a mix of risk factors. For example, in
the Autism dataset, the top five chunks retrieved
by one vector may include notes on both devel-
opmental concerns and ophthalmological findings.
However, these issues are avoided when setting
λ = 0.1, thres = 0.4, and T = 0.1, ensuring that
each query vector retrieves a distinct and specific
risk factor, as shown in Table 2 and Appendix B.1.
Additionally, we find that these hyperparameters
have little impact on overall model performance,
but significantly improve interpretability.

The query initialization methods discussed in
Section 3.2 have minimal impact on both model
performance and interpretability. Simply initializ-
ing query vectors with random values is sufficient
to achieve good results.

6 Ablation Study

The key component of IRIS is the set of learnable
query vectors, which are optimized during training
to retrieve task-relevant chunks. In the ablation
study, we replace these with fixed random vectors,
thereby removing the model’s ability to adapt its re-
trieval strategy. This modification forces the model
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Query 0 Query 1 Query 2 Query 3

Retrieved Factor Birth Weight Dental Varnish Skill Development Immunization
Query Importance 0.09 0.06 0.11 0.16

Query 4 Query 5 Query 6 Query 7

Retrieved Factor Referral to Specialty Care Ophthalmology Provider Interactions Late Talking
Query Importance 0.08 0.06 0.25 0.19

Table 2: "Risk factors" identified by each query vector on the Autism Dataset and the query vector importance
scores. Query importance scores are obtained by integrated gradients.

to rely on randomly extracted chunks. The compari-
son reveals the importance of task-specific retrieval,
both in terms of predictive performance and model
interpretability.

In the Autism dataset, we use 8 query vectors and
vary k, the number of chunk embeddings retrieved
by each query vector. The experimental results
are presented in Table 3. Results show that IRIS
with learned query vectors consistently achieves
higher AUC compared to the fixed-vector variant,
especially when k is small. Importantly, the model
interpretability feature is also lost when using ran-
dom query vectors. In contrast, IRIS’s learned
queries allow us to directly inspect and identify
meaningful risk factors from retrieved chunks.

k Fixed Query Learned Query

2 67.1 76.3
4 71.7 78.7
8 76.5 82.5
16 79.8 81.9
32 79.0 82.6

Table 3: Comparison of AUC (%) for fixed versus
learned query vectors on the Autism dataset. The better
results are in bold.

7 Conclusion

In this work, we introduced IRIS, a novel, inter-
pretable framework for retrieval-augmented long-
document classification. By leveraging a vector
database for semantic retrieval and learning task-
specific query vectors during training, IRIS effi-
ciently identifies and prioritizes relevant informa-
tion while maintaining a lightweight architecture.
Our experiments across six datasets demonstrate

that IRIS achieves competitive performance com-
pared to strong baselines on standard benchmarks,
and it significantly outperforms existing methods
on three clinical risk prediction tasks, where doc-
uments (clinical notes) are extremely long and
key information is sparse. Notably, IRIS provides
global interpretability by revealing the specific risk
factors and clinical patterns the model prioritizes
for classification, eliminating the need for post hoc
explanation methods. This capability is particu-
larly valuable in healthcare applications, where in-
terpretability is important to promote trust among
clinical users, and identifying specific descriptive
findings that predict a given condition can provide
clinically relevant insight. Future work will ex-
plore enhancing query vector specialization and ex-
panding the applicability of IRIS to other domains
requiring interpretable long-text processing.
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Limitations

Our model is designed specifically for long-
document classification tasks where relevant in-
formation is sparse, such as disease risk prediction
from a large collection of clinical notes. When ap-
plied to shorter documents, IRIS maintains compet-
itive performance and interpretability, but benefits
over alternative methods are diminished.

Additionally, IRIS is not well-suited for multi-
class or multi-label classification with a large num-
ber of classes. Such tasks require a high number of
query vectors to capture key classification factors
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for each class, particularly if we aim to maintain
interpretability by assigning each query vector to
a distinct factor. While our model is designed for
efficiency, an excessive number of query vectors
can introduce computational bottlenecks, as the re-
trieval process becomes increasingly costly when
handling numerous retrieval operations.
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A Query Vector Gradients Analysis

This section provides the derivation for Equation 2
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B Retrieved Chunk Text

B.1 Autism Dataset

We present the top 10 clinical note chunks retrieved
for each of the model’s query vectors. Note text
has been de-identified and reviewed before being
exported from a protected environment. Some re-
trieved chunks are identical because they originate
from clinical notes that follow the same template.

Query 0:

1. Birthweight: 3.61 kg (7 lb 15.3 oz) Length:
50.1 cm (19.72") Head Circumference: 33.1
cm (13.03") Today&apos;s weight:3.504 kg
(7 lb 11.6 oz) Weight change from birth: -3%
Weight: 62 %ile (Z= 0.30) based on WHO
(Girls, 0-2 years) weight-for-age data using vi-
tals from [DATE]. Length: 58 %ile (Z= 0.19)
based on WHO (Girls, 0-2 years) Length-for-
age data based on Length recorded on [DATE].
HC: 17 %ile (Z= -0.96) based on WHO (Girls,
0-2 years) head circumference-for-age based
on Head Circumference recorded on [DATE].
Weight trend: Wt Readings from Last 3 En-
counters: [DATE] 3.504 kg (7 lb 11.6 oz) (62

2. Birthweight: 3.12 kg (6 lb 14.1 oz) Length:
48.5 cm (19.09") Head Circumference: 34.6
cm (13.62") Today&apos;s weight:3 kg (6
lb 9.8 oz) Weight change from birth: -4%
Weight: 17 %ile (Z= -0.96) based on WHO
(Boys, 0-2 years) weight-for-age data using vi-
tals from [DATE]. Length: 16 %ile (Z= -0.98)
based on WHO (Boys, 0-2 years) Length-for-
age data based on Length recorded on [DATE].
HC: 46 %ile (Z= -0.11) based on WHO (Boys,
0-2 years) head circumference-for-age based
on Head Circumference recorded on [DATE].
Weight trend: Wt Readings from Last 3 En-
counters: [DATE] 3 kg (6 lb 9.8 oz) (17

3. Change from Birthweight: -8% Birth Weight:
3.32 kg (7 lb 5.1 oz) ([DATE]) 4 %ile (Z= -
1.80) based on WHO (Boys, 0-2 years) weight-
for-age data using vitals from [DATE]. Classi-
fication: AGA Birth Length: 54 cm (21.26")
([DATE]) 98 %ile (Z= 2.10) based on WHO
(Boys, 0-2 years) length-for-age data using
vitals from [DATE]. Birth HC: 36 cm (14.17")
87 %ile (Z= 1.15) based on WHO (Boys, 0-2
years) head circumference-for-age data using
vitals from [DATE]. Current Weight: 3.14 kg
(6 lb 14.8 oz) ([DATE]) 4 %ile (Z= -1.80)
based on WHO (Boys, 0-2 years) weight-for-
age data using

4. kg/m² Birthweight: 2.87 kg (6 lb 5.2 oz)
Length: 46 cm (18.11") Head Circumference:
34 cm (13.39") Today&apos;s weight:2.93 kg
(6 lb 7.4 oz) Weight change from birth: 2%
(NEWT) Weight: 17 %ile (Z= -0.94) based
on WHO (Girls, 0-2 years) weight-for-age
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data using vitals from [DATE]. Length: 2
%ile (Z= -2.00) based on WHO (Girls, 0-2
years) Length-for-age data based on Length
recorded on [DATE]. HC: 42 %ile (Z= -
0.19) based on WHO (Girls, 0-2 years) head
circumference-for-age based on Head Circum-
ference recorded on [DATE]. Weight trend:
Wt Readings from Last 3 Encounters: [DATE]
2.93 kg (6 lb 7.4

5. 13.29 kg/m² Birthweight: 2.44 kg (5 lb 6.1 oz)
Length: 42 cm (16.54") Head Circumference:
32.5 cm (12.8") Today’s weight:(!) 2.345 kg
(5 lb 2.7 oz) Weight change from birth: -4%
Weight: <1%ile (Z= -2.39) based on WHO
(Girls, 0-2 years) weight-for-age data using vi-
tals from [DATE]. Length: <1%ile (Z= -4.13)
based on WHO (Girls, 0-2 years) Length-for-
age data based on Length recorded on [DATE].
HC: 7%ile (Z= -1.46) based on WHO (Girls,
0-2 years) head circumference-for-age based
on Head Circumference recorded on [DATE].
Weight trend: Wt Readings from Last 3 En-
counters: [DATE] (!) 2.345 kg (5 lb 2.7 oz).

6. (plotted on WHO Growth Chart) Birth Weight:
3.34 kg (7 lb 5.8 oz) 49th percentile wt-
for-age Classification: AGA Change from
Birthweight: -1% Current Weight: 3.29 kg
(7 lb 4.1 oz) ([DATE]) 43%ile (Z= -0.18)
based on WHO (Boys, 0-2 years) weight-for-
age data using vitals from [DATE]. Current
Length: 55 cm (21.65") ([DATE]) >99%ile
(Z= 2.70) based on WHO (Boys, 0-2 years)
length-for-age data using vitals from [DATE].
Current HC: 31 cm (12.21") <1%ile (Z= -
2.72) based on WHO (Boys, 0-2 years) head
circumference-for-age data using vitals from
[DATE]. Wt/length: <1%ile (Z= -3.79) based
on WHO growth standards.

7. kg/m² Birthweight: 3.37 kg (7 lb 6.9 oz)
Length: 50 cm (19.69") Head Circumference:
35 cm (13.78") Toda&apos;s weight:3.189
kg (7 lb 0.5 oz) Weight change from birth:
-5% (NEWT) Weight: 31 %ile (Z= -0.49)
based on WHO (Girls, 0-2 years) weight-for-
age data using vitals from [DATE]. Length:
49 %ile (Z= -0.02) based on WHO (Girls,
0-2 years) Length-for-age data based on
Length recorded on [DATE]. HC: 69 %ile (Z=
0.50) based on WHO (Girls, 0-2 years) head
circumference-for-age based on Head Circum-

ference recorded on [DATE]. Weight trend:
Wt Readings from Last 3 Encounters: [DATE]
3.189 kg (7 lb 0.5

8. Change from Birthweight: 13% Birth Weight:
3.32 kg (7 lb 5.1 oz) ([DATE]) 4 %ile (Z= -
1.70) based on WHO (Boys, 0-2 years) weight-
for-age data using vitals from [DATE]. Classi-
fication: AGA Birth Length: 54 cm (21.26")
([DATE]) 98 %ile (Z= 2.10) based on WHO
(Boys, 0-2 years) length-for-age data using
vitals from [DATE]. Birth HC: 36 cm (14.17")
87 %ile (Z= 1.15) based on WHO (Boys, 0-2
years) head circumference-for-age data using
vitals from [DATE]. Current Weight: 3.85 kg
(8 lb 7.8 oz) ([DATE]) 4 %ile (Z= -1.70) based
on WHO (Boys, 0-2 years) weight-for-age
data using

9. WHO Growth Chart) Birth Weight: 2.48
kg (5 lb 7.5 oz) 2nd percentile wt-for-age
Classification: SGA Change from Birth-
weight: 46% Current Weight: 3.63 kg (8
lb) ([DATE]) &lt;1 %ile (Z= -2.86) based on
WHO (Boys, 0-2 years) weight-for-age data
using vitals from [DATE]. Current Length: 45
cm (17.72") ([DATE]) &lt;1 %ile (Z= -4.02)
based on WHO (Boys, 0-2 years) Length-for-
age data based on Length recorded on [DATE].
Current HC: 35 cm (13.78") 7 %ile (Z= -
1.49) based on WHO (Boys, 0-2 years) head
circumference-for-age based on Head Circum-
ference recorded on [DATE]. Wt/length: 92
%ile (Z= 1.38) based on

10. Change from Birthweight: 4% Birth Weight:
3.32 kg (7 lb 5.1 oz) ([DATE]) 3 %ile (Z= -
1.90) based on WHO (Boys, 0-2 years) weight-
for-age data using vitals from [DATE]. Classi-
fication: AGA Birth Length: 54 cm (21.26")
([DATE]) 98 %ile (Z= 2.10) based on WHO
(Boys, 0-2 years) length-for-age data using
vitals from [DATE]. Birth HC: 36 cm (14.17")
87 %ile (Z= 1.15) based on WHO (Boys, 0-2
years) head circumference-for-age data using
vitals from [DATE]. Current Weight: 3.56 kg
(7 lb 13.6 oz) ([DATE]) %ile (Z= -1.90) based
on WHO (Boys, 0-2 years) weight-for-age
data using

Query 1:

1. Dental varnish complete
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2. Dental varnish complete.

3. Dental varnish complete.

4. Dental varnish complete.

5. Dental varnish complete.

6. Dental varnish completed

7. Dental varnish completed

8. Dental varnish applied

9. Dental varnish applied

10. Dental varnish applied

Query 2:

1. skill; Observed: a skill the examiner has ob-
served directly; Reported: a skill that the
caregiver reports, but which the examiner has
not directly observed 18 month milestones
Gross Motor Walks backward: negative Walks
up stairs without help: negative Fine Motor
Tower of 2 cubes: positive reported Language
6-20 words: positive reported Points to mul-
tiple named body parts: negative Attempts to
combine words: negative Psychosocial Feeds
self with cup and spoon (still messy): negative
Tries to remove clothing: positive reported ,15
month Milestones Gross Motor Walks well:
positive observed Walks up stairs with help:
positive reported Stoops &amp; recovers: pos-
itive reported

2. 15 Month Developmental Milestones for
Parental Education: NOTE TO PARENTS:
Most, but not all, children will begin to engage
in some of the activities outlined below. What
is most important is the progress your child
makes in his or her ability to achieve these
milestones over time. Gross Motor: Walks
well; Walks up stairs with help; Stoops &amp;
recovers Fine Motor: Neat pincer grasp; Scrib-
bles with crayon; Tower of 2 cubes Language:
Mama and Dada (specific); 4 to 6 words;
Points to 1 named body part Psychosocial:;
Drinks from cup; Attempts use of spoon; Imi-
tates housework; Tries to remove clothing

3. 15 Month Developmental Milestones for
Parental Education: NOTE TO PARENTS:
Most, but not all, children will begin to engage
in some of the activities outlined below. What

is most important is the progress your child
makes in his or her ability to achieve these
milestones over time. Gross Motor: Walks
well; Walks up stairs with help; Stoops &amp;
recovers Fine Motor: Neat pincer grasp; Scrib-
bles with crayon; Tower of 2 cubes Language:
Mama and Dada (specific); 4 to 6 words;
Points to 1 named body part Psychosocial:;
Drinks from cup; Attempts use of spoon; Imi-
tates housework; Tries to remove clothing

4. 15 Month Developmental Milestones for
Parental Education: NOTE TO PARENTS:
Most, but not all, children will begin to engage
in some of the activities outlined below. What
is most important is the progress your child
makes in his or her ability to achieve these
milestones over time. Gross Motor: Walks
well; Walks up stairs with help; Stoops &amp;
recovers Fine Motor: Neat pincer grasp; Scrib-
bles with crayon; Tower of 2 cubes Language:
Mama and Dada (specific); 4 to 6 words;
Points to 1 named body part Psychosocial:;
Drinks from cup; Attempts use of spoon; Imi-
tates housework; Tries to remove clothing

5. 15 Month Developmental Milestones for
Parental Education: NOTE TO PARENTS:
Most, but not all, children will begin to engage
in some of the activities outlined below. What
is most important is the progress your child
makes in his or her ability to achieve these
milestones over time. Gross Motor: Walks
well; Walks up stairs with help; Stoops &amp;
recovers Fine Motor: Neat pincer grasp; Scrib-
bles with crayon; Tower of 2 cubes Language:
Mama and Dada (specific); 4 to 6 words;
Points to 1 named body part Psychosocial:;
Drinks from cup; Attempts use of spoon; Imi-
tates housework; Tries to remove clothing

6. 15 Month Developmental Milestones for
Parental Education: NOTE TO PARENTS:
Most, but not all, children will begin to engage
in some of the activities outlined below. What
is most important is the progress your child
makes in his or her ability to achieve these
milestones over time. Gross Motor: Walks
well; Walks up stairs with help; Stoops &amp;
recovers Fine Motor: Neat pincer grasp; Scrib-
bles with crayon; Tower of 2 cubes Language:
Mama and Dada (specific); 4 to 6 words;
Points to 1 named body part Psychosocial:;
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Drinks from cup; Attempts use of spoon; Imi-
tates housework; Tries to remove clothing

7. 15 Month Developmental Milestones for
Parental Education: NOTE TO PARENTS:
Most, but not all, children will begin to engage
in some of the activities outlined below. What
is most important is the progress your child
makes in his or her ability to achieve these
milestones over time. Gross ,Motor: Walks
well; Walks up stairs with help; Stoops &amp;
recovers Fine Motor: Neat pincer grasp; Scrib-
bles with crayon; Tower of 2 cubes Language:
Mama and Dada (specific); 4 to 6 words;
Points to 1 named body part Psychosocial:;
Drinks from cup; Attempts use of spoon; Imi-
tates housework; Tries to remove clothing

8. 13 15 Month Developmental Milestones for
Parental Education: NOTE TO PARENTS:
Most, but not all, children will begin to engage
in some of the activities outlined below. What
is most important is the progress your child
makes in his or her ability to achieve these
milestones over time. Gross Motor: Walks
well; Walks up stairs with help; Stoops &amp;
recovers Fine Motor: Neat pincer grasp; Scrib-
bles with crayon; Tower of 2 cubes Language:
Mama and Dada (specific); 4 to 6 words;
Points to 1 named body part Psychosocial:;
Drinks from cup; Attempts use of spoon; Imi-
tates housework; Tries to remove

9. sub-score &gt;=3 15 Month Developmental
Milestones for Parental Education: NOTE TO
PARENTS: Most, but not all, children will
begin to engage in some of the activities out-
lined below. What is most important is the
progress your child makes in his or her ability
to achieve these milestones over time. Gross
Motor: Walks well; Walks up stairs with help;
Stoops &amp; recovers Fine Motor: Neat pin-
cer grasp; Scribbles with crayon; Tower of 2
cubes Language: Mama and Dada (specific);
4 to 6 words; Points to 1 named body part
Psychosocial; Drinks from cup; Attempts use
of spoon; Imitates housework; Tries to

10. has NOT acquired this skill; Observed: a skill
the examiner has observed directly; Reported:
a skill that the caregiver reports, but which the
examiner has not directly observed) Gross Mo-
tor Walks backward: positive reported Walks

up stairs without help: positive reported Kicks
ball forward: positive reported Throws ball
overhand: positive reported Fine Motor Tower
of 2 cubes: positive reported Tower of 4 cubes:
positive reported Dumps raisin/items: posi-
tive reported Language 6-20 words: negative
Points to multiple named body parts: positive
reported Attempts to combine words: neg-
ative Psychosocial Feeds self with cup and
spoon (still messy): positive reported Tries to
remove

Query 3: The following notes mean that immu-
nization data are merged into patients’ electronic
health records.

1. Merged [State] Immunization Registry

2. Merged [State] Immunization Registry

3. Merged [State] Immunization Registry

4. Merged [State] Immunization Registry

5. Merged [State] Immunization Registry

6. Merged [State] Immunization Registry

7. Merged [State] Immunization Registry

8. Merged [State] Immunization Registry

9. Merged [State] Immunization Registry

10. Merged [State] Immunization Registry

Query 4:

1. Pediatrician

2. [NAME] last saw Pediatric Ophthalmology
in [DATE]. They wanted to follow up in 6
months. No appointment scheduled. Referral
placed for [NAME] to follow up with Pedi-
atric Ophthalmology.

3. [NAME] missed his appointment with Pediatric
Ophthalmology on [DATE]. Referral placed
for [NAME] to follow up with Pediatric Oph-
thalmology.

4. Pediatric Hospital Medicine

5. [NAME] was last seen by Pediatric Ophthal-
mology in [DATE]. They wanted to follow
up in 1 year. No appointment scheduled. Re-
ferral placed for [NAME] to follow up with
Pediatric ophthalmology.
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6. [NAME] last saw Pediatric Neurology in
[DATE]. They wanted to follow up in 3
months. No appointment scheduled. Referral
entered for [NAME] to follow up with Pedi-
atric Neurology.

7. Pediatric Hospitalist

8. Pediatric Neurology

9. Pediatrics

10. Pediatrics

Query 5:

1. Esotropia, likely with some accommodative
component - had improvement with glasses
in past, however per mom, very poor glasses
wear today Fixation preference OD, previous
equal vision by PL OU, and last visit had OD
two line better than OS but with poor atten-
tion - amblyopia suspect OS Anisometropia
Stop atropine for now - will hopefully keep
wearing glasses without it Use if needed, but
no atropine within 2 weeks of the next visit
Once nonaccommodative component of ET is
clear, will likely need BMR rec

2. Esotropia, likely with some accommodative
component - had improvement with glasses
in past, however per mom, very poor glasses
wear today Fixation preference OD, previ-
ous equal vision by PL OU, today OD two
line better than OS but with poor attention
Anisometropia Try atropine every day with
glasses Looking nonaccommodative, so will
schedule BMR rec re-measure at pre-op

3. 1. Intermittent alternating exotropia 2. My-
opia of both eyes with regular astigmatism
Visual Acuity (Toys) Right Left Dist sc CSM
CSM Intermittent alternating exotropia - small
angle exotropia seen today, intermittent and
variable. Ortho at near. Mom thinks that both
eyes drift. He has myopia with regular astig-
matism. It is not significant enough to correct
at this time. When he is older, if he remains
myopic, glasses may help with the intermittent
exotropia. I would monitor without glasses
for now. No evidence of amblyopia at this
time. Follow up 6 months with orthoptist.

4. Esotropia, likely accommodative component
given improvement in glasses Keep wearing

glasses full-time if possible (about 50% now)
Anisometropia Possible refractive amblyopia
- seeing well OU today, perhaps slightly bet-
ter OD, monitor for now F/u 4 months with
glasses, recheck alignment and vision with PL

5. Esotropia, likely with some accommodative
component - had improvement with glasses
in past Fixation preference OD, but equal
VA by Teller cards New glasses equal to to-
day&apos;s cycloplegic refraction Atropine
OU once weekly to encourage glasses wear
Anisometropia F/u 2 months Once we estab-
lish how much ET is accommodative, might
need EOM surgery if residual ET

6. prescribe glasses at this time as patient is so
young. Will probably need glasses once gets
a little older for high myopia. Will reexam-
ine in 3 months. If nystagmus is worse, will
prescribe glasses at that time.

7. 1. Intermittent monocular esotropia of left
eye 2. Suspected amblyopia of left eye Vi-
sual Acuity (Toys) Right Left Dist sc CSM
CSUM Near sc CSM CSUM Small angle in-
termittent LET, prefers OD. Also with epi-
canthal folds which makes crossing appear
worse. Discussed starting patching of OD, 1
hour a day, 5-6 days a week. No spectacles
needed, minimal refractive error. Follow-up in
2 months with orthoptist, check VA and align-
ment. Amblyopia What is Amblyopia? When
a young child uses one eye predominately and
does not alternate between the two eyes, the
prolonged suppression of the non-dominant
eye by the brain

8. Esotropia, possible accommodative compo-
nent Reviewed photographs brought by par-
ents Give glasses prescription today with full
CRx Anisometropia Possible refractive am-
blyopia - may need patching in the future F/u
6 weeks with glasses, recheck vision with PL

9. Esotropia Amblyopia suspect OD Hyperopia
Glasses equal to today&apos;s cycloplegic re-
fraction Follow-up in 3 months Might need
patching

10. Goes by [NAME] Partially accommodative es-
otropia - angle a little less today No significant
hyperopia Stop alternate patching Follow-up
in 2 months If stable, will need surgery
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Query 6:

1. teaching, evidenced no barriers to ,understand-
ing, and showed good comprehension.

2. teaching, evidenced no barriers to ,understand-
ing, and showed good comprehension.

3. receptive to teaching, evidenced no barriers to
,understanding, and showed good comprehen-
sion.

4. receptive to teaching, evidenced no barriers to
,understanding, and showed good comprehen-
sion.

5. receptive to teaching, evidenced no barriers to
,understanding, and showed good comprehen-
sion.

6. was receptive to teaching, evidenced no barri-
ers to ,understanding, and showed good com-
prehension.

7. receptive to teaching, evidenced no barriers to
understanding, and showed good comprehen-
sion.

8. receptive to teaching, evidenced no barriers to
understanding and showed good comprehen-
sion.

9. receptive to teaching, evidenced no barriers to
understanding and showed good comprehen-
sion.

10. receptive to teaching, evidenced no barriers to
understanding and showed good comprehen-
sion.

Query 7:

1. started walking late, but [NAME] has made
major improvement and mom no longer has
physical development concerns. Per mom she
very rarely hears him say words, but fam-
ily members have told her that he does say
words, one being "ma ma". Mom says he has
a cousin his age that lives with him, and that
has helped in his physical development but not
with speech. Mom also states [NAME] acts
like he doesn&apos;t hear sometimes because
he completely ignores what you get him to
do at times. During the assessment, [NAME]
babbled here and there but did not say any

2. [NAME]’s parents first became concerned
about his development at age 12-13 months
when he did not respond to his name being
called (although this has improved in the past
4-6 weeks). Communication: [NAME] began
speaking in single words at age 10-11 months
("dada"). He currently speaks primarily by
babbling (e.g., "mamama," "bababa"). He
says "dada" but it is not directed towards his
father. To indicate what he wants, he usually
reaches and grunts. [NAME] is able to fol-
low a few one-step directions. He understands
"stop," "no," "come here" and sometimes "go
to Dada." When his name is

3. URI sx. 3. Speech concern - has about
3-4 words: mama, dada, dog, quack, moo.
Seems to understand basic commands but
doesn&apos;t always respond. Responds to
his name "when he wants to". 4. Bump below
his lower lip for several days Older sister has
autism Parents are seeing some similar signs
He just recently started pointing, does have
eye contact, has imaginative play Concerned
about his poor response when talking to him
And speech delay Per PCP note in [DATE]:
· "Rapid weight gain - would cut back on 1
formula bottle · More protein and veggies for
solids

4. Abnormal development Current concerns: Pa-
tient is demonstrating abnormal behaviors and
regressions. Mother and father state that pa-
tient had initially started to babble around age
10 months and has since completely stopped
speaking. Initially he would state mama and
dada with intent but now does not indicate his
needs. Father states that patient does not ges-
ture and does not identify to family when he
is hungry; they base his feeding schedule on
when they typically eat. He frequently throws
temper tantrums and tends to have sticky at-
tention to objects or activities. When further
asked, father states that he frequently plays
repetitive

5. one day but not the next day. Develop-
mental/Behavioral History: First Concerns:
[NAME]’s parents first became concerned
about his development at age 12-13 months
when he did not respond to his name being
called (although this has improved in the past
4-6 weeks). Communication: [NAME] be-
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gan speaking in single words at age 10-11
months ("dada"). He currently speaks primar-
ily by babbling (e.g., "mamama," "bababa").
He says "dada" but this is not directed towards
his father. To indicate what he wants, he usu-
ally reaches and grunts. [NAME] is able to
follow a few one-step directions. He under-
stands "stop," "no," "come here" (in

6. Chief Complaint: Developmental concerns
History of Present illness: [NAME] is a 12
m.o. male here for assessment of develop-
mental delay. [NAME] was here recently for
WCC and maternal concern for delay was also
brought up at that time. Mother has noticed
some repetitive behaviors where he seems to
be fixated on whatever he is doing – specific
examples include playing with spinning ob-
jects, playing with his cars - per mother he
can have repetative motions where he will do
the same behavior for long periods of time un-
interrupted. He often times will not respond
to his name and mother

7. for micrococcus species. Mom reports about
a week prior to the increased clustering, she
noticed him have increased falling and clum-
siness. She believes his left side - both arm
and leg - has been weaker as he will fall to
that side. Mom is worried that is he starting
to regress. She reports he can walk on his
own and is working on leaning to run. He can
climb stairs and will grab for his bottle with
both hands. He can say "mama" and "dada".
[NAME] has a history of infantile spasms and
has been treated with Sabril, ACTH, high

8. that is he starting to regress. She reports he
can walk on his own and is working on lean-
ing to run. He can climb stairs and will grab
for his bottle with both hands. He can say
"mama" and "dada". ,[NAME] has a history
of infantile spasms and has been treated with
Sabril, ACTH, high dose steroids, and pheno-
barb. His neurologist had planned to start a
ketogenic diet, however family was unable to
because they lost medicaid coverage. Mom re-
ports no seizure activity off of all medications
from [DATE] to the end of [DATE] this year,
when the current spells

9. 5 individual words, but now she only moans
and cries. She can still walk fine, play fine,

interact with others and make eye contact fine,
but he vocabulary is now nonexistent. Mother
states the child will still follow multiple-step
commands, so there is no concerns about her
hearing. The child was born full term vagi-
nally with no complications, passed her new-
born hearing test, did not have a lot of ear
infections, met all her motor milestones on
time, did not incur any traumatic injuries, and
was speaking fine at her 15-month checkup.
Growth charts have always been normal, in-
cluding the

10. if this may have added to speech delay...had
surgery in [DATE]. Gross Motor: [NAME]
rolled over at 6 mo, sat unsupported at 14
mo (corrected age), not crawling yet and has
not walked yet. Fine: [NAME] puts food in
his mouth, transfers toys from hand to hand,
no pincer grasp. Language: [NAME] was
babbling by 14 mo (corrected), starting using
words at 1 yr, put two words once "mama up"
( 14 mo corrected), and no sentences. Social:
Doesn&apos;t always make eye contact but
then sometimes makes really good eye con-
tact; responds to music; calms when you sing
to him;

B.2 Hyperpartisan Dataset
Query 0:

1. Hillary Clinton called Monica Lewinsky a
“narcissistic loony tune.” She called Gennifer
Flowers “some failed cabaret singer.” She said
Republicans in Congress had organized “a
vast right-wing conspiracy” against her hus-
band, President Bill Clinton. And now the
former secretary of state and defeated Demo-
cratic presidential candidate says those of us
still interested in the investigating of her con-
duct are engaging in an “abuse of power.”
Hillary Clinton expects special treatment. She
always has. The real question is: why did the

2. entire conservative movement and much of
the media. If the Clinton Foundation suffered
a fraction of the problems of Trump’s, the
media outrage would be deafening, yet not
a single instance of quid pro quo has been
unearthed. Seven Republican investigations
into the Benghazi, Libya, terror attacks found
nothing. So, they became probes of her emails,
hoping to find something, anything, to pin
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on her. Unfortunately for them, there was
nothing incriminating, illegal, or untoward.
Nothing. So now, during an

3. impulses and get away with it? Since the
1990s, how many men in powerful positions
have seen Bill Clinton in that light? After all,
all sorts of powerful people — from promi-
nent feminists to powerful lawyers to the lead-
ers of Clinton’s party — came to the consen-
sus that the whole Lewinsky mess was a “pri-
vate matter.” Perhaps the affair with her was —
although Americans are right to expect better
from a president — but the claims of Jones,
Willey,

4. Then there’s that pesky Uranium One scan-
dal. Despite media efforts to portray the
whole thing as conspiracy theory, there are
still plenty of questions regarding the Rus-
sian money that flowed to the Clinton Founda-
tion while Hillary was Secretary of State. In
fact, there are enough questions that rumors
of a special council persist - this despite Trey
Gowdy’s comments yesterday. So, the fine,
upstanding, leftists over at Mother Jones de-
cided to ask Mrs. Clinton about the possibility
that she might

5. Hillary Clinton in last year’s campaign. Liber-
als believe Comey gave the election to Presi-
dent Trump because her name was tarnished
from Comey’s actions but they totally disre-
gard her criminal actions that led her to be
in that place. Conservatives felt like Comey
gave Hillary a pass for her obvious criminal
actions. On June 27th Bill Clinton met with
US Attorney General Loretta Lynch in her
plane in Arizona for a half an hour. Within a
week Lynch’s Department of Justice

6. prosecutor. Don’t let Washington ruin you,
too. You need to send these Clintons back to
where they came from." Read the full tran-
script below, and let us know what you think
in the comments. Liberals Bash FBI Direc-
tor Comey Over Clinton Probe After Praising
Him in July Mother of Jailed Sailor: ’Hold
Hillary to Same Standards’ as My Son on
Classified Info The FBI’s ability to get Huma
Abedin- Hillary Clinton’s closest advisor, con-
fidante and State Department deputy chief of

7. step into politicizing the Justice Department”
and “such an abuse of power.” In an exclu-
sive interview with Mother Jones, Clinton said
such an investigation would have devastating
consequences for the justice system in Amer-
ica. “If they send a signal that we’re going to
be like some dictatorship, like some authori-
tarian regime, where political opponents are
going to be unfairly, fraudulently investigated,
that rips at the fabric of the contract we have,
that we can trust our justice system,” Clinton
said.

8. Only hours after President Donald Trump’s
aide, Kellyanne Conway, had a fiery exchange
with CNN’s Chris Cuomo over whether or not
the White House was obsessed about Hillary
Clinton, the president completely undercut her
argument. On Thursday morning, the presi-
dent, spending his " Executive Time" watch-
ing "Fox & Friends," angrily tweeted about
his Democratic opponent in 2016, while slam-
ming the infamous dossier in an attempt to
distract from the ongoing probe by special
counsel Robert Mueller into the Trump cam-
paign’s

9. leaked and totally protected Hillary Clinton.
He was the best thing that ever happened to
her!” In interview excerpts released in Au-
gust by the Senate Judiciary Committee, FBI
officials said Comey and investigators had de-
termined by the spring of 2016 that charges
weren’t warranted, and had begun thinking of
how the public should be informed of that de-
cision. Clinton was interviewed by the FBI in
early July, just days before Comey announced
the investigation’s conclusion. That timing
has prompted criticism

10. was a lot of work going on behind the scenes.
Given the security level, it’s likely much of
the information available at the time could not
be made public. She noted she wished Obama
had acted prior to the election but asked what
Trump is doing today to stop Russia from act-
ing in the 2018 election. The Fox host along
with Pavlich went on to claim that Clinton was
colluding with Russia because her campaign
partially paid the law firm

Query 1:
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1. have yet acknowledged their bygone failures
of imagination, or granted that civil libertar-
ians were right: The establishment has per-
mitted the American presidency to get dan-
gerously powerful. While writing or sharing
articles that compare Trump to Hitler, Mus-
solini, and Franco, few if any have called on
Obama or Congress to act now “to tyrant-
proof the White House.” However much they
fear Trump, however rhetorically maximalist
their warnings, even the prospect of him con-
trolling the national security state does not
cause

2. is so destructive because his enemies help him.
He ramps up the aggression. His enemies
ramp it up more, to preserve their own dignity.
But the ensuing cultural violence only serves
Trump’s long-term destructive purpose. Amer-
ica is seeing nearly as much cultural conflict
as it did in the late 1960s. It’s quite possible
that after four years of this Trump will have ef-
fectively destroyed the prevailing culture. The
reign of the meritocratic establishment will be
just as over as the

3. It has to be admitted that Donald Trump is do-
ing exactly what he was elected to do. He was
not elected to be a legislative president. He
never showed any real interest in policy during
the campaign. He was elected to be a cultural
president. He was elected to shred the dom-
inant American culture and to give voice to
those who felt voiceless in that culture. He’s
doing that every day. What’s troubling to me
is that those who are

4. Obama, Trump is a natural, predictable end-
point. Furthermore, Trump is what happens
when you wear your Christian conservative
values like a cardigan to conveniently slip off
when the heat rises. Trump is fundamentally
altering American politics — coarsening them,
corrupting them, cratering them. And Amer-
ica, particularly conservative America, has
only itself to blame. Republicans sowed in-
tolerance and in its shadow, Trump sprang up
like toxic fungi.

5. President Donald Trump speaks during a meet-
ing with Governor Ricardo Rossello of Puerto
Rico in the Oval Office of the White House,
Thursday, Oct. 19, 2017, in Washington. (AP

Photo/Evan Vucci) The lobotomization of the
Republican Party appeared complete last year
when the same GOP paladins who had de-
nounced Donald Trump as a “lunatic trying to
get ahold of nuclear weapons” (Marco Rubio),
as a bigot who was guilty of “the textbook
definition of a racist comment” (Paul Ryan),
and

6. “It is painfully obvious that the communism
lovers in our institutions of higher education
have had the run of the asylum and wreaked
havoc.” Many liberal talking heads have made
a big deal out of the supposed demographic
wave facing Republicans and conservatives as
the nation morphs into a more diverse popu-
lation. Growth rates amongst minorities have
begun to exceed those of whites. The narrative
goes like this — as the white, European-based
population diminishes, America will become
less conservative

7. borders to prohibit illegal entry, especially en-
try by dreadful thugs and terrorists, and mov-
ing aggressively to rid the country of those
thugs and illegals like MS-13 and the mon-
ster who killed Kate Steinle, whom Obama
welcomed, either directly or through insolent
benign neglect. And on and on. We are
awestruck at the vision, purpose and energy
Trump has brought to the leadership of his
country. But he is yet hampered by a war at
home. The Democrats, the Progressives (or

8. at an annual rate of 3 percent. All those
shibboleths have either been blown up or
may yet be blown up in 2018. Trump is no
longer written off by the Left as a sleepy dud.
Instead, he suddenly is being redefined by
many of his progressive enemies as a dan-
gerous workaholic and right-wing revolution-
ary. Never-Trump Republicans no longer in-
sist that Trump is a liberal Manhattan wolf
in conservative sheep’s clothing. Grudgingly,
they now confess that he is ramming through

9. his administration. No need to replay senior
members of his own party denouncing his be-
havior. It’s become glaringly obvious: this
guy is about one thing, and that is being the
stand-in for a basket of Americans once la-
beled “deplorables”. While this sounds like
a petty insult, the polls have been consistent:
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approximately 1/3rd of Americans have de-
plorable views about black people, people of
color, LGBT, and immigrants. They are over-
whelmingly white, and while they are not all
Trump supporters, ALL
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