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Abstract

Lexical borrowing, the adoption of words from
one language into another, is a ubiquitous lin-
guistic phenomenon influenced by geopoliti-
cal, societal, and technological factors. This
paper introduces ConLoan–a novel contrastive
dataset comprising sentences with and without
loanwords across 10 languages. Through sys-
tematic evaluation using this dataset, we in-
vestigate how state-of-the-art machine transla-
tion and language models process loanwords
compared to their native alternatives. Our ex-
periments reveal that these systems show sys-
tematic preferences for loanwords over native
terms and exhibit varying performance across
languages. These findings provide valuable
insights for developing more linguistically ro-
bust NLP systems.

ZurichNLP/ConLoan

1 Introduction

The process of adopting words from one language
into another is known as lexical borrowing. Pro-
viding significant insights into the social and cul-
tural history of its speakers, the vocabulary of a lan-
guage is especially prone to borrowing. This phe-
nomenon reflects interactions in specific domains
such as technology, politics, religion, or science
at particular historical junctures. For instance, the
emergence of the widespread usage of commercial-
ized information technology in the 1990s resulted
in a flow of related loanwords, a specific type of
lexical borrowing, from English into many other
languages, as in ‘Internet’, ‘computer’ and ‘key-
board’. By tracing the spread of loanwords across
multiple languages and assessing their level of in-
tegration within individual languages, it is possi-
ble to historically determine the timing of contact
among languages (Grant, 2015). In addition to its
importance to historical linguistics, loanwords re-
flect on the various social and cultural events that
the speakers of a language might have faced.

Whether a word is borrowed and adopted in a
language by the speakers of a language for need or
prestige–the two causalities of borrowing (Carling
et al., 2019)–this phenomenon at a larger scope
comes with certain implications that have been ex-
tensively studied in contact linguistics, such as in-
terference phenomena (Clyne, 2003), changes in
linguistic structures (Winford, 2010, p. 175) and
language shift (Dorian, 2006). This process can
lead to extensive borrowing from the language
with a higher social value–the language with a
higher “capacity to be used as a means of commu-
nication” (Sala, 2013, p. 189) in the ‘dominated’
language as in the Minor Asia Greek influenced by
Turkish. As an extreme case, this can also result
in creating a mixed language like Michif based on
French and Cree (Thomason and Kaufman, 2001,
p. 11) or even a potential shift from L1 to L2 due
to heavy contact leading to language death (Myers-
Scotton, 1992, p. 32). As such, studying this phe-
nomenon is crucial to support language education
and preservation, particularly for bilingual and mi-
grant communities where the vocabulary of a mi-
nority language is engulfed by a dominant one.

Although there is an extensive literature in con-
tact and historical linguistics (Haspelmath, 2009)
along with individual studies on languages such
as Arabic (Alhussami, 2020), French (Chesley,
2010) and Austronesian languages (Klamer and
Moro, 2023), lexical borrowings have received lit-
tle attention in computational linguistics and natu-
ral language processing (NLP). Furthermore, pre-
vious studies focus on loanwords based on word
lists and resources such as the World Atlas of
Language Structures (WALS) (Haspelmath et al.,
2005). To fill the existing gaps in multilingual
evaluation of loanwords in context, the current
study sheds light on loanwords by creating an an-
notated dataset containing contrastive sentences
in 10 languages, namely Chinese, French, Ger-
man, Greek, Icelandic, Italian, Northern Kurdish,
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Portuguese, Russian and Spanish. Using this
dataset, we evaluate neural machine translation
performance given the contrastive sentence pairs
containing loanwords and native equivalents, and
analyze how language models’ surprisal varies be-
tween these alternatives.

2 Background

Lexical borrowing is a linguistic phenomenon that
can be broadly categorized into material and struc-
tural borrowings (Haspelmath, 2009, p. 38), as de-
picted in Figure 1. Material borrowings involve
the transfer of sound-meaning pairs, i.e. lexemes
as in ‘best-seller’ in French borrowed from En-
glish, while structural borrowings copy syntac-
tic, morphological, or semantic patterns. The lat-
ter type can be classified into loan translations,
also known as calques, which involve an item-by-
item translation of complex lexical units as in En-
glish ‘loanword’ calqued from German ‘Lehnwort’
or Kurdish ‘da-bezandin’ calqued from English
‘download’, and meaning extension which occurs
when the polysemy pattern of a donor language is
copied. For instance, German ‘Kopf ’ acquiring
new meanings based on English ‘head’ in syntactic
phrases.

Loanwords Loanwords are a type of material
borrowing, defined as words that entered a lan-
guage’s lexicon as a result of borrowing. They
are distinguished from native words, i.e. non-
loanwords, in that “we can take [native words]
back to the earliest known stages of a language”
(Lehmann, 2013, p. 212). The process of lexical
borrowing often begins with single-word switches
that gradually become conventionalized (Myers-
Scotton, 1997) as in ‘wesh’ or ‘coach’ in nowa-
days French. In addition to loanwords, there are
other types of lexical borrowings such as loan-
blends which are hybrid borrowings consisting of
partly borrowed material and partly native mate-
rial, e.g., Greek ‘σουβλατζής’ (Souvlaki maker)

Lexical Borrowings

Material

Loanwords Loanblends

Structural

Loan translation Meaning extension

Figure 1: A broad taxonomy of lexical borrowings ac-
cording to (Haspelmath, 2009). Our focus in this paper
is on material loanwords.

where ‘-τζής’ is borrowed from Turkish ‘-cı’.
It is important to note that the concept of a native

word is relative to our knowledge of a language’s
history. English words like ‘disk’, ‘window’,
‘bikini’ and ‘mother’, respectively from Greek,
Old Norse, Marshallese and Proto-Indo-European,
have different etymological backgrounds, some
tracing back to other languages or proto-languages.
This highlights that while we can identify loan-
words, we cannot definitively identify native word.

Prescriptivism & Linguistic Purism The role
of loanwords in particular languages has long been
a subject of debate. Linguistic purism, a perspec-
tive with a radical view on borrowing, considers
loanwords as foreign elements that taint the re-
cipient language (Langer and Davies, 2005) and
pose a “threat” (Erdem, 2006; Walsh, 2014). This
purism often aligns with linguistic prescriptivism,
which has historically been associated with ethno-
nationalist movements, as exemplified by Nazi
Germany (Doerr, 2002). A more moderate contem-
porary instance is the Académie française, which
aims “to make [French] pure, eloquent and capa-
ble of dealing with the arts and sciences”.1 How-
ever, linguistic purism also manifests in efforts to
preserve endangered languages, resisting the influ-
ence of dominant languages (Daniel, 2023; Dorian,
1994). This varied application suggests that lin-
guistic purism is not inherently detrimental, but
rather a complex phenomenon with diverse moti-
vations and consequences.

3 Related Work

Research on loanwords in computational linguis-
tics has been relatively scarce, with most work fo-
cused on related tasks such as parsing (Alex, 2008),
automatic speech recognition (Leidig et al., 2014),
cognate detection (Rama and List, 2019), code-
switching detection (Kent and Claeser, 2019), and
transliteration (Ren, 2023). The primary task that
has received attention is loanword identification or
detection–the task of automatically detecting loan-
words within a given text.

Loanword identification has been shown to
be challenging and is studied from various as-
pects in computational linguistics, historical lin-
guistics (Köllner, 2021; Delz, 2013) and corpus
linguistics (Chesley and Baayen, 2010). This task

1Académie française: https://www.
academie-francaise.fr/linstitution/
les-missions
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has been approached as a classification problem
based on various features derived from morphol-
ogy, phonology, spelling, orthography, and seman-
tics (Ali et al., 2024; Koo, 2015; Mi et al., 2018).
Some work has also incorporated features based
on optimality theory (Tsvetkov and Dyer, 2016).
Recently, neural approaches leveraging monolin-
gual and multilingual word lists have been pro-
posed, utilizing phonological and cognate-based
features (Miller et al., 2021; Miller and List, 2023).

A key challenge in this field is the paucity of
annotated data, especially for low-resource lan-
guages. To address this, some studies have ex-
plored data augmentation techniques, such as re-
trieving loanwords and their original forms using
cross-lingual word embeddings (Mi et al., 2020).
Efforts have also been made to create annotated
datasets, such as WikLoW (Nath et al., 2022), a
multilingual dataset of loanwords based on Wik-
tionary, and corpora of anglicisms in 21,570 news-
paper headlines in Spanish (Mellado, 2020). Simi-
larly, unincorporated loanwords are annotated in
another corpus (Mellado and Lignos, 2022) con-
taining 370,000 tokens. Consequently, using this
resource, detection of loanwords in Spanish was
the topic of the ADoBo shared task (Mellado et al.,
2021) showing that the task is not trivial and re-
mains an open problem.

Despite these advancements, there are signifi-
cant gaps in the analysis and study of loanwords in
NLP. Most previous work has focused on a limited
number of languages, such as Uyghur (Mi et al.,
2014), Spanish (Serigos, 2017), Russian (Spektor,
2021), and Turkic languages (Zhang et al., 2021).
Additionally, loanwords have been studied in a lim-
ited number of tasks where replacing them by na-
tive alternative have not received much attention.
As such, there is a lack of a multilingual annotated
dataset of loanwords in context beyond a word
list. Moreover, the impact of loanwords on large
language models (LLMs) and machine translation
has not been thoroughly investigated. The current
study aims to fill these gaps.

4 ConLoan

To address our research questions, we develop
ConLoan–a contrastive dataset where loanwords
in sentences are replaced by native alternatives,
when available. This section details the annotation
process and data collection methodology.

4.1 Data Collection

Our primary sources of data are parallel corpora
in the selected languages. We refer to the avail-
able corpora on OPUS (Tiedemann and Thottin-
gal, 2020) and select one or more corpora that
i) contain general-domain sentences rather than a
specialized domain as certain domains tend to use
more borrowings than others, and ii) have been val-
idated for quality based on previous usage within
the research community. In the case of North-
ern Kurdish, for which no reference translations
were available in the corpus, we generate reference
translations using Google Translate as the silver
standard for evaluation purposes.2

To streamline the annotation process and focus
on loanword phenomena, we apply the following
filters to extract sentences from the parallel cor-
pora:

• Exclude sentences containing named entities
in both the source and translation. This is be-
cause many named entities, such as locations
or organizations, are often borrowed across
languages.

• Remove sentences with code-switching. To
identify code-switching in languages using
non-Latin scripts, we employ GlotScript (Kar-
garan et al., 2024).

• Include only sentences with at least one occur-
rence of a loanword. For loanword detection,
we primarily rely on Wiktionary, which pro-
vides dedicated pages for borrowings in vari-
ous languages.3 We select sentences having a
token present in the crawled loanword list.

Table A.1 provides detailed information on the
specific corpora used and the loanword lists com-
piled for each language.

4.2 Annotation Setup

The extracted sentences potentially containing
loanwords are provided to annotators in spread-
sheets with three columns:

Contrastive Sentences This column contains
two versions of each sentence:

2https://translate.google.com
3For example, borrowings in Greek are listed under “Cat-

egory:Greek borrowed terms”: https://en.wiktionary.
org/wiki/Category:Greek_borrowed_terms
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(A) The original sentence with pre-identified
loanwords enclosed in <L></L> tags and
highlighted in a distinctive color. For ex-
ample, the Greek loanword ‘ασανσέρ’ (‘el-
evator’, borrowed from French ‘ascenseur’)
in the phrase “… στο παιδικό ασανσέρ …”
(“in the children’s elevator”) is presented as
“…στο παιδικό <L1>ασανσέρ</L1>…”

(B) The same sentence with tagged loanwords
replaced by empty <N></N> tags. Anno-
tators are instructed to fill these tags with
native alternatives and apply grammatical
changes if need be, e.g., “…στο παιδικό
<N1>ανελκυστήρα</N1>…”.

Both <L> and <N> tags are enumerated to es-
tablish a clear correspondence, e.g., <L1> maps to
<N1>.

Translations The second column provides trans-
lations of the sentences in the first column. Since
loanwords and their native alternatives are seman-
tically equivalent, the translation remains the same
for both versions. Annotators are required to verify
the accuracy of these translations before proceed-
ing with the loanword annotation.

Suggestions The third column offers synonyms
to assist in the annotation process. These sugges-
tions are primarily derived from Wordnets (Miller,
1995) available for many of the selected languages
through the wn package.4 While these synonyms
may not be specifically related to borrowing, they
can provide useful alternatives to facilitate the re-
placement task. Annotators are encouraged to con-
sult additional resources if needed to find appropri-
ate replacements.

Figure A.1 in the appendix provides a visual ex-
ample of the annotation spreadsheet layout.

4.3 Annotation Task

Given a spreadsheet, the annotator examines each
sentence to determine if it contains a loanword. If a
loanword is present, the annotator validates the in-
stance by checking the appropriate checkbox. Sub-
sequently, the annotator replaces the pre-identified
loanwords with a native alternative. Annotators
are also asked to identify and annotate any ad-
ditional loanwords that have not been previously
specified, following the annotation setup. If the an-
notator is unaware of a native alternative, the loan-
word is retained in the sentence.

4https://github.com/goodmami/wn

To assist in detecting loanwords and finding re-
placements, the following guidelines are provided:

• Foreignisms: These are words with obvious
foreign appearance, especially anglicisms,
that may feel unfamiliar to native speakers.
For example, the verb ‘stalké’ in the French
sentence “il a stalké ses voisins” is borrowed
from English ‘stalk’ and has not been fully in-
tegrated into French.

• Morphology: If a word is morphologically
analyzable in one language but not in an-
other, it likely originates from the first lan-
guage. For example, German ‘Grenze’ (bor-
der) is a simple, indivisible form, while its
Polish source ‘granica’ can be decomposed
into ‘grań’ and ‘-ica’, suggesting German
borrowed this word from Polish.

• Phonology: Words showing signs of phono-
logical integration in one language but not
in another are likely borrowed from the lat-
ter. For example, English ‘facade’ retains the
French pronunciation pattern from ‘façade’,
including stress on the final syllable, which
is unusual in English.

4.4 Annotation Challenges and Insights

Across the selected languages, annotators encoun-
tered several common challenges when identify-
ing and replacing loanwords. A primary issue was
distinguishing between fully integrated loanwords
and native terms, especially in cases of translit-
eration or deeply assimilated borrowings. Code-
switching and unclear etymologies further compli-
cated the process, particularly for languages like
Kurdish and Chinese. Annotators often relied on
sentence context, intuition, and resources like dic-
tionaries, etymological references, or online plat-
forms to accurately identify loanwords. In terms
of speaker perception, loanwords were generally
more accepted in technical, modern, or informal
contexts, particularly among younger generations,
though resistance persisted in some cultures, espe-
cially toward anglicisms. Loanwords from older
linguistic influences, like French in German or Ital-
ian, were often less recognized as foreignisms.

More information on the annotation task along
with some unique characteristics of loanwords in
specific languages are provided in Appendix B.
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Language # All # Validated (%) # Annotations # Native replacement (%) Top Donor

Chinese 1328 639 (48.12) 779 186 (23.88) English
French 1315 413 (31.41) 442 237 (53.62) English
German 1861 1162 (62.44) 1282 1095 (85.41) Latin
Greek 1813 503 (27.74) 515 395 (76.7) French

Icelandic 4023 2902 (72.14) 3076 1130 (36.74) Latin
Italian 1780 595 (33.43) 652 589 (90.34) English

Northern Kurdish 630 401 (63.65) 628 528 (84.08) English
Portuguese 2509 2336 (93.1) 2568 862 (33.57) French
Russian 300 298 (99.33) 1051 1039 (98.86) Latin
Spanish 1311 350 (26.7) 387 287 (74.16) English

All 16870 9599 (56.9) 11380 6348 (55.78) English

Table 1: Basic statistics of ConLoan. Number (#) of all sentences potentially containing loanwords based on the
compiled loanword list. On average, 56.9% of these sentences were validated by annotators to contain at least one
loanword. Of the 11,380 total annotations, 55.78% could be replaced with native alternatives. The most frequent
donor language is English across all languages combined.

5 Analysis

5.1 Quantitative Analysis
Table 1 provides basic statistics of ConLoan. Ini-
tially provided with 16,870 sentences which poten-
tially contain a loanword based on our loanword
lists, the annotators validated 9,599 sentences to
truly contain a loanword. In other words, identi-
fying loanwords based on a loanword list lookup
resulted in 56.9% accuracy indicating the diffi-
culty of the task without considering the context.
Among the 10 languages, Icelandic and Portuguese
were provided with the highest number of sen-
tences. Sentences in the same languages along
with Russian have been highly validated indicat-
ing that the loanword list can be useful to identify
loanword in these languages to some extent.

Based on the validated sentences, the annotators
then carried out 11,380 replacements among which
6,348 are native replacements, i.e. loanwords not
replaced by themselves. That is, almost half of
the contrastive sentences in ConLoan are identical.
Considering individual languages, loanwords in
most of the languages, except Chinese, Icelandic,
Portuguese and also French, have been mostly re-
placed by a native alternative. Although annota-
tors’ knowledge directly affects this replacement
ratios, it can be also due to the lack of existing
widely-known replacements in the language and
also, the domain of the corpus from which the sen-
tences are extracted.

Among the annotated instances, we also analyze
the distribution of donor languages, with the most

frequent donor for each language shown in the last
column of Table 1. English emerges as the predom-
inant donor across all languages combined, though
individual languages show variations. Latin is the
primary donor for German, Icelandic, and Rus-
sian, while French contributes most significantly
to Greek and Portuguese. It should be noted that
this only reflects the frequency of the donor lan-
guages in ConLoan rather than in the language as
a whole, and may be influenced by both our source
corpora and Wiktionary’s varying coverage across
languages. A detailed breakdown of donor lan-
guage distributions is provided in Appendix C.

Frequency To assess the relative usage patterns
of loanwords and their native alternatives, we
analyze their frequencies using normalized to-
ken counts collected in wordfreq (Speer, 2022)5,
which includes text from Wikipedia. For fusional
languages, we exclude inflected forms and employ
exact string matching delimited by spaces. Our
analysis reveals that native alternatives generally
exhibit higher frequency than their loanword coun-
terparts across all languages in our study, except
for Chinese. Figure 2 visualizes these frequency
distributions through density plots. The pattern of
higher native word frequency suggests languages
tend to maintain frequently-used native vocabulary
while adopting loanwords for specific contexts or
semantic niches.

5Given that Northern Kurdish was not included in
wordfreq, we calculated word frequency based on the OS-
CAR corpus (Ortiz Suárez et al., 2019) over 27M tokens.
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Figure 2: Distribution of normalized frequencies for
loanwords and their native alternatives across lan-
guages. Patterns highlight that native alternatives gen-
erally exhibit higher frequency than loanwords.

5.2 Qualitative Analysis
The following observations and examples offer a
qualitative analysis of various linguistic transfor-
mations in the annotation task, highlighting the nu-
anced effects of replacing loanwords with native
words. This analysis, mainly based on the annota-
tions in German but also generalizable to the other
selected languages, aims to elucidate the impact of
such modifications on both the structure and tone
of the language.

• Syntactic Rewording: The modification of
sentences often necessitates adjustments to
the sentence structure, varying from subtle
tweaks to substantial overhauls. For instance,
the transformation of ‘restaurieren’ (to re-
store) to ‘wiederherzustellen’ involve a syn-
tactic shift that alters the sentence’s rhythm
and flow. Similarly, changing “Isolation des
Patienten” (isolation of the patient) to “Tren-
nung des Patienten von anderen” not only
simplifies the expression but also shifts its
conceptual emphasis.

• Inelegant Substitutions: Certain modifica-
tions lead to sentences that feel unnatural

or clumsy, often due to the replacement
of familiar collocations or compounds with
less conventional alternatives. For exam-
ple, substituting ‘Einrichtungen’ (facilities)
with ‘Installationen’ in “…Einrichtungen in-
stalliert…” results in a redundancy that is
rarely used in everyday language. Simi-
larly, replacing ‘arzneimittelresistent’ with
‘arzneimittelwiderstandsfähig’ and ‘Asphalt’
with ‘Strassenbelag’ introduces awkward-
ness making the sentences less fluid and more
jarring to native speakers.

• Academese: In many instances, substituting
loanwords for native terms would result in
more formal, academic expressions, or con-
versely, simplified formulations. For exam-
ple, replacing ‘anstecken’ with ‘infizieren’
(to infect) elevates the register of the sen-
tence, aligning it with academic or medical
discourse. Likewise, replacing ‘auswerten’
and ‘schlimm’ respectively by ‘evaluieren’
(to evaluate) and ‘gravierend’ (serious) il-
lustrates a shift towards more sophisticated
or specialized vocabulary, reflecting the ten-
dency of loanwords to lend a more formal
tone to the text.

• Effective Replacements: The most effective
examples of loanword replacement involve
using loanwords that enhance the clarity or
impact of the text. Substituting ‘Team’ for
‘Mannschaft’, ‘Video game’ for ‘Videospiel’
and ‘Campingplätze’ (campsites) for ‘Zelt-
plätze’ demonstrates how loanwords can of-
ten provide more precise or modern connota-
tions. Such replacements effectively capture
the nuances of modern language and usage.

6 Experiments

In addition to analyzing ConLoan, we evaluate
how state-of-the-art models handle the distinction
between loanwords and their native alternatives.
Our experiments focus on contrastive sentence
pairs where loanwords were replaced with dif-
ferent native words, excluding cases where loan-
words remained unchanged.

6.1 Surprisal
Surprisal is a widely used metric in language mod-
eling that quantifies the unpredictability or infor-
mation content of a sentence based on a language
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model. It reflects how unexpected or unusual a
sentence is, with higher surprisal values often in-
dicating either less probable sentences or limita-
tions in the model’s ability to anticipate predictable
words (Mielke et al., 2019). In the context of our
study, we aim to assess the degree to which an
LLM generalizes to native sentences compared to
counterparts containing loanwords. To that end,
we compute sentence-level surprisal of Meta AI’s
(Touvron et al., 2023) Llama 2.7 model with 7B
parameters, Llama 3.1 with 8B parameters (8-bit
quantized) and EuroLLM (Martins et al., 2025)
with 1.7B parameters by calculating the sum of the
negative log-likelihood of the predicted probabil-
ity distribution as follows:

Surprisalsentence = −
tj∑

i=1

log pθ(xi | x<i)

where tj is the number of tokens in the j-th sen-
tence, xi represents the i-th token in the j-th sen-
tence, and x<i denotes all preceding tokens of xi.6
This is unlike perplexity, which is often computed
by normalizing the negative log-likelihood by the
number of tokens in the corpus and applying expo-
nentiation to obtain a more interpretable scale (Ju-
rafsky and Martin, 2024, p. 40). Our approach
avoids normalization by the number of tokens, en-
suring that the length of a sentence does not dispro-
portionately influence the comparison, particularly
in cases where annotated sentences with native re-
placements result in longer text.

Figure 3 provides sentence-level surprisal re-
sults normalized by the number of sentences per
language given the contrastive sentences in Con-
Loan. Although the surprisal of the model varies
to a small extent in the original and annotated sen-
tences, a trend across languages can be seen where
the model has a lower surprisal given the loan-
words sentences. To assess the significance of sur-
prisal differences, we also conduct a paired t-test
revealing significantly higher surprisal scores for
sentences with native replacements compared to
those with loanwords (t = −4.029, p < 0.01).
Our analysis confirms the same surprisal pattern in
Llama 2.7 with 7 billion parameters and EuroLLM
with 1.7B parameters, as shown in Table D.4 in ap-
pendix.

We believe that this pattern is due to several fac-
tors related to the model’s training data and the na-

6We use natural logarithm unlike Mielke et al. (2019)’s
base-2 logarithm.
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Figure 3: Surprisal (↓) of the Llama 3.1 model (8-
bit quantized) for contrastive sentences in ConLoan.
Sentences containing annotated native alternatives
(ANNOTATED) lead to higher surprisal. This result
demonstrates that LLMs find loanwords more pre-
dictable than native alternatives, even when the latter
are generally more frequent. The same pattern is seen
in Llama 2.7 and EuroLLM-1.7B.

ture of loanwords. First, many of these loanwords
originate from English, which likely serves as a
pivot language in the model’s multilingual train-
ing data. Second, loanwords often appear in spe-
cific, well-defined contexts where they have be-
come the conventional choice, making them more
predictable for the model in these situations. Third,
the widespread use of these loanwords in technical,
academic, and professional discourse means they
are likely well-represented in the text sources typ-
ically used for LLM training. The higher surprisal
of native alternatives, despite their greater overall
frequency, suggests that these words may appear
less natural to the model in contexts where loan-
words have become the established norm.

6.2 Neural Machine Translation
In this task, we evaluate the performance of neural
machine translation (NMT) using these notations:

• xsrc: Source sentence in the original language
containing loanwords.

• xnat: Contrastive annotated sentence in the
original language, semantically identical to
xsrc but containing more native words.

• tsrc: NMT system output in English when xsrc
is provided as input.

• tnat: NMT system output in English when
xnat is provided as input.

• yref: Reference translation of xsrc in English
from the parallel corpus.

30076



Chin
ese
Fre

nch

Germ
an
Gree

k

Ice
lan

dic
Ita

lian

Kurd
ish

Po
rtu

gue
se

Russ
ian
Sp

ani
sh

0

0.2

0.4

0.6

0.8

1

0
.6

0
.8
3

0
.8
2

0
.7
3

0
.7
5

0
.7
7

0
.7

0
.8
2

0
.7
9

0
.8
2

0
.5
8

0
.8
2

0
.8
1

0
.7
2

0
.7
3

0
.7
6

0
.6
4

0
.8

0
.7
4 0
.8
1

C
O

M
ET

Sc
or

e
ORIGINAL ANNOTATED

Figure 4: NMT performance in ConLoan using
COMET (↑). ORIGINAL refers to sentences containing
loanwords, while ANNOTATED denotes sentences with
loanwords replaced by native alternatives. Translations
of ORIGINAL consistently outperform those of ANNO-
TATED, , indicating neural MT models are better adapted
to loanword usage.

Ideally, a robust NMT system should generate
identical outputs tsrc and tnat for both xsrc and xnat,
regardless of the presence of loanwords or their
native alternatives. However, since the source
sentences are extracted from parallel corpora, it
is expected that an NMT model trained on these
corpora would perform better on the original sen-
tences than on our annotated versions.

For our experiment, we employ the No
Language Left Behind (NLLB) model (Team
et al., 2024) by Meta AI, specifically the
nllb-200-distilled-600M variant available
on HuggingFace. This model, trained on diverse
parallel multilingual data, is used for translation
into English (X→English). We assess translation
quality using COMET (Rei et al., 2020), based
on the source and the reference from the parallel
corpora along with the hypothesis from NLLB.7
COMET enables a nuanced evaluation by incor-
porating human judgment to assess translation
quality. We also report NMT performance using
BLEU (Papineni et al., 2002)8, comparing tsrc and
tnat to yref, discussed in more detail in Table D.1.

Our experiments, illustrated in Figure 4, show
that NLLB performs less efficiently when translat-

7We use wmt22-comet-da.
8nrefs:1|case:mixed|eff:no|tok:13a|smooth:exp|version:2.4.2

ing sentences with native alternatives compared to
those with loanwords, showing a consistent drop
in COMET scores across all selected languages.
These results highlight the sensitivity of NMT sys-
tems to loanword usage and replacement. They
also align with our surprisal analysis as the con-
sistent pattern across both language modeling and
NMT tasks suggests that current neural models
may be better tuned to handle loanwords, likely
due to their prevalence in multilingual training data
and their consistent usage in specific contexts. The
notably lower performance on Chinese sentences
is likely due to the mixed presence of Cantonese
and Mandarin in the parallel corpora. To verify
this, we evaluate NLLB with two language indica-
tor tokens: Chinese (Traditional, zho_Hant) and
Cantonese (yue_Hant); both yield almost similar
performance.

Reference-free Metrics We further evaluate the
impact of loanwords using reference-free MT met-
rics, which assess translation quality by compar-
ing the translated text directly to the source with-
out requiring reference translations. This approach
is particularly suitable as it eliminates potential bi-
ases introduced by reference translations contain-
ing loanwords. Specifically, we denote M(s, t)
as the score assigned by metric M to translation
t, given its source s. Using English as the source
language and ConLoan languages as targets, we
compute the difference between scores assigned
to translations with loanwords and native alterna-
tives: ∆M = M(yref, xsrc) − M(yref, xnat). We
experiment with four reference-free metrics:

• CometKiwi (Rei et al., 2022), a metric based
on the Info-XLM encoder model (Chi et al.,
2021) used as a baseline in WMT (Freitag
et al., 2023, 2024);

• CometKiwi-XL (Rei et al., 2023) sharing the
same architecture of CometKiwi, but replac-
ing InfoXLM with XLM-R XL (Conneau
et al., 2020);

• XCOMET-QE-XL (Guerreiro et al., 2024)
based on XLM-R XL and belonging to the
XCOMET metric family;

• and MetricX-24-XL (Juraska et al., 2024)
based on mT5-XL (Xue et al., 2021) and
belonging to the MetricX-24 metric family,
which obtained the highest performance at
WMT 2024 (Freitag et al., 2024).

All metrics output scores in [0, 1], except
MetricX-24-XL which uses [0, 25].
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Metric ∆M (Loan - Native)

CometKiwi 0.01
CometKiwi-XL 0.03
XCOMET-QE-XL 0.04
MetricX-24-XL 0.27

Table 2: Average difference between metric scores
(∆M) assigned to translations containing loanwords
versus native alternatives using reference-free metrics.
Positive values indicate all metrics consistently prefer
translations with loanwords over native alternatives.

Table 2 presents the average score differences
between translations containing loanwords and
their native alternatives across all reference-free
metrics. All metrics show positive differences,
indicating a consistent preference for translations
containing loanwords. This aligns with our previ-
ous findings from surprisal and MT experiments,
further supporting that current neural models han-
dle loanwords more effectively than their native al-
ternatives. The complete set of metric assessments
in Tables D.2 and D.3 show that XCOMET-QE-XL
displays the strongest preference for loanwords, fa-
voring them across all target languages, while the
other metrics favor native alternatives in certain
languages.

7 Conclusion and Discussion

This study sheds light on the complex role of loan-
words in context, addressing a significant gap in
computational analysis of borrowed lexical items.
We introduce ConLoan, a novel contrastive dataset
comprising sentences containing loanwords juxta-
posed with versions where these loanwords are re-
placed by native alternatives. Our approach to
loanword identification extends beyond historical
and etymological considerations, focusing instead
on the perceptions of contemporary speakers. This
resource holds particular value for investigating
the effects of loanwords and their replacement on
language technology. Do efforts to replace loan-
words with native variants, for example for the pur-
pose of language education and preservation, have
inadvertent effects on language modeling and ma-
chine translation? Our research demonstrates that
NMT systems exhibit varying performance when
evaluated on sentences containing loanwords ver-
sus their native counterparts. Notably, we observe
reduced performance in translating sentences with
a higher proportion of native terms. Similarly, our

analysis with LLMs, namely Llama 2.7 and 3.1
along with EuroLLM indicates that replacing loan-
words with native alternatives leads to higher sur-
prisal on average.

We believe that ConLoan not only serves
evaluation purposes but also lays the groundwork
for contextual loanword identification and the
suggestion of native alternatives. Future research
should explore additional dynamics of borrowing,
particularly the phenomenon of imposition, where
non-native speakers unintentionally retain linguis-
tic features during the borrowing process (Haugen,
1950). Furthermore, investigating other types of
corpora, especially those containing oral content
where loanwords are more prevalent, represents
a promising avenue for future study. Sociolin-
guistic dynamics of borrowing is a topic that
deserves future work of its own as well (Stewart
et al., 2021). A key consideration in evaluating
ConLoan’s scope is that borrowings are a sparse
phenomenon; previous literature has pointed out
that the presence of borrowings is around 1-2% of
most languages (Poplack et al., 1988). That means
that, in order to compile annotated datasets that
are rich in borrowings, large amounts of text must
be available to begin with. With ConLoan we
are hoping to create the first borrowing-centered
resource of its kind. Finally, we suggest exploring
other variants of surprisal and entropy to take
other measures such as word frequency into
account (Giulianelli et al., 2024; Lin et al., 2025;
Ravichander et al., 2025, inter alia).

Limitations A primary limitation of this study
is the restricted set of languages examined, which
constrains the generalizability of our findings to
a broader linguistic context. Additionally, low-
resource languages, particularly those lacking a
standardized variety and spoken in bilingual com-
munities or diaspora settings, present unique chal-
lenges that our current work does not fully address.
We acknowledge that loanword identification and
the suggestion of native replacements are com-
pelling tasks that warrant further investigation in
future studies. While we did not conduct our own
inter-annotator agreement study, our work builds
on literature where similar projects yielded high
inter-annotator agreement when native speakers
annotate borrowings, with Cohen’s kappa > 0.91,
suggesting that loanwords are salient and distinct
phenomena that produce agreement among native
speakers annotations (Mellado and Lignos, 2022).
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A Annotation Setup

Language Parallel Corpus Loanword List Potential Replacements

Chinese

NLLBa, WMT19b
UNPC (Ziemski et al., 2016)
QED (Abdelali et al., 2014)

NeuLab-TedTalksc
Wiktionary

French QED (Abdelali et al., 2014)
Europarl (Koehn, 2005) Wiktionary WOLF (Sagot and Fišer, 2008)

German QED (Abdelali et al., 2014)
Europarl (Koehn, 2005) Wiktionary OdeNet (Siegel and Bond, 2021)

Greek

MaCoCu (Bañón et al., 2022)
NTREX-128 (Federmann et al., 2022)
EUbookshop (Skadiņš et al., 2014)

Prime Minister corpusd

Wiktionary
(Konstantinou, 1992) Greek Wordnet (Galiotou et al., 2001)

Icelandic

QED (Abdelali et al., 2014)
MaCoCu (Bañón et al., 2022)

ParIce (Barkarson and Steingrímsson, 2019)
Ríkiskaup (Central Public Procurement)

Wiktionary
Íslensk orðsifjabóke IceWordNet (Rögnvaldsson, 2013)

Italian QED (Abdelali et al., 2014)
Europarl (Koehn, 2005) Wiktionary ItalWordNet (Roventini et al., 2000)

Northern Kurdish KASET (Delgado et al., 2024) Wiktionary

Portuguese QED (Abdelali et al., 2014)
Europarl (Koehn, 2005) Wiktionary OpenWordNet-PT (de Paiva et al., 2012)

Russian UNPC (Ziemski et al., 2016)
RusLTC (Kutuzov and Kunilovskaya, 2014) Wiktionary

Spanish Europarl (Koehn, 2005) Wiktionary Multilingual Central Repository
(Gonzalez-Agirre et al., 2012)

ahttps://opus.nlpl.eu/NLLB/corpus/version/NLLB
bhttp://www.statmt.org/wmt19
chttps://opus.nlpl.eu/NeuLab-TedTalks/corpus/version/NeuLab-TedTalks
dhttps://catalog.elda.org/en-us/repository/browse/ELRA-W0272
ehttps://ordsifjabok.arnastofnun.is

Table A.1: Resources used to create ConLoan. Sentences are extracted from the selected parallel corpora, then
filtered based on the loanword lists which are mostly from Wiktionary. The extracted sentences are provided in
spreadsheets to annotators, shown in Figure A.1. For each loanword, a synonym is suggested using Wordnet which
can possibly be a native alternative.

Source Target Replacement Suggestions Comments?
Όταν έρθει η ώρα να κοιμηθούν, τοποθετήστε τις 
τσάντες τους στο καρότσι αποσκευών και κυλήστε το 
στο παιδικό <L1>ασανσέρ</L1> που θα τους 
μεταφέρει στα δωμάτιά τους.

When it's time to go to sleep, place their bags in the 
luggage cart and roll it onto the kid-powered 
elevator to bring them to their rooms.

ανελκυστήρας 
ασανσέρ

Όταν έρθει η ώρα να κοιμηθούν, τοποθετήστε τις 
τσάντες τους στο καρότσι αποσκευών και κυλήστε το 
στο παιδικό <N1>ανελκυστήρα</N1> που θα τους 
μεταφέρει στα δωμάτιά τους.

When it's time to go to sleep, place their bags in the 
luggage cart and roll it onto the kid-powered 
elevator to bring them to their rooms.

Φαίνεται ότι τους διαφεύγει ο δραματικός σχεδόν 
<L1>συμβολισμός</L1> της ενέργειας αυτής.

It seems that they fail to grasp the almost dramatic 
symbolism of this action.

συμβολική 
αναπαράσταση 
συμβολισμός

Φαίνεται ότι τους διαφεύγει ο δραματικός σχεδόν 
<N1></N1> της ενέργειας αυτής.

It seems that they fail to grasp the almost dramatic 
symbolism of this action.

Figure A.1: Two instances of contrastive sentences in Greek provided in a spreadsheet for annotation. The annota-
tor’s task is to determine if the pre-identified word in the <L></L> tags specified in red is a loanword. If yes, the
instance is validated by checking the checkbox and the loanword is manually replaced by a native alternative in the
<N></N> tags in blue in the succeeding line. Suggestions are provided to assist in the replacement. In this spread-
sheet, the second instance containing συμβολισμός (symbolism) not being validated indicates that the annotator has
not detected a loanword in the sentence while the first instance is validated. Only validated instances are included
in the contrastive dataset. The annotator can leave difficult cases in the comments section for further discussions.
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B Lexical Borrowing in the Selected
Languages

This section further discusses the annotation task
experienced by the annotators of each language. It
also briefly provides some of the peculiarities of
such words in individual languages when it comes
to lexical borrowing.

B.1 Chinese

The most challenging aspect of annotating loan-
words was determining their origin, especially
since many loanwords in Chinese are translitera-
tions or have become so integrated into the lan-
guage that their foreign origins are not immedi-
ately obvious. Identifying whether a loanword is
from English, Japanese, or another language of-
ten required careful examination. For example,
terms like ‘咖啡’ (coffee) and ‘可乐’ (cola) are
transliterations, while others might have been bor-
rowed through Japanese from their original West-
ern sources. Loanwords from Sanskrit, particu-
larly in philosophical contexts, were also noted
but less frequent. Identifying the source language
and understanding the context in which the word
is used added to the complexity of the task.

Sentences were excluded from annotation pri-
marily due to the misalignment in parallel data or
presence of named entities or homonyms where
the native term resembled the loanword. To iden-
tify loanwords, annotators often started by check-
ing the tags but also read the entire sentence to un-
derstand the context. Resources such as the Xin
Hua Zi Dian (ChineseAcademy of Social Sciences,
2022) and various online dictionaries were crucial.
In cases where loanwords were not clearly iden-
tifiable through tags alone, additional tools like
Google and Wikipedia were consulted.

Chinese speakers generally perceive loanwords
as neutral or acceptable, given their deep integra-
tion into the language. Loanwords from Japanese,
in particular, are often so embedded that their ori-
gins are not always recognized. For modern con-
cepts and technical terms, borrowings are typically
well-accepted.

B.2 French

The annotator highlighted several challenges when
working with loanwords in French. The primary
difficulty was determining whether a marked word
was truly a loanword, ensuring that the replace-
ment was also a French term, and verifying that the

substitution preserved the original meaning. Sen-
tences were excluded from annotation when they
lacked loanwords or had issues like incorrect trans-
lations or mismatched language pairs.

To identify loanwords, the annotator read en-
tire sentences and noted that English was the most
common donor language, with occasional words
from German, Spanish, and Latin, or Old French
via English. Words with Greek etymology or bor-
rowings from sister languages like Italian were
not considered loanwords. When replacing loan-
words, the annotator relied on intuition, classical
French equivalents for anglicisms, e.g., ‘courriel’
for ‘email’, and resources like the Dictionnaire de
l’Académie française.9

Loanwords, particularly anglicisms, were noted
to be more frequent in technical conversations, al-
though the annotator was not often in contact with
younger French speakers. The perception of bor-
rowings varied, with older generations more likely
to view anglicisms as unnecessary and feel that En-
glish threatens the French language.

B.3 German

Determining what qualifies as a loanword posed
significant challenges in German, with edge cases
where the status of a term as a loanword was am-
biguous. Also, it was challenging to determine
how to replace borrowed acronyms, e.g., ‘NATO’,
and understanding terms that were incomprehensi-
ble or where the meaning of the loanword could
not be inferred.

For some sentences, comprehension issues or
presence of non-relevant content, such as sen-
tences entirely in English, led to their exclusion
from annotation. Additionally, sentences with se-
vere grammar mistakes were also excluded. Full
sentence review was crucial for accurate annota-
tion. Resources like Wiktionary were extensively
used for identifying loanwords and finding replace-
ments. Intuition also played a significant role,
especially when evaluating less straightforward
cases.

In German, loanwords predominantly origi-
nated from French in the past centuries (18th and
19th), while modern loanwords were mostly from
English. An example where both phenomena are
visible is an instance of the loanword ‘riskieren’
(to risk) which stems from the French ‘risque’.
It was translated by the annotator with the multi-

9https://www.dictionnaire-academie.fr
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word phrase ‘Gefahr laufen’ as in “(...) [riskieren
wir ständig → laufen wir ständig Gefahr], vor
der Welthandelsorganisation verklagt zu werden”.
As the annotator noted, the marked prevalence
of loanwords from French might be an effect of
the domain (parliamentary debates). The pattern
showed that French words were often used in aca-
demic or upper-class contexts, whereas English
and even Arabic loanwords were more common
among younger generations and in various infor-
mal settings. However, some historical loanwords
from Romance languages might not be easily rec-
ognized as loanwords today. Perceptions of loan-
words vary, with borrowings from Romance lan-
guages sometimes seen as posh or snobbish by
less educated individuals, while anglicisms may be
viewed unfavorably by older generations.

B.4 Greek
Determining whether a term is a loanword or a na-
tive Greek word often required thorough investiga-
tion into etymologies. Challenges included deal-
ing with unclear or incorrect use of loanwords.
Tags were somewhat helpful, but there were in-
stances where they denoted native words instead of
loanwords, and thus, the suggested replacements
were frequently incorrect.

Loanwords primarily came from French, Ital-
ian, and Turkish, often related to inventions or tra-
ditions introduced to Greece. In Cyprus, code-
switching between Greek and English is very com-
mon, both in everyday terms and technical discus-
sions. Proper loanwords have been well-integrated
into everyday speech, although there is a cultural
divide: philologists may criticize the use of native
words for some terms, yet the general population
accepts loanwords.

For identifying loanwords, reading the entire
sentence and understanding the context was essen-
tial. This approach helped to spot both tagged
and untagged loanwords. Many modern terms,
especially those related to materials and tech-
nical fields, had Latin origins, reflecting their
widespread use in scientific and technical vocab-
ulary. Greek teaching materials and resources like
Wiktionary were crucial for finding appropriate re-
placements.

Greek speakers are generally accepting of loan-
words. While English terms are common among
younger people and in technical fields, there is
a preference for Greek synonyms when available.
The historical incorporation of loanwords, includ-

ing those from Turkish, has shaped current at-
titudes, with recent trends showing a conscious
effort to use Greek terms when possible, e.g.,
Greek native word φιλοξενούμενος (guest, visi-
tor) instead of μουσαφίρης borrowed from Turkish
‘misafir’ (itself borrowed from Arabic .(’݁ފ؇ڣݠ‘
B.5 Icelandic

The most challenging aspect of annotating loan-
words in Icelandic was finding native alternatives
that were not only accurate but also commonly
used. Many of the Icelandic words discovered as
replacements were unfamiliar and potentially ob-
scure even to experts, making it more reassuring
to find loanwords that had more frequent native
equivalents–terms that might be used interchange-
ably in everyday language.

Sentences were excluded from annotation pri-
marily due to issues with alignment in the paral-
lel data or because native words were homonyms
of the loanwords, causing confusion. To identify
loanwords, the annotator typically started with the
tags and then checked the alignment of the sen-
tences to ensure accuracy. A notable pattern ob-
served was that a significant portion of the data
came from EU regulations, which included tech-
nical terms related to chemicals, gases, and scien-
tific terms. When replacing loanwords, the anno-
tator relied heavily on two key resources: Snara10,
which provides multiple Icelandic and English dic-
tionaries, and the Icelandic Term Bank11, covering
a broad range of languages and domains.

Loanwords, particularly anglicisms, were more
frequently encountered in technical and slang con-
texts, with younger generations using them more
commonly. However, older speakers also used
loanwords, especially in technology-related dis-
cussions. While there is a strong inclination to cre-
ate Icelandic equivalents for borrowed terms, their
adoption largely depends on their perceived qual-
ity and usefulness.

B.6 Italian

The main challenge in annotating loanwords in Ital-
ian was determining whether a foreign word had a
native equivalent or had become so ingrained in the
language that it no longer felt foreign. Words like
“click” or “byte” presented difficulties, as native
alternatives were either non-existent or extremely

10https://snara.is
11idord.arnastofnun.is
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uncommon, making it hard to decide whether to re-
place them. In some cases, words were excluded
from annotation because they either lacked loan-
words or contained foreign terms that were too
embedded in Italian to be considered borrowings,
such as Latinisms or French-derived words. Sen-
tences with incorrect translations or large chunks
of text in English were also skipped.

To identify loanwords, both tagged words and
the entire sentences were carefully reviewed. Most
loanwords originated from English, particularly
in technical or industrial contexts, with a smaller
number from French. Borrowings from these lan-
guages were common in fields like computer sci-
ence and technology. For replacements, the anno-
tators frequently relied on Italian dictionaries and
the Treccani encyclopedia12 along with Wikipedia.

Loanwords are more common among younger
generations and in technical conversations, partic-
ularly when referring to products, tools, or actions
related to technology and industry. Most of these
borrowings are anglicisms. While younger speak-
ers are more comfortable using loanwords, older
generations tend to resist them. In fact, in 2022, a
law was proposed to limit the use of foreign words
in official contexts, aiming to preserve the integrity
of the Italian language.13 Despite this, loanwords
are generally perceived positively, though native
alternatives are preferred when they are available.

B.7 Kurdish
Lexical borrowing is widely seen among Kurdish
speakers. This is chiefly due to the lack of edu-
cation and support for Kurdish as an official lan-
guage (Ahmadi et al., 2023). As such, Kurdish
languages spoken in everyday life are not immune
to extensive usage of borrowed words and terms
from dominated languages in the region, namely
Arabic, Persian and Turkish, but also English and
French (Hasan, 2021; Al-Saedi, 2015). Given that
Kurdish is spoken across different countries, the
impact of the dominate language of each country
is more seen on the variety spoken in the Kurdish
regions. As such, Northern Kurdish is widely un-
der the influence of Arabic and Turkish.

Annotators identified two major challenges deal-
ing with the task: i) differentiating between code-
switching and loanwords; due to the wide usage
of some loanwords without any known native al-

12https://www.treccani.it/enciclopedia
13https://www.camera.it/leg19/126?tab=&leg=

19&idDocumento=734&sede=&tipo=

ternatives, it was difficult to draw a line between
these two categories and ii) identifying loanwords
without a comprehensive linguistic resource. Also,
the corpus used for Kurdish–being based on oral
utterances–contained many expressions and code-
switching into English and sometimes, proverbs
and quotations from other languages, making the
annotation task particularly interesting but also
challenging.

Dealing with loanwords using NLP techniques
is an under-explored field of vital importance for
Kurdish. Many Kurdish dictionaries lack etymo-
logical information. On the other hand, many lan-
guage enthusiasts who attempt to preserve the lan-
guage by employing the native alternatives, are of-
ten misled by the absence of a word in a dominant
language to consider it of native Kurdish origin.
For instance, the word for “border” in Kurdish spo-
ken in Iran is ’݁ۯرز‘ (merz) borrowed from Persian
‘marz’ while Kurdish speakers in Iraqi Kurdistan
use ’ݿٷިور‘ (‘sinûr’) borrowed from Turkish ‘sınır’,
itself borrowed from Greek ‘σύνορο’. This lack
of knowledge about the etymologies of the words
may lead to the latter being considered a native al-
ternative by Kurds in Iran.

B.8 Portuguese
The annotator faced several challenges while iden-
tifying and replacing loanwords in Portuguese. A
key difficulty was determining when to use a na-
tive word, especially for terms like ‘bug’, where
the context–whether referring to an insect or a pro-
gramming error–determines the choice between a
native term (‘inseto’) or a loanword. Another chal-
lenge involved native equivalents not fitting per-
fectly due to subtle differences in meaning, re-
quiring the annotator to retain the loanword in
some cases. Sentences were often skipped if they
contained encoding issues or non-Portuguese text
in the Portuguese column. Annotators found the
<L> and <N> tags helpful in identifying loanwords.
While suggestions in the spreadsheet were some-
times useful, the annotator primarily relied on Por-
tuguese synonym websites and dictionaries to find
the best matches, ensuring that the synonym cap-
tured the same meaning as the loanword.

Loanwords, especially anglicisms, are most
common in topics related to electronics, modern
services, and media, and are predominantly used
by younger generations. French loanwords, on
the other hand, have been ingrained in the lan-
guage for a longer time and are used across all
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age groups without much awareness. The annota-
tor noticed that Brazilian Portuguese speakers tend
to use more loanwords, particularly anglicisms,
likely due to Brazil’s proximity to the U.S. In con-
trast, European Portuguese speakers may struggle
with or resist the influx of newer loanwords. Both
variants of Portuguese, however, incorporate a sig-
nificant amount of lexical borrowing, especially
among speakers living abroad.

B.9 Russian
The annotator highlighted several key challenges
in identifying and handling loanwords in Russian.
One of the most difficult tasks involved deciding
how to manage terms without direct Russian equiv-
alents, particularly lexical borrowings introduced
alongside new concepts. Sentences were often ex-
cluded from annotation if they lacked loanwords or
if the borrowed term had a homograph in Russian,
such as ‘лук’ /luk/ which can refer to the borrowed
term “look” or the native Russian word for ‘onion’.
The annotator relied heavily on their knowledge of
other languages to identify borrowings, noting that
borrowings were more frequent in topics like poli-
tics, technology, and modern culture.

Resources like Wikipedia, online dictionaries,
and even AI assistants proved valuable in finding
suitable replacements for loanwords. It might also
be the case that Russian speakers are largely un-
aware of the extent of foreign influence on their
language, as some borrowed terms have become
so ingrained that their non-Slavic origins are for-
gotten. Political and scientific terms, especially
from Latin and Greek, often require higher edu-
cation to be fully understood. Finally, the anno-
tator reflected on how borrowing in Russian has
shifted, particularly with the 2023 government ban
on foreign words in official contexts when Russian
equivalents exist.

B.10 Spanish
The annotator faced several challenges when de-
ciding whether a word should be considered a bor-
rowing in Spanish. They highlighted the diffi-
culty of distinguishing true loanwords from words
that, while having foreign origins, have been fully
assimilated into the language over time, such as
‘batuta’ (baton) borrowed from Italian. Addition-
ally, they grappled with cases of code-switching,
quotations, and proper names, which complicated
the annotation process. Sentences were often ex-
cluded if the word resembled a foreign term but

was native to Spanish, e.g., ‘he’, ‘social’, or if it
involved an English inclusion that didn’t qualify
as a loanword.

To identify loanwords, the annotator read the en-
tire sentence but focused primarily on the tagged
words. English was the most frequent donor lan-
guage, especially in legal and international pol-
icy terms found in parliamentary texts from the
European Union. Given the multilingual con-
text of these documents, code-switching and non-
loanword inclusions were also common. When re-
placing a loanword, the annotator relied on their
native speaker intuition and consulted resources
like Fundéu14, Wikipedia, and the Diccionario de
la Lengua Española15, rather than using the sug-
gested synonyms.

In everyday Spanish, loanwords–especially
anglicisms–are most prevalent in conversations
about technology, specialized journalism, and ar-
eas influenced by American and international cul-
ture, such as science and social media. While an-
glicisms are often seen as prestigious, particularly
in professional and marketing contexts, they can
be perceived as pretentious in casual conversation.
Finally, the annotator noted that many sentences
contained words that appeared foreign but were ac-
tually native or cognates, and these were excluded
from annotation.

C Distribution of Donor Languages

We analyze the donor languages of loanwords
based on the annotated sentences in ConLoan, re-
gardless of whether they have been replaced by a
native alternative or not. Figure C.1 presents this
distribution, showing the four most frequent donor
languages for each recipient language, with the re-
maining donor languages aggregated as “Others”
for clarity.

To identify the donor language of each loan-
word, we rely on the etymological resources listed
in Table A.1. While Wiktionary serves as our pri-
mary source, its collaborative nature means that
coverage and accuracy may vary across different
languages and entries. It is important to note that
our findings reflect only the distribution of donor
languages within ConLoan and should not be gen-
eralized to represent the overall loanword composi-
tion of these languages. For instance, while French
appears as the most frequent donor language for

14https://www.fundeu.es
15https://dle.rae.es
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Figure C.1: Distribution of donor languages per recipient language in ConLoan. The stacked bars represent the
four most frequent donor languages for each recipient language, with remaining donors combined as “Others”.
Numbers above bars indicate total loanword annotations per language.

Modern Greek in our dataset, previous research
has shown that Italian, Turkish, French, Latin, and
English are, in descending order, the most com-
mon sources of loanwords in Modern Greek (Kon-
stantinou, 1992). Such differences likely stem
from the specific domain and time period of our
source corpora, as well as potential biases in our
resource coverage.

D Supplementary Experimental Results

In addition to COMET results for NMT perfor-
mance, we report metric assessments using BLEU
in Table D.1 along with reference-free metrics in
Tables D.2 and D.3.

There is a clear tendency for the metrics to em-
pirically favor translations containing loanwords
(ORIGINAL) compared to the ones with more na-
tive replacements (ANNOTATED). XCOMET-QE-
XL assigns higher scores to translations con-
taining loanwords in all the target languages,
showing the strongest preference for loanwords
among the tested metrics. Similarly, CometKiwi,
CometKiwi-XL, and MetricX-24-XL exhibit a
preference for loanwords but assign higher scores
to native alternatives in certain languages. Specif-
ically, all three metrics favor native alternatives
in Spanish. This aligns with the surprisal results
reported in Section 6.1. Interestingly, unlike the

other metrics, MetricX-24-XL also assigns higher
scores to translations with native alternatives in
French, Italian, and Northern Kurdish. We hypoth-
esize that this behavior might be due to MetricX-
24-XL being fine-tuned with synthetic data in ad-
dition to data containing human judgments, which
might enhance its robustness to modifications that
preserve the meaning of translations, such as re-
placing loanwords with their native alternatives.

Language
BLEU ↑ COMET ↑

ORIGINAL ANNOTATED ORIGINAL ANNOTATED

Chinese 10.5 9.7 0.6 0.58
French 34.6 33.3 0.83 0.82
German 30.6 29.2 0.82 0.81
Greek 22.1 20.9 0.73 0.72

Icelandic 25.1 23.4 0.75 0.73
Italian 28.7 26.8 0.77 0.76

Northern Kurdish 27.1 22.9 0.7 0.64
Portuguese 35.3 33.2 0.82 0.8
Russian 25 19.4 0.79 0.74
Spanish 33.1 31.2 0.82 0.81

Table D.1: Evaluation results of NMT based on
BLEU and COMET based on sentences with loanwords
(ORIGINAL) and annotated ones containing more native
alternatives (ANNOTATED). Results show consistent per-
formance drop for sentences with native alternatives, in-
dicating lower translation efficiency for ANNOTATED.
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Language CometKiwi ↑ CometKiwi-XL ↑ XCOMET-QE-XL ↑ MetricX-24-XL ↓
ORIGINAL ANNOTATED Original ANNOTATED ORIGINAL ANNOTATED ORIGINAL ANNOTATED

Chinese 0.51 0.50 0.31 0.28 0.41 0.40 10.38 10.71
French 0.81 0.81 0.65 0.65 0.80 0.78 4.04 3.71
German 0.77 0.76 0.65 0.63 0.87 0.86 2.32 2.46
Greek 0.68 0.67 0.52 0.50 0.63 0.61 7.41 7.91
Icelandic 0.75 0.73 0.68 0.66 0.77 0.73 5.11 5.57
Italian 0.74 0.74 0.61 0.60 0.74 0.72 5.50 5.45
Northern Kurdish 0.36 0.36 0.27 0.25 0.33 0.33 15.39 15.22
Portuguese 0.75 0.73 0.64 0.60 0.78 0.73 5.32 5.98
Russian 0.77 0.71 0.66 0.54 0.79 0.65 4.28 6.14
Spanish 0.80 0.82 0.70 0.71 0.82 0.81 4.47 3.77

Table D.2: Average reference-free metric scores for translations containing loanwords (ORIGINAL) versus their na-
tive alternatives (ANNOTATED). For each metric-language pair, ORIGINAL shows the average scores for translations
containing loanwords (M(yref, xloan)) and ANNOTATED shows the average scores for translations with native alter-
natives (M(yref, xnat)).

Language CometKiwi CometKiwi-XL XCOMET-QE-XL MetricX-24-XL

Chinese 0.01 0.03 0.02 0.33
French 0.00 0.00 0.02 −0.33
German 0.01 0.02 0.01 0.15
Greek 0.01 0.01 0.03 0.51
Icelandic 0.02 0.02 0.04 0.46
Italian 0.01 0.01 0.02 −0.05
Northern Kurdish 0.00 0.02 0.01 −0.17
Portuguese 0.02 0.04 0.05 0.66
Russian 0.06 0.12 0.14 1.85
Spanish −0.02 −0.02 0.01 −0.70

Table D.3: Language-specific score differences (∆M) showing metric preferences between loanword and native
translations. Computed as M(yref, xloan)−M(yref, xnat), where positive values indicate preference for loanwords.

Language Llama 2.7 (7B) Llama 3.1 (8B) EuroLLM (1.7B)

Original Annotated Original Annotated Original Annotated

Chinese 97.45 102.92 93.88 99.58 93.46 98.73
French 142.11 143.14 137.18 138.20 133.95 134.51
German 133.79 136.45 127.36 130.32 125.23 128.25
Greek 186.02 187.52 132.80 136.95 123.04 127.31

Icelandic 281.69 285.73 213.40 217.29 356.53 361.26
Italian 151.46 153.79 141.16 143.75 138.15 140.64

Northern Kurdish 189.48 197.31 162.63 163.62 204.12 214.21
Portuguese 154.84 160.09 144.32 149.95 139.15 144.95
Russian 162.00 171.12 152.21 163.31 155.34 162.34
Spanish 169.20 168.78 160.98 160.55 157.54 155.95
Average 166.80 170.68 146.59 150.35 162.65 166.82

Table D.4: Surprisal (↓) of loanwords and annotated native equivalents in ConLoan using Llama 2.7, Llama 3.1 and
EuroLLM. Across all models, sentences containing more native alternatives (ANNOTATED) lead to higher surprisal,
specified in bold face.
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