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Abstract

We introduce GRAMMAMT, a grammatically-
aware prompting approach for machine trans-
lation that uses Interlinear Glossed Text (IGT),
a common form of linguistic description pro-
viding morphological and lexical annotations
for source sentences. GRAMMAMT proposes
three prompting strategies: gloss-shot, chain-
gloss and model-gloss. All are training-free,
requiring only a few examples that involve min-
imal effort to collect, and making them well-
suited for low-resource setups. Experiments
show that GRAMMAMT enhances translation
performance on open-source instruction-tuned
LLMs for various low- to high-resource lan-
guages across three benchmarks: (1) the largest
IGT corpus, (2) the challenging 2023 SIGMOR-
PHON Shared Task data over endangered lan-
guages, and (3) even in an out-of-domain set-
ting with FLORES. Moreover, ablation studies
reveal that leveraging gloss resources could sub-
stantially boost MT performance (by over 17
BLEU points) if LLMs accurately generate or
access input sentence glosses.

1 Introduction

Large Language Models (LLMs) have taken over
the NLP leaderboards (e.g., Zellers et al., 2019;
Hendrycks et al., 2020; Li et al., 2023b). Train-
ing LLMs requires access to a plethora of datasets,
a luxury accessible to only a few of the world’s
most high-resource languages. Consequently, only
a sliver of the world’s languages have sufficient
data for LLMs to achieve these impressive perfor-
mance gains (Achiam et al., 2023; Üstün et al.,
2024). To leverage the capabilities of these exist-
ing, high-resource LLMs in a low-resource con-
text, one needs to design an approach that requires:
(i) little to no training (to avoid overfitting and
catastrophic forgetting), (ii) only a small amount
of data, and/or (iii) ease in data collection.

*Work done while at Apple.

Recent studies have shown the capability of
LLMs to perform complex tasks, when provided
with only a small amount of high quality language
data. This data comes in the form of instruction-
answer pairs for instruction fine-tuning (e.g, Li
et al., 2023a; Yuan et al., 2024) or in the form of
high quality prompts (e.g, Wei et al., 2022b). For
example, for machine translation of languages un-
seen during training, performance gains have been
achieved by only providing a dictionary and gram-
mar book for the unseen languages as input to the
LLM (Tanzer et al., 2024; Zhang et al., 2024).

Motivated by these results and the three require-
ments above, we propose GRAMMAMT, an in-
context learning approach that leverages grammati-
cal information from Interlinear Glossed Text (IGT)
to improve machine translation in both low and
high-resource settings. IGT is a triplet of source
sentence, gloss, and target translation, commonly
used by grammarians and linguists in linguistic
description. The gloss represents the source sen-
tence as a sequence of morphological and lexical
annotations, as illustrated in Figure 1.

GRAMMAMT introduces three prompting strate-
gies that augment few-shot machine translation us-
ing annotated glosses: (i) gloss-shot, (ii) chain–
gloss and (iii) model-gloss. In gloss-shot, the LLM
is prompted with examples pairing source sen-
tences both with their translations and their glosses.
In chain-gloss, the LLM first generates a gloss of
the source sentence before translating. Model-gloss
uses an external gloss model to generate the gloss,
reducing the risk of incorrect glosses in chain-gloss,
especially if a specialised gloss model is available
for the target language. Importantly, GRAMMAMT
adheres to all three of the above design require-
ments as follows.

Training-free. GRAMMAMT works by simply
prompting an LLM with a grammatical demonstra-
tion. This is especially important in low-resource
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Gloss-shot
Here are some examples of {Swahili} sentences
and their corresponding {English} translations:

Swahili sentence: (yeye) alimwona (yeye). 
Gloss: 3SG -PST --see-FV 3SG
English sentence: S/he saw him/her.

Swahili sentence: Juma alimpiga risasi tembo 
jana usiku.
Gloss: Juma SM.PST.0M.hit bullet elephant 
yesterday night
English sentence: Juma shot an/the elephant 
last night.

Please help me translate the following sentence 
from {Swahili} to {English}:

Swahili sentence: Alikuja Haroub na Naila.

Translation:_ _ _ _ _ _

Chain-gloss
Here are some examples of {Swahili} sentences
and their corresponding {English} translations:

Swahili sentence: (yeye) alimwona (yeye). 
Gloss: 3SG -PST --see-FV 3SG
English sentence: S/he saw him/her.

Swahili sentence: Juma alimpiga risasi tembo 
jana usiku.
Gloss: Juma SM.PST.0M.hit bullet elephant 
yesterday night
English sentence: Juma shot an/the elephant 
last night.

Please answer first with the gloss and then 
the translation directly:

Swahili sentence: Alikuja Haroub na Naila.

Gloss: _ _ _ _ _ _ _

Model-gloss
Here are some examples of {Swahili} sentences
and their corresponding {English} translations:

Swahili sentence: (yeye) alimwona (yeye). 
Gloss: 3SG -PST --see-FV 3SG
English sentence: S/he saw him/her.

Swahili sentence: Juma alimpiga risasi tembo 
jana usiku.
Gloss: Juma SM.PST.0M.hit bullet elephant 
yesterday night
English sentence: Juma shot an/the elephant 
last night.

Please help me translate the following sentence 
from {Swahili} to {English}:

Swahili sentence: Alikuja Haroub na Naila.

Possible gloss: 1SM-PST-come-FV 1Haroub 
and 1Naila

Translation:_ _ _ _ _ _ _

Gloss-shot Output

She brought Haroub and Naila.

Chain-gloss Output
Gloss: 1SM-PST-come-FV 1Haroub and 1Naila
Translation: She came with Haroub and Naila.

Model-gloss Output

She came with Haroub and Naila

Figure 1: GRAMMAMT augments few-shot learning with Interlinear Gloss Text. In gloss-shot, the LLM is
conditioned on translation pairs with source glosses. In chain-gloss, the LLM first generates the gloss before
translating. Lastly, in model-gloss, the LLM receives an input gloss from an external gloss generation model.

settings, where sufficiently large training datasets
are scarce, but minimal linguistic annotations ex-
ist or can be obtained. By incorporating linguistic
knowledge directly into the prompt, we effectively
leverage limited linguistic data that would other-
wise be insufficient for fine-tuning an LLM.

Small number of examples. GRAMMAMT
needs only a small number of grammatical annota-
tions (e.g., 21 interlinear glosses examples). This
differs from other few-shot methods, which depend
on acquiring large data stores to gather relevant
samples (e.g. retrieval-augmentation) or extensive
resources like dictionaries or grammar chapters.

Ease of collection. Unlike chain-of-thought ex-
amples (Wei et al., 2022a), which require costly and
subjective human engineering to break down ma-
chine translation into smaller steps, GRAMMAMT
relies on basic gloss notation. These annotations
are more straightforward–easier to either manually
collect in low-resource settings, or can be sourced
from grammar books or automatically generated
(e.g., Ginn et al., 2024).

We benchmark our approach on three differ-
ent datasets, including the 2023 SIGMORPHON
Shared Task data (Ginn et al., 2023), the GlossLM
dataset (Ginn et al., 2024) that has the most exten-
sive corpus of IGT available, and also FLORES
(Goyal et al., 2022); using state-of-the-art open-
source instruction-tuned models, mainly Llama-3
(Meta, 2024) as well as Mixtral (Mistral, 2024). We
find that GRAMMAMT can improve machine trans-

lation performance in low-resource setups, includ-
ing endangered languages rarely encountered dur-
ing pre-training. Even in high-resource languages,
where the model has increased exposure and deeper
understanding of the grammatical structure, we can
observe substantial improvements from incorporat-
ing linguistic gloss resources into the prompt.

2 Related work

Machine translation with LLMs has been ex-
tensively explored (Zhang et al., 2023b; Garcia
et al., 2023; Peng et al., 2023; Pourkamali and
Sharifi, 2024). Although LLMs perform well for
high-resource languages they underperform for
low-resource languages (Hendy et al., 2023; Robin-
son et al., 2023; Zhu et al., 2023). While previous
works study in-context learning for MT (Garcia
et al., 2023; Puduppully et al., 2023; Zhang et al.,
2023a; Sun et al., 2022), effective alternatives that
leverage linguistic information for unseen and low-
resource languages remain underexplored.

Using grammatical information with LLM In-
troducing grammatical information during train-
ing or inference can improve model perfor-
mance (Strubell et al., 2018; Cui et al., 2022;
Stahlberg et al., 2016). Similar to our work,
Zhou et al. (2020) use glosses while training low-
resource translation models. However, we use
glosses in a training free approach and in the
context of LLMs. Tanzer et al. (2024) and Lin-
goLLM (Zhang et al., 2024) use grammar books
along with other resources to translate unseen
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and low-resource languages. Unlike these meth-
ods—which depend on grammar books, morpho-
logical analyzers, and dictionaries that are often
unavailable—we use only a small number of gold
or generated glosses, offering a more feasible solu-
tion for underrepresented languages.

3 GRAMMAMT

We propose GRAMMAMT, a simple grammar-
informed prompting approach for machine transla-
tion, wherein examples of Interlinear Gloss Texts
(IGT) are used as a prompt to instruction-tuned
LLMs. In doing so, our approach is essentially
training-free. The approach also requires a small
set of support examples and minimal annotation
time (a handful of glosses by a linguistic or auto-
matically generated by a model (Ginn et al., 2024)).
In this section, we provide an overview of IGT and
describe the proposed prompting of GRAMMAMT.

Interlinear Gloss Text Annotation. IGT anno-
tations are triplets of source text, glosses for the
source text, and fluent target translations for the
source text. The gloss consists of a sequence of
target morphological annotations and (semantically
full) lemmata for source words, indicating their
grammatical morphemes and lexemes, shown by
the following Swahili example.
1. Source: (yeye) alimwona (yeye).

2. Gloss: 3SG -PST –see-FV 3SG
3. Translation: S/he saw him/her.

In this example, the morphological annotation 3SG
stands for third-person singular and PST denotes the
past tense of "see". Grammatical morphemes are
labeled with uppercase letters. In contrast, lexemes
(English lemma translations that convey semantic
meaning) are labeled in lowercase (e.g., see). In
this way, IGT captures the syntax and morphology
of a sentence, aiding to grasp the structure of the
source language and to understand the relationship
between input sentence and the translation. These
glosses are the norm in linguistic descriptions, and
hence very common to find and easy to create.

Prompting strategies. GRAMMAMT augments
an instruction-tuned LLM with in-context learning
examples of interlinear glosses via three prompting
strategies: gloss-shot, chain-shot and model-gloss,
as illustrated in Figure 1.

In the first prompting strategy, gloss-shot, the
LLM is prompted to generate the translation y for
the input sentence x based on a set of N interlinear-

glossed text exemplars g (i.e., triples of source sen-
tence, gloss line, translation), essentially predicting
(g1, · · · ,gN ,x) → y.

In the second prompting strategy, chain-gloss,
the LLM is also conditioned on a set of N
interlinear-glossed text exemplars g to generate
the translation, but in this strategy, the model first
produces the gloss yg before formulating the trans-
lation y, essentially (g1, · · · ,gN ,x) → (yg,y).
This prompting strategy can offer some insights
into how the LLM arrived at a specific translation.

In the model-gloss strategy, a specialised gloss
generation model (e.g., GlossLM (Ginn et al.,
2024)) provides the gloss for the source sentence,
rather than relying on the LLM to generate it itself.
As with the other strategies, this one also includes
in-context examples of interlinear-glossed text, fol-
lowed by the source sentence. However, here the
source sentence is paired with a gloss predicted by
the external model yge, before the LLM produces
the final translation: (g1, · · · ,gN ,x,yge) → y

We illustrate the format of the prompt in Figure
1 and in more detail in Appendix L.

4 Experimental setup

4.1 LLMs
We assess our GRAMMAMT approach using
Meta-Llama-3-70B-Instruct (Meta, 2024), the
recent instruction-tuned Llama with 70B param-
eters. Our machine translation approach does
not involve any training. The translations are
generated at inference time using a single A100
80GB GPU. We also report experiments with
the smaller Meta-Llama-3-8B-Instruct, and
Mixtral-8x22B-Instruct-v0.1 (Mistral, 2024),
as well as the closed-source GPT-4o model (Ope-
nAI, 2024) in Appendix E. The open-source
LLMs were loaded via the HuggingFace Hub li-
brary (Wolf et al., 2020) using 4-bit quantization,
while the GPT-4o model was accessed through the
OpenAI API1. During inference, the models gen-
erate a translation using greedy decoding with a
default temperature setting of 1.

4.2 Prompting strategies and baselines
Baselines. We first compare GRAMMAMT against
other established in-context learning strategies,
which use no explicit grammatical information:

• zero-shot: Translation from the source to the
target language without examples.

1https://platform.openai.com/
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• zero-CoT: The LLM is prompted to think step
by step before translating, again without ex-
amples.

• few-shot: The LLM translates the input using
a few source-target example pairs.

We select zero-CoT over Chain-of-Thought, be-
cause our data lacked the detailed steps needed for
MT breakdown. We also compare GRAMMAMT
to the training-free LingoLLM (Zhang et al., 2024),
which uses more linguistic resources, including a
grammar book, morphological analyzer, and a dic-
tionary. For a thorough evaluation, we report per-
formance of a state-of-the-art MT model, NLLB-
200 (nllb-200-distilled-600M), while empha-
sising that it is not an LLM, as our focus is on im-
proving LLMs for MT. Finally, we compare against
a parallel dictionary baseline in Appendix C.

GRAMMAMT prompting. Our own approach
augments few-shot prompting with grammatical
information, where we explore three novel variants:

• gloss-shot: The LLM predicts based on ex-
amples that pair the source sentences not just
with their translation but also with their gloss.

• chain-gloss: As in gloss-shot, but the LLM
is additionally prompted to generate the gloss
for the input sentence before translating.

• model-gloss: As in chain-gloss, but the gloss
of the source sentence is obtained from an
external gloss generation model and not from
the LLM itself. For this, we use GlossLM
(Ginn et al., 2024) that was trained to generate
glosses.2

For all prompting strategies3, we use the same 21
translation examples per language, identified as the
optimal value in our ablation studies (see Section
6). Prompt templates are provided in Appendix L.

4.3 Datasets and Languages
We evaluate translation quality across three
datasets, involving endangered, low-resource, and
mid-to-high-resource languages, with English as
the target language. Table 1 summarises the lan-
guages, scripts and test set sizes. For completeness,
we also evaluate the reverse translation direction,
with English as source language, in Section 6.

2See Appendix A for details.
3Except zero-shot and zero-CoT that have no examples.

Language Abbr. Script Test Speakers

Sigmorphon dataset

Gitksan Git Latin 37 1,110
Lezgi Lez Cyrillic 87 800K
Natugu Ntu Latin 99 5,900
Tsez Ddo Cyrillic 445 18K

GlossLM dataset

Swahili Swa Latin 439 200M
Yoruba Yor Latin w/ diac. 135 47M
Icelandic Ice Latin 27 330K
Marathi Mar Devanagari 43 83M
Kannada Kan Kannada 388 59M
Urdu Urd Perso-Arabic 259 232M
Thai Tha Thai 352 61M
Greek Gre Greek 59 13.5M
Portuguese Por Latin 309 264M
Japanese Jap Japanese 3 4,748 123M
Russian Rus Cyrillic 2,444 255M
Arabic Ara Arabic 136 274M

Table 1: Overview of the languages and the test split
sizes used in GRAMMAMT evaluation.

Sigmorphon: We use the dataset from the 2023
SIGMORPHON Shared Task for evaluating on un-
seen, endangered languages (Ginn et al., 2023),
with Gitksan, Lezgi, Natugu, and Tsez. This
dataset includes translation pairs from each source
language to English, together with the interlinear
glosses and morphological segmentation of the
source sentences. We report performance on the
test set, while the validation split is used for ab-
lation studies. In both cases, support examples
are drawn from the training split, specifically the
first 21 sentences (Section 6 shows that N = 21 is
optimal).

GlossLM corpus: For evaluating on low to high-
resource languages, we use the GlossLM dataset
(Ginn et al., 2024), a recent and extensive compila-
tion of interlinear glossed text (IGT) from six differ-
ent IGT corpora. This dataset includes 250k unique
sentences across 1800 languages. We selected lan-
guages from different scripts, specifically consider-
ing Swahili, Yoruba, Icelandic, Marathi, and Kan-
nada for low-resource languages. For mid-to-high-
resource languages, we included Urdu, Thai, Greek,
Portuguese, Japanese, Russian, and Arabic. How-
ever, the GlossLM dataset only provides evaluation
splits (dev/test) for the endangered languages in-
cluded in the SIGMORPHON Shared Task, as this
data is the most consistent. For other languages
ranging from low to high-resource, the dataset of-
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Method BLEU chrF++ xCOMET

Git Lez Ntu Ddo Avg. Git Lez Ntu Ddo Avg. Avg.

NLLB-200 0.9 0.8 0.4 0.1 0.55 23.65 18 12.3 10.10 13.80 12.82
LingoLLM w/ GPT-4 14.3 - 12.9 15.1 14.1 - - - - - -
zero-shot 1.26 1.46 0.26 0.39 0.88 23.90 17.71 13.76 16.84 18.05 15.21
zeroCoT 2.84 1.74 0.37 0.32 1.32 21.21 15.27 13.95 15.68 16.53 14.50
few-shot 4.71 6.36 3.34 1.46 3.94 25.18 22.89 19.41 20.03 21.85 16.76
gloss-shot 4.96 5.80 1.32 1.72 3.41 25.87 23.08 20.24 20.95 22.50 18.21
chain-gloss 5.71 7.29 2.35 1.63 4.25 24.66 22.62 19.19 18.01 20.84 16.78
model-gloss 18.7 13.94 16.96 14.28 15.97 47.89 39.65 41.56 42.30 41.45 40.83

Table 2: GRAMMAMT’s performance (using Llama-3 70B) for unseen/endangered languages on the 2023
SIGMORPHON test split, against in-context baselines and SOTA models like NLLB-200 and LingoLLM. Best
results are in bold and second-best are underlined.

Method BLEU chrF++ xC

Swa Yor Ice Mar Kan Avg. Swa Yor Ice Mar Kan Avg. Avg.

NLLB-200 6.9 0.5 3.5 0.3 0.8 2.4 24.2 10.8 21.1 10 10.7 15.36 20.21
zero-shot 16.99 4.48 4.92 0.70 5.84 6.58 40.35 18.87 27.97 13.28 25.65 25.22 27.10
zero-CoT 15.78 1.93 4.64 1.08 4.99 5.69 39.15 18.84 28.02 14.87 25.20 25.22 27.76
few-shot 22.41 11.98 6.43 19.19 23.50 16.69 45.75 29.92 28.87 36.11 44.16 36.96 34.52
gloss-shot 22.18 16.32 3.50 17.53 22.35 16.39 46.50 33.24 25.79 36.18 42.68 36.88 35.65
chain-gloss 23.53 14.10 5.05 17.32 25.25 17.06 45.44 33.54 24.90 35.37 46.27 37.10 35.77

Table 3: GRAMMAMT’s performance (using Llama-3 70B) for low-resource languages on the GlossLM data, the
largest corpus of IGT data. Best results are in bold; second-best underlined. xC is xCOMET.

fers only a training split. To address this, we cre-
ated evaluation splits by designating most of the
training set for testing, reserving the first 21 exam-
ples for in-context learning (Section 6 provides em-
pirical evidence that N = 21 is optimal). We have
detailed the number of test samples for each lan-
guage in Table 1. To avoid unfair evaluation, results
for the model-gloss strategy are not provided on
our test split, since the GlossLM model (Ginn et al.,
2024) used in this strategy was exposed to those
training samples. But we report model-gloss results
for these languages in the subsequent dataset.

FLORES-200: We also report results on the
FLORES dataset (Goyal et al., 2022) (test split).
We use the same languages we considered from
the GlossLM dataset, and the same set of 21 exam-
ples since FLORES does not contain the annotated
glosses, to assess our approach’s ability to gener-
alise in the absence of in-domain glosses.

4.4 Metrics
For evaluation, we report MT evaluation met-
rics, namely BLEU (Papineni et al., 2002) with
SacreBLEU tokenisation (Post, 2018), and the
chrF++ metric, which exhibits a stronger corre-
lation with human scores (Popović, 2017). To

further strengthen our evaluations, we include a
model-based metric using xCOMET-XXL (Guer-
reiro et al., 2024), the latest version of the widely
adopted COMET model (Rei et al., 2020). We
report significance tests over these metrics in Ap-
pendix J.

5 Results

GRAMMAMT outperforms in un-
seen/endangered languages. In Table 2,
we show how GRAMMAMT performs on four
endangered languages: Gitksan, Lezgi, Natugu and
Tsez (all unseen by the LLM during pre-training).
The results demonstrate that the model-gloss
strategy consistently outperforms the baselines
across the three metrics. Focusing on BLEU,
this strategy shows a large improvement of
15.09, 14.65, and 12.03 BLEU points against
zero-shot, zero-CoT and the few-shot approach on
average, respectively. Additionally, it surpasses
the specialised NLLB translation model, which
struggles with unseen languages. Furthermore, the
model-gloss strategy outperforms LINGOLLM
(Zhang et al., 2024), the state-of-the-art training-
free method in this shared task, by over 4 BLEU
points for Gitksan and Lezgi, while being only
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Method BLEU chrF++ xC

Urd Tha Gre Por Jap Rus Ara Avg. Urd Tha Gre Por Jap Rus Ara Avg. Avg.

NLLB-200 0.2 0.2 0.5 26.2 0.4 2.4 1.4 4.47 9.1 9.3 11.3 47 14.4 17 11.5 17.09 24.25
zero-shot 4.00 1.35 6.13 37.75 7.17 25.12 3.46 12.15 20.53 12.56 23.14 59.21 27.62 47.31 19.95 30.05 35.42
zero-CoT 4.71 1.80 8.22 37.20 7.26 23.42 3.81 12.35 22.60 12.91 25.56 56.50 27.30 45.07 19.18 29.87 35.10
few-shot 26.19 7.68 10.62 44.14 13.74 24.94 5.35 18.95 43.36 19.76 27.55 63.88 35.94 48.59 21.28 37.19 41.03
gloss-shot 26.86 6.26 9.56 44.37 13.65 23.99 5.60 18.61 43.49 19.27 27.17 63.72 35.71 48.13 21.19 36.95 41.05
chain-gloss 28.71 8.34 10.74 42.88 15.41 27.92 5.26 19.75 45.86 19.81 27.11 62.33 37.29 50.22 19.51 37.20 41.46

Table 4: GRAMMAMT’s performance (using Llama-3 70B) for mid-high-resource languages on the GlossLM
data. Best results are in bold; second-best underlined. xC is xCOMET.

slightly outperformed by 0.82 points for Tsez.
This is despite LingoLLM’s leveraging vastly more
extensive linguistic resources, such as grammar
books and dictionaries.

Within the GRAMMAMT strategies, model-gloss
is more robust compared to relying on the LLM
for gloss prediction (chain-gloss)4 or using glosses
only for examples (gloss-shot). This is most likely
because it relies on a specialised gloss model tai-
lored to these languages. However, both these meth-
ods still show promising results. We see that the
gloss-shot strategy outperforms the prompting base-
lines across all unseen languages tested on using
the chrF++ metric. Additionally, BLEU scores im-
prove for both Gitksan and Tsez. For chain-gloss,
while few-shot outperforms with the chrF++ met-
ric, we observe BLEU score increases of 1 point for
Gitksan, 0.93 for Lezgi, and 0.17 for Tsez. Overall,
GRAMMAMT outperforms translation for unseen
languages in our experiments, indicating the bene-
fits in this challenging language setup.

Chain-gloss improves translation of low-
resource languages. We also assess GRAM-
MAMT on low-resource languages, including
Swahili, Yoruba, Icelandic, Marathi and Kannnada
(see Table 3). Chain-gloss improves the perfor-
mance on the majority of them as seen in the
average BLEU, chrF++ and the xCOMET score.
This improvement is similarly observed with
gloss-shot, particularly in the chrF++ performance
for Swahili and Marathi. Notably, we observed a
large improvement for Yoruba from adding the
gloss to the context, with an increase of more than
4 BLEU points and 3 chrF++ points compared to
few-shot. Icelandic and Marathi, exhibited the best
performance using few-shot based on BLEU. We
exclude the model-gloss strategy, as it leverages
glosses from GlossLM (Ginn et al., 2024). As
GlossLM was pre-trained on this data, including
the model-gloss strategy would lead to unfair

4See Section 6 for a comparison of gloss performance.

evaluation, due to prior exposure to the test set.

Chain-gloss also improves mid-high-resource
languages. In Table 4, we observe that GRAM-
MAMT improves the performance for all of the
high-resource languages on BLEU, with the best
performing method being either chain-gloss or
gloss-shot. Notably, Urdu and Russian show sub-
stantial improvements, with chain-gloss surpassing
few-shot by more than 2.5 BLEU points. Using
chrF++, consistent with the BLEU results, we have
chain-gloss outperforming the other methods ex-
cept for Portuguese, Arabic and Greek, for which
few-shot outperforms both gloss-shot and chain-
gloss. For these languages, gloss-shot also outper-
forms chain-gloss. We again excluded results for
the model-input strategy as the gloss model had
prior exposure to the test set. Overall, results show
that augmenting the context with grammatical in-
formation is not only beneficial in low-resource set-
tings, but also for mid-to-high-resource languages.

5.1 Out of domain evaluation: Flores

We also evaluate GRAMMAMT on the FLORES
test set, where in-domain glosses are unavailable,
by reusing the same GlossLM examples in the
translation prompts. Table 5 shows that gloss-shot
achieves the highest average BLEU score, followed
by model-gloss, with both achieving notable im-
provements of 2 points for Portuguese, Japanese,
and Russian over few-shot. This suggests that both
strategies can be effective even without annotated
glosses for the current domain. In contrast, chain-
gloss often struggles to predict accurate glosses
and translations, likely due to a distributional shift
from the short, simple GlossLM examples, to the
more complex and lengthy input sentences in the
FLORES dataset. The example in Figure 7 of Ap-
pendix F illustrates. The model-gloss strategy also
performs poorly for low-resource languages. Thus,
in out-of-domain settings, it is preferable to use
glosses as examples (gloss-shot) rather than having
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Method BLEU

Swa Yor Ice Mar Kan Urd Tha Gre Por Jap Rus Ara Avg.

few-shot 20.99 3.94 18.23 18.72 3.63 19.78 21.34 28.07 41.24 16.62 27.27 28.59 20.69
gloss-shot 22.37 5.00 19.40 18.26 3.04 18.65 20.35 30.08 43.30 19.61 31.14 28.43 21.64
chain-gloss 20.26 5.03 18.05 17.20 4.40 18.13 19.32 27.82 41.62 18.23 30.26 26.74 20.59
model-gloss 18.30 3.67 16.92 17.73 3.09 18.75 20.21 29.15 43.64 19.77 31.16 28.59 20.92

Table 5: BLEU performance on the FLORES test set. We select the 21-shot examples from the GlossLM data, as
FLORES lacks annotated glosses. Results show that GRAMMAMT can generalise in an out-of-domain setting.

Method Model BLEU chrF++

Git Lez Ntu Ddo Avg. Git Lez Ntu Ddo Avg.

few-shot Llama-3 70B 4.71 6.36 3.34 1.46 3.94 25.18 22.89 19.41 20.03 21.85
gloss-shot Llama-3 70B 4.96 5.80 1.32 1.72 3.41 25.87 23.08 20.24 20.95 22.50
chain-gloss Llama-3 70B 5.71 7.29 2.35 1.63 4.25 24.66 22.62 19.19 18.01 20.84
model-gloss Llama-3 70B 18.7 13.94 16.96 14.28 15.97 47.89 39.65 41.56 42.30 41.45
few-shot Llama-3 8B 2.30 5.03 1.70 0.47 2.38 25.28 20.4 18.9 18.64 20.81
gloss-shot Llama-3 8B 2.83 4.63 1.46 0.60 2.38 23.59 20.8 17.8 18.8 20.25
chain-gloss Llama-3 8B 4.21 8.2 2.60 0.80 3.95 23.26 32.6 17.30 16.81 22.49
model-gloss Llama-3 8B 7.11 10.68 7.44 8.2 8.36 37.72 34.41 32.80 35.09 35.00
few-shot Mixtral-8x22B 3.32 7.05 3.80 2.46 4.16 25.04 23.45 21.59 20.76 22.71
gloss-shot Mixtral-8x22B 4.58 6.56 4.63 3.08 4.71 24.80 22.45 22.14 21.52 22.73
chain-gloss Mixtral-8x22B 3.12 1.50 4.56 1.06 2.56 18.55 10.88 21.94 15.28 16.66
model-gloss Mixtral-8x22B 16.27 13.74 19.24 18.89 17.03 48.45 40.45 44.71 44.87 44.62
few-shot GPT-4o 5.49 8.25 4.14 1.64 4.88 27.58 23.32 21.50 19.29 22.71
gloss-shot GPT-4o 5.87 7.29 3.93 2.04 4.78 28.49 22.51 21.68 19.77 22.73
chain-gloss GPT-4o 4.16 7.46 5.72 1.91 4.81 26.23 23.15 21.77 20.29 22.86
model-gloss GPT-4o 22.24 14.45 21.25 17.10 18.69 49.59 38.64 45.03 41.37 43.66

Table 6: BLEU performance of GRAMMAMT on the 2023 SIGMORPHON test split across the different models
(Llama-3 70B, Llama-3 8B, Mixtral-8x22B, GPT-4o).

the model generating the gloss without in-domain
examples, to avoid misleading translations.

GRAMMAMT generalizes effectively across dif-
ferent LLM architectures and sizes. In addi-
tion to evaluating our approach using Llama-3 70B,
we assess its ability to generalize to other mod-
els. Specifically, we report results for Llama-3 8B
and Mixtral-8x22B, as well as the closed-source
model GPT-4o. Table 6 shows the performance of
these models for the unseen, endangered languages
on the 2023 SIGMORPHON test split. Refer to
Appendix E for the results across the remaining
languages. As shown in Table 6, GRAMMAMT
generalizes well to other LLMs, yielding a stronger
performance with GPT-4o and Mixtral. The smaller
Llama-3 8B model also benefits from incorporat-
ing grammatical information, with model-gloss and
chain-gloss outperforming the few-shot baseline on
average across both BLEU and chrF++. Overall,
these results provide evidence that GRAMMAMT
is a versatile approach that achieves good perfor-

mance with both small and large models.

6 Further analysis and discussion

We conduct a series of ablation studies on the vali-
dation splits of the aforementioned datasets to bet-
ter understand the impact of GRAMMAMT on im-
proving LLM performance in machine translation.

Varying N . We consider the impact of the num-
ber of examples provided in prompts and vary the
number of shots, N , both in our proposed GRAM-
MAMT strategy and in the few-shot baseline. We
illustrate this for Lezgi in Figure 3. An increase
of N leads to improvements in all strategies, with
optimal value being N = 21. We see large gains
on chain-gloss by increasing N , suggesting that
chain-gloss needs a sufficient number of examples
to demonstrate the process of generating glosses.

Gloss Accuracy. Here we study to what extent
do the glosses generated by chain-gloss and model-
gloss strategies influence the translation output. We
compare the glosses generated by Llama (used in
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Figure 2: Simulation of an oracle experiment with GRAMMAMT using reference glosses (oracle-gloss with N -shot
examples or zero-gloss) to assess if performance improves with accurate generation or access to correct glosses.
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Figure 3: Varying N -shot examples from 3 to 45. These
ablations were conducted on the validation split of the
2023 SIGMORPHON Shared Task data for Lezgi.

the chain-gloss strategy) with GlossLM (Ginn et al.,
2024) (used in the model-gloss strategy). Figure 4
highlights that Llama struggles with gloss accuracy
for rarely seen languages, achieving less than 21%
accuracy for Tsez (Ddo). In contrast, GlossLM
performs substantially better, achieving up to 88%
for Tsez, directly contributing to the model-gloss
strategy’s superior MT performance in Table 2. We
used word accuracy to assess gloss performance,
consistent with the evaluation in GlossLM’s work
(Ginn et al., 2024), reporting further metrics in
Appendix H.

Oracle Setup. Here we further study translation
performance if the model could accurately generate
or access the gloss of the source sentence. We
conduct an oracle experiment where we replace the
generated glosses in the chain-gloss or model-gloss
strategies with gold-standard glosses (oracle-gloss).
We also evaluate a zero-shot setup (zero-gloss),
prompting the model to translate directly from the
source with the gold gloss. Both are compared to

LLaMA-3 70B GlossLM
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8.85 29.17

11.75 57.16
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Gloss Performance: Word Accuracy

10

20

30

40

50

60

70

80

Figure 4: Evaluation of glosses generated by chain-gloss
(Llama-3 70B) and model-gloss (GlossLM).

their respective baselines (few-shot and zero-shot).
Oracle-gloss significantly improves by an av-

erage of 17.46 BLEU points (± 6.6) over few-
shot across all languages, and zero-gloss also out-
performs zero-shot by a massive margin of 16.02
BLEU points (± 8.89). Notably, zero-gloss even
surpasses the few-shot setting that uses machine
translation examples. Overall, these results high-
light the potential of leveraging glosses for improv-
ing machine translation. A promising direction is
the development of automatic gloss models, such
as GlossLM (Ginn et al., 2024).

Role of grammatical annotations. We further
analyze whether performance is solely due to the
English lemmata or whether grammatical anno-
tations actually matter. Figure 5 shows a perfor-
mance drop when grammatical labels are removed,
indicating their importance beyond mere word-by-
word translation from lemmata. Moreover, we
also present examples of translations produced by
GRAMMAMT in Appendix K where we further ob-
serve that our strategies generate more satisfactory
translations compared to the few-shot approach by
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Figure 5: Performance drops when removing grammati-
cal annotations (oracle-empty) compared to the original
glosses (oracle-gloss). These ablations were also con-
ducted on the validation split of the SIGMORPHON.

being grammatical-aware. In Appendix D, we also
explore other grammatical augmentations.

MT from English (en →). Due to the limited
availability of IGT datasets, we focus on translating
into English (→ en). To translate from English (en
→), we swap the source and target languages in our
prompts, using the target language’s gloss to guide
the process.5 Our prompting strategies continue
to perform well in reverse translation, as shown in
Figure 6. Future research should further explore
our approach for translating from English.

Git Lez Ntu Ddo
0

1

2

3

4

5

6

7

8

BL
EU

MT from English (en )
few-shot
gloss-shot
Chain-gloss
Input-gloss

Figure 6: BLEU performance from English to target
languages on the SIGMORPHON test set.

7 Conclusions

We propose GRAMMAMT, a machine translation
prompting approach that augments instruction-
tuned LLMs with grammatical information using
interlinear gloss resources. This formulation of
machine translation enables a range of desirable
properties: it is training-free, efficient in terms of
support examples, and requires minimal effort for

5See an example in Appendix I.

data collection. Our results demonstrate improve-
ments across low-resource contexts, including en-
dangered languages that the model had minimal
exposure to, as well as in high-resource languages
where the model is already familiar with the gram-
matical structure.

Experiments further show the possibility of
achieving large gains in BLEU across studied lan-
guages when an LLM has access to or can correctly
generate a gloss for the input sentence. This at-
tests for the potential impact of annotated glosses
in machine translation, suggesting that exploring
specialised models for automatic gloss generation
could be an important avenue for future research.

8 Limitations

Our gloss-shot strategy builds upon few-shot
prompting and, consequently, has limited inter-
pretability. The glosses are derived from examples
unrelated to the input image, making it unclear how
these examples directly influence translation out-
comes. In contrast, chain-gloss (and model-gloss),
akin to chain-of-thought prompting, provides more
interpretability by generating step-by-step glosses
specifically for the input sentence. In Section 6,
we conduct various ablation studies and qualita-
tive analyses to provide insights into how GRAM-
MAMT helps LLMs generate better translations.

Although our work covers a wide range of lan-
guages, it focuses mainly on MT to English (→ en).
This limitation is due to the availability of Interlin-
ear Gloss Text datasets, which primarily contain
glosses and translations in English. In Section 6 we
also attempted translation from English (→ en) but
this was not the focus of our research; future work
should further evaluate our approach in this setup.
Also, future research should explore our approach
from a less English-centric perspective to assess its
broader applicability.
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A GlossLM

GlossLM (Ginn et al., 2024) is a specialised gloss
generation model trained on IGT corpora. To imple-
ment GlossLM, the authors used the ByT5 model
(Xue et al., 2021). They continually pre-train the
ByT5 model on their GlossLM data that consists of
different IGT corpora. Their data includes 1.8k lan-
guages ranging from low- to high-resource. These
languages are all included in their pre-training split;
there are no separate development or test splits.

After this pre-training phase, the model is fine-
tuned on endangered languages across the 2023
SIGMORPHON Shared Task dataset Ginn et al.
(2023). This latter dataset has train, development,
and test splits.

For our evaluation, in addition to the endangered
languages, we are also interested in assessing low-
to high-resource languages such as Swahili and
Portuguese. To achieve this, we used most of the
GlossLM training split as our test set (details in
Section 4.3). As a result, we did not perform ex-
periments with the model-gloss strategy for low- to
high-resource languages, since this strategy lever-
ages the GlossLM model and we are testing on the
same corpus used for training GlossLM. Otherwise,
GlossLM would just produce glosses over data it
was trained on, biasing our results.

The authors directly provided the pre-
dictions over the test split of the SIG-
MORPHON Shared Task at https:
//github.com/foltaProject/glosslm/tree/
main/preds/glosslm-all-no_trans. For Table
2, we used these predictions generated from the
prompt below:

Provide the glosses for the transcription
in <lang>.

Transcription in <lang>: <transcription>
Transcription segmented: <yes/no/unknown>

Glosses:

We note GlossLM also offers a version that
incorporates the translation in its prompt to
generate glosses. Since we are interested in
obtaining glosses specifically for translations, we
chose to use the version of the model that excludes
the translation (i.e., thus selecting "no-train" from
https://github.com/foltaProject/glosslm/
tree/main/preds/glosslm-all-no_trans).

Moreover, the authors also released
the fine-tuned models without transla-
tions on huggingface through this link:
https://huggingface.co/lecslab. We
use their models to get the glosses for Flores (Sec-
tion 5), as well as, to get the glosses for the ablation
studies in Section 6 over the validation split of the
SIGMORPHON Shared Task. Specifically, we
used lecslab/glosslm-gitx-all-no_trans,
lecslab/glosslm-lezg-all-no_trans,
lecslab/glosslm-natu-all-no_trans, and
lecslab/glosslm-dido-all-no_trans for
Gitksan, Lezgi, Natugu and Tsez, respectively.

B xCOMET

Table 7 reports xCOMET-XXL (Guerreiro et al.,
2024) scores for all languages using the Unbabel
/XCOMET-XXL version available at the Hugging-
Face hub https://huggingface.co/Unbabel/
XCOMET-XXL. Again, results for the model-gloss
strategy are not provided for low- to high-resource
languages, since the glosses are predicted by
the GlossLM model, which was exposed to the
GlossLM data during pre-training (i.e., to avoid
unfair evaluation).

C Other baselines

We also considered the few-shot strategy of par-
allel dictionary, following Ghazvininejad et al.
(2023) that prompts the LLM with the dictionary
translations like so: “the word X means A; the
word Y means B,C,D”. We report results for
two high-resource languages using bilingual lexi-
cons provided in Conneau et al. (2018), following
Ghazvininejad et al. (2023) setup. We note that
this baseline is also hard to fully compare against
ours, as word-by-word mapping from Conneau
et al. (2018) is unavailable for the unseen endan-
gered languages and the low-resource languages
used therefore we only show results for Portuguese
and Russian. Results show that translation benefits
more from glosses than dictionaries.

Similar to this baseline, in Section 6, we re-
moved all grammatical labels such as "1SG", leav-
ing only the (semantically full) lemmata, and ob-
served a drop in performance (Table 8). This again
suggests that there are gains from using more in-
formation than word-by-word translations, and that
grammatical information plays a positive role.
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https://huggingface.co/Unbabel/XCOMET-XXL


Method xCOMET-XXL

Git Lez Nat Tse Swa Yor Ice Mar Kan Urd Tha Gre Por Jap Rus Ara Avg.

NLLB-200 14.09 11.56 13.13 12.51 27.19 17.82 27.78 13.33 14.93 16.86 16.95 15.19 66.60 18.52 19.30 16.36 20.13
zero-shot 18.32 14.19 15.10 13.24 40.05 18.55 38.53 15.96 22.43 27.03 17.69 25.22 80.08 29.02 48.48 20.41 27.77
zero-CoT 17.34 13.77 14.35 12.55 39.88 22.03 36.13 16.39 24.38 28.46 18.00 29.33 75.08 29.57 45.92 19.36 27.66
few-shot 20.46 15.92 16.40 14.25 43.92 32.52 38.26 28.24 29.65 46.12 22.10 28.56 84.04 36.86 49.20 20.31 32.92
gloss-shot 22.10 18.47 17.23 15.04 45.79 33.48 39.62 28.94 30.42 46.60 21.75 28.33 84.11 37.04 49.73 19.79 33.65
chain-gloss 19.75 17.84 16.71 12.81 44.90 36.63 35.96 29.97 31.41 47.53 21.92 27.41 84.23 38.24 50.53 20.37 33.51
model-gloss 48.72 36.51 40.19 37.88 - - - - - - - - - - - - 40.83

Table 7: xCOMET-XXL across all languages. Results for the model-gloss strategy are not provided for low-
to high-resource languages, as the GlossLM model used in this approach was exposed to GlossLM data during
pre-training.

Method BLEU chrF++

Por Rus Por Rus

Dict 35.80 22.09 57.90 43.44
Gloss-shot 44.37 23.99 63.72 48.13
Chain-gloss 42.88 27.52 62.33 49.30

Table 8: GRAMMAMT compared to the parallel dictio-
nary baseline on the GlossLM data.

D Segmentation

We further explore the use of morphological seg-
mentation, which is also commonly adopted in IGT,
where sentences may be accompanied both by the
gloss as well as its segmentation. In this setup, we
propose seg-shot, where instead of the gloss of the
input sentence, we use morphological segmenta-
tion, as illustrated below:
1. Source: Juma alimpiga risasi tembo

jana usiku .
2. Segmentation: Juma a-li-m-pig-a risasi

tembo jana usiku
3. Translation: Juma shot an/the elephant

last night.

In Table 9, we observe that seg-shot improves
gloss-shot on Natugu, Greek and Arabic. We then
combined glosses and segmentation in our prompts
(gloss w/ seg) and found performance improve-
ment on both gloss-shot and seg-shot for three
languages (Gitksan, Marathi and Russian), sug-
gesting that prompting strategies may be language
specific. We also use segmentation in the chain-of-
segmentation set-up (chain-seg), similarly to chain-
gloss, and find that while on average chain-gloss
outperforms chain-seg, chain-seg is competitive
and outperforms the remaining methods. These im-
provements provide motivation for GRAMMAMT
to be explored with other grammatical augmenta-
tions.

E Model Size

Previously, in Table 6, we reported the performance
of models beyond Llama-3 70B, including Llama-3
8B, Mixtral-8x22B, and GPT-4o, on unseen lan-
guages. Here, we present results for the remaining
languages in Table 10 on the GlossLM data, ex-
cluding GPT-4o to avoid additional costs. Across
low- to high-resource languages, we again observe
consistent improvements with the smaller models.
Mixtral, in particular, shows substantial gains with
the chain-gloss strategy. Similarly, Llama-3 8B
benefits from chain-gloss over few-shot for most
low-resource languages. This is particularly at-
tractive since most low-resource languages often
face double-bind (Ahia et al., 2021) of compute
and data. The success of smaller models doing
well with chain-gloss and gloss-shot means a lower
barrier to achieving good translation for these lan-
guages.

F FLORES chrF++

Here we report chrF++ results over the FLORES
test set. chrF++ performance is consist with BLEU
scores; we also observe improvements of chrF++
for Swahili, Icelandic, Greek, Portuguese, Japanese
and Russian (Table 11 and Figure 7).

G Languages

We discuss the various languages we consider be-
low:

Unseen, Endangered languages. Gitksan,
Lezgi, Natugu, and Tsez languages cover a
diverse range of linguistics characteristics. Specif-
ically, Gitksan language is polysynthetic with
Verb-Subject-Object word order whereas Natugu
languages is analytic with Subject-Verb-Object
word order. Lezgi and Tsez are both agglutinative
and use the Subject-Object-Verb word order.
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Method BLEU

Git Lez Nat Tse Swa Yor Ice Mar Kan Urd Tha Gre Por Jap Rus Ara Avg.

gloss-shot 4.96 5.81 1.32 1.55 22.20 16.32 3.50 17.53 22.40 26.86 6.26 9.56 44.37 13.65 23.99 5.60 14.12
seg-shot 2.23 5.96 2.38 1.32 22.15 13.27 3.56 18.59 24.58 28.04 7.00 13.44 43.60 13.30 25.85 6.20 14.47
gloss w/ seg 5.20 5.65 1.81 1.55 21.67 14.56 3.63 18.71 21.28 28.54 6.89 11.38 43.93 12.90 26.01 4.56 14.27
chain-gloss 5.84 7.30 2.35 1.49 23.54 14.10 5.11 17.32 25.26 28.71 8.37 10.74 42.88 14.78 27.52 4.51 15.00
chain-seg 5.17 6.68 2.00 1.05 23.34 13.08 6.38 16.35 23.59 28.91 7.91 11.18 43.04 15.40 29.25 3.30 14.79

Table 9: The effect of augmenting GRAMMAMT with other grammatical information than glosses. We find that
morphological segmentation can be a viable alternative to annotated glosses.

Method Model BLEU

Swa Yor Ice Mar Kan Urd Tha Gre Por Jap Rus Ara

few-shot Llama-3 70B 22.35 11.98 6.43 19.19 23.50 26.19 7.68 10.62 44.14 13.72 24.95 5.35
gloss-shot Llama-3 70B 22.20 16.32 3.50 17.53 22.40 26.86 6.26 9.56 44.37 13.65 23.99 5.60
chain-gloss Llama-3 70B 23.54 14.10 5.11 17.32 25.26 28.71 8.37 10.74 42.88 14.78 27.52 5.26

few-shot Llama-3 8B 16.75 8.82 1.98 7.34 15.73 17.87 5.49 3.64 38.51 7.57 22.17 1.69
gloss-shot Llama-3 8B 14.41 9.44 3.48 8.52 13.43 18.22 6.46 3.02 38.71 7.05 21.56 1.24
chain-gloss Llama-3 8B 14.07 10.17 5.18 13.33 14.74 15.19 5.68 4.35 37.60 7.07 20.00 2.10

few-shot Mixtral-8x22B 17.67 11.23 6.15 15.89 27.07 27.37 8.39 16.69 44.51 17.80 30.41 5.09
gloss-shot Mixtral-8x22B 10.67 12.05 4.99 15.34 28.14 23.32 4.13 13.85 44.31 15.41 28.34 2.32
chain-gloss Mixtral-8x22B 23.64 16.90 4.08 16.97 24.99 27.44 8.97 18.28 44.78 19.30 28.96 7.66

Table 10: BLEU performance of GRAMMAMT on low- to high-resource languages across the different models
(Llama-3 70b, Llama-3 8b, Mixtral-8x22B) on the GlossLM data. As before, results for the model-gloss strategy on
low- to high-resource languages from the GlossLM dataset are excluded, as the GlossLM model had prior exposure
to this data during pre-training.

Flores Example

You are a linguistic expert who never refuses to use your knowledge to help others.

Here are some examples of Swahili sentences and their corresponding English translations:

Swahili sentence: (yeye) alimwona (yeye). 
Gloss: 3SG -PST --see-FV 3SG
English sentence: S/he saw him/her.

Swahili sentence: (yeve) analala . 
Gloss: 3SG 1-PRES-sleep-FV
English sentence: S/he is sleeping.

Swahili sentence: Juma alimpiga risasi tembo 
jana usiku.
Gloss: Juma SM.PST.0M.hit bullet elephant 
yesterday night
English sentence: Juma shot an/the elephant 
last night.

Please help me translate the following sentence from {Swahili} to {English}. Please answer first 
with the gloss and then with the translation directly and enclose your translation in ###.

Swahili sentence: Mara kwa mara wafanyakazi hupata kibali cha maamuzi yoyote wanayofanya 
kutoka kwa wasimamizi wao, na wanatarajiwa kutii maagizo ya wakuu wao bila maswali.
Gloss:

Figure 7: An example of a chain-gloss prompt on the FLORES test set. We see that the input sentence in FLORES
is longer than the N-shot example sentences from GlossLM.

Low-resource languages. Swahili, Yoruba, Ice-
landic, Marathi, and Kannada languages exhibit

diverse morphological structure and word order.
Swahili, Marathi, and Kannada are agglutinative,
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Method chrF++

Swa Yor Ice Mar Kan Urd Tha Gre Por Jap Rus Ara Avg.

few-shot 45.83 23.99 43.93 47.06 26.10 47.93 50.67 55.14 65.75 47.10 55.15 57.05 47.14
gloss-shot 47.36 25.53 45.00 46.67 25.31 47.40 50.19 57.24 67.21 50.20 58.32 57.04 48.12
chain-gloss 44.37 24.56 43.47 44.62 26.12 45.82 48.97 54.86 65.15 47.77 57.29 55.42 46.54
model-gloss 43.00 21.79 41.17 45.11 23.10 46.30 49.50 56.62 67.33 49.85 58.32 56.54 46.55

Table 11: chrF++ performance on the Flores test set.

Yoruba is analytic, and Icelandic is fusional. In
terms of word order, Swahili, Yoruba and Icelandic
are characterised by a Subject-Verb-Object order
while Marathi and Kannada by Subject-Object-
Verb.

Mid-to-high-resource languages. We also ex-
periment on 7 mid-to-high-resource languages
namely: Urdu, Thai, Greek, Portuguese, Japanese,
Russian, and Arabic. Urdu, Greek, Portuguese,
Russian have fusional mophological typology.
Japanese is agglutinative while Thai is analytic.
In terms of word order, all languages have a
Subject-Verb-Object order, except Urdu and Ara-
bic, which follow Subject-Object-Verb and Verb-
Subject-Object orders respectively.

H Gloss Performance

Here we also report morpheme/lexeme level accu-
racy and chrF++ metrics for the glosses generated
by chain-gloss and model-gloss (Table 12).

I Reverse translation (en →)

To address translations from English, we imple-
mented a strategy where, given source-gloss-target
triples (x, g, y), we swap the source and target lan-
guages in our prompts (y, g, x). This means that
instead of using the gloss for the input sentence, we
now use the gloss of the target language to guide
the translation process. Here is an example:

Swahili Sentence: [source sentence];
Gloss: [gloss];
A translation for this Swahili sentence in
English is: [translation].

This changes to:

English Sentence: [target sentence];
Swahili Gloss: [gloss];
A translation for this English sentence in
Swahili is: [translation].

J Significance test

To show the significance of our results, we ran
additional evaluation and report the statistical sig-
nificance results with paired bootstrap resampling
using sacreBLEU (Koehn, 2004). We compared
few-shot and GRAMMAMT and find that in the un-
seen languages GRAMMAMT, particularly model-
gloss, demonstrates a statistically significant per-
formance improvement compared to few-shot. See
Tables 13, 14 and 15. We do not report results for
the model-gloss strategy on low- to high-resource
languages from the GlossLM data, as the GlossLM
model was exposed to this data during pre-training.

K Qualitative Examples

Table 16 shows qualitative examples from the Leiz
language across the different methods. For larger
N -shot settings (N=45), all our methods correctly
used the past verb tenses ("the mother was" and
"the father was"), whereas the few-shot method in-
correctly used the present tense ("my mother is").
When N=3, it becomes evident that our strategies
require a sufficient number of examples to perform
well, which aligns with the overall qualitative re-
sults. For instance, at N=3, the gloss-shot method
incorrectly generated "1," likely due to confusion
with gloss annotations (e.g., 1SG), and chain-gloss
failed now to produce a correct gloss (while suc-
cessfully identified the verb as past tense (PST) at
N=45). For smaller N , the model-gloss strategy
proves more robust, as it consistently uses the cor-
rect past tense by leveraging a model that generates
more reliable glosses.

In Table 17, similar to the qualitative results, we
observe that, in larger N -shot settings (N=45), both
gloss-shot and model-gloss, guided by glosses from
the source sentence, tend to generate better trans-
lations than few-shot or gloss-shot. However, for
N=3, few-shot, gloss-shot, and chain-gloss strug-
gle to produce meaningful sentences in this endan-
gered language due to insufficient exposure to the
language by the LLM. This underscores the impor-
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Method Morpheme accuracy chrF++

Git Lez Ntu Ddo Avg. Git Lez Ntu Ddo Avg.

Llama-3 70b 6.95 11.46 10.40 3.86 8.17 22.88 23.81 28.67 22.83 16.53
GlossLM 15.48 44.12 59.53 85.50 51.16 37.00 60.12 76.28 90.66 66.02

Table 12: Morpheme/lexeme level accuracy and chrF++ scores for the glosses generated by Llama-3 70b (chain-
gloss) compared to GlossLM (model-gloss).

Language BLEU

Few-shot Gloss-shot Chain-gloss Model-gloss
Gitksan 4.5 ± 3.0 4.8 ± 3.0 (p = 0.1508) 5.5 ± 3.2 (p = 0.0150)* 18.2 ± 6.4 (p = 0.0010)*
Lezgi 6.2 ± 5.5 5.7 ± 4.8 (p = 0.1029) 7.2 ± 5.3 (p = 0.1219) 13.9 ± 6.0 (p = 0.0010)*
Natugu 3.3 ± 1.4 1.3 ± 0.3 (p = 0.0030)* 2.2 ± 1.2 (p = 0.0999) 17.0 ± 3.2 (p = 0.0010)*
Tsez 1.3 ± 0.4 1.5 ± 0.4 (p = 0.1349) 1.5 ± 0.5 (p = 0.2088) 14.2 ± 1.2 (p = 0.0010)*
Swahili 22.4 ± 3.2 22.2 ± 3.1 (p = 0.3586) 23.5 ± 3.0 (p = 0.1229) -
Yoruba 11.9 ± 4.3 16.1 ± 5.1 (p = 0.0060)* 14.0 ± 4.7 (p = 0.1149) -
Icelandic 6.5 ± 6.0 3.9 ± 4.4 (p = 0.0729) 5.0 ± 4.9 (p = 0.2068) -
Marathi 19.1 ± 7.7 19.1 ± 7.7 (p = 0.1938) 17.0 ± 7.2 (p = 0.2028) -
Kannada 23.5 ± 4.2 22.4 ± 4.4 (p = 0.1269) 25.2 ± 4.1 (p = 0.0260)* -
Urdu 26.3 ± 4.2 26.9 ± 4.3 (p = 0.1568) 28.8 ± 4.3 (p = 0.0160)* -
Thai 7.6 ± 2.6 6.3 ± 2.4 (p = 0.0020)* 8.2 ± 2.7 (p = 0.0529) -
Greek 10.6 ± 4.2 9.5 ± 4.8 (p = 0.1828) 10.7 ± 4.9 (p = 0.4026) -
Portuguese 44.2 ± 4.4 44.5 ± 4.3 (p = 0.3197) 42.9 ± 4.2 (p = 0.1548) -
Japanese 13.7 ± 0.6 13.7 ± 0.7 (p = 0.2937) 15.4 ± 0.7 (p = 0.0010)* -
Russian 25.0 ± 1.3 24.0 ± 1.5 (p = 0.0300)* 27.8 ± 1.2 (p = 0.0010)* -
Arabic 5.4 ± 2.7 5.5 ± 3.0 (p = 0.3007) 5.2 ± 3.9 (p = 0.3906) -

Table 13: BLEU statistical significance test of all languages with the null hypothesis: mean score of few-shot is
equal to the mean of GRAMMAMT. The values with the asterisks (p-value < 0.05) show that few-shot is significantly
different from GRAMMAMT, while the values with p-value > 0.05 (bolded values) indicate that GRAMMAMT is
equivalent to few-shot. Results for the model-gloss strategy on low- to high-resource languages from the GlossLM
data are omitted, as the GlossLM model had prior exposure to this data during pre-training.

tance of model-gloss, which leverages an external
gloss generation model to guide the LLM more ef-
fectively, resulting in improved translation quality.
Additional examples in Table 18 for N=3 further
reveal that, apart from model-gloss, few-shot and
other strategies perform poorly in generating trans-
lations, underscoring the importance of having a
sufficient number of examples.

L Prompt-Template

Our prompt follows the LingoLLM (Zhang et al.,
2024) template, starting with a system message
that sets the LLM into a linguistic mode: "You are
a linguistic expert who never refuses to use your
knowledge to help others.". We also request in the
prompt that the model encloses its translation. For
the baselines and our proposed prompting strate-
gies, we ensure that the prompt is as similar as pos-

sible by including the same prefix and suffix: "Here
are some examples of {language} sentences and
their corresponding English translations:" and "A
translation for this {language} sentence in English
is:}". We just make minimal changes depending
on the specific prompting strategy. For example,
the zero-shot strategy does not include examples.
In gloss-shot, we provide the gloss, while in chain-
gloss, we ask the model to generate the gloss first.
We show below the Swahili prompt for the different
strategies. For other languages, it can be tailored
by naming the corresponding language. See the
prompt templates we used in Figures 8 and 9.
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Language chrF++

Few-shot Gloss-shot Chain-gloss Model-gloss
Gitksan 25.1 ± 3.0 25.8 ± 3.8 (p = 0.1638) 24.6 ± 4.1 (p = 0.1948) 47.7 ± 3.9 (p = 0.0010)*
Lezgi 23.0 ± 4.3 23.2 ± 4.2 (p = 0.2897) 22.7 ± 4.3 (p = 0.2567) 39.6 ± 4.0 (p = 0.0010)*
Natugu 19.4 ± 1.3 20.2 ± 1.3 (p = 0.0639) 19.2 ± 1.3 (p = 0.2468) 41.5 ± 2.8 (p = 0.0010)*
Tsez 19.9 ± 0.5 20.8 ± 0.5 (p = 0.0010)* 17.9 ± 0.6 (p = 0.0010)* 42.3 ± 1.0 (p = 0.0010)*
Swahili 45.7 ± 2.9 46.4 ± 2.9 (p = 0.1139) 45.4 ± 2.8 (p = 0.2607) -
Yoruba 29.8 ± 3.9 33.2 ± 4.2 (p = 0.0010)* 33.5 ± 4.1 (p = 0.0050)* -
Icelandic 29.0 ± 8.2 26.1 ± 8.8 (p = 0.0090)* 24.9 ± 8.1 (p = 0.0739) -
Marathi 36.0 ± 7.2 36.0 ± 6.7 (p = 0.4066) 35.2 ± 7.0 (p = 0.2957) -
Kannada 44.2 ± 3.6 42.7 ± 3.7 (p = 0.0230)* 46.3 ± 3.5 (p = 0.0030)* -
Urdu 43.5 ± 3.8 43.6 ± 3.9 (p = 0.3417) 45.9 ± 3.8 (p = 0.0060)* -
Thai 19.8 ± 2.5 19.3 ± 2.4 (p = 0.1159) 19.8 ± 2.6 (p = 0.3427) -
Greek 27.7 ± 4.8 27.3 ± 5.0 (p = 0.2597) 27.2 ± 5.1 (p = 0.3177) -
Portuguese 63.9 ± 3.2 63.8 ± 3.1 (p = 0.2747) 62.4 ± 3.1 (p = 0.0260)* -
Japanese 35.9 ± 0.6 35.7 ± 0.6 (p = 0.0769) 37.2 ± 0.6 (p = 0.0010)* -
Russian 48.6 ± 1.0 48.1 ± 1.1 (p = 0.0569) 50.2 ± 1.1 (p = 0.0010)* -
Arabic 21.5 ± 3.7 21.3 ± 3.5 (p = 0.3726) 19.7 ± 5.1 (p = 0.0619) -

Table 14: chrF++ statistical significance test of all languages with the null hypothesis: mean score of few-shot is
equal to the mean of GRAMMAMT. The values with the asterisks (p-value < 0.05) show that few-shot is significantly
different from GRAMMAMT, while the values with p-value > 0.05 (bolded values) indicate that GRAMMAMT is
equivalent to few-shot. We exclude results for the model-gloss strategy on low- to high-resource languages from the
GlossLM data, as the GlossLM model used in this approach had prior exposure to this data during pre-training.
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Language xCOMET

Few-shot Gloss-shot Chain-gloss Model-gloss
Gitksan 20.41 22.23 (p = 0.1216) 19.92 (p = 0.4456) 48.82 (p = 0.0000)*
Lezgi 15.95 18.36 (p = 0.0128) 17.74 (p = 0.0872) 36.42 (p = 0.0000)*
Natugu 16.31 17.22 (p = 0.2637)* 16.69 (p = 0.6610) 40.10 (p = 0.0000)*
Tsez 14.33 15.13 (p = 0.0002)* 12.84 (p = 0.0000)** 37.90 (p = 0.0000)*
Swahili 43.80 45.76 (p = 0.0008)* 44.86 (p = 0.0855) -
Yoruba 32.71 33.60 (p = 0.4145) 36.72 (p = 0.0069)* -
Icelandic 38.09 39.34 (p = 0.4734) 35.69 (p = 0.3714) -
Marathi 28.02 28.68 (p = 0.4898) 29.70 (p = 0.2239) -
Kannada 29.69 30.49 (p = 0.1194) 31.43 (p = 0.0057)* -
Urdu 46.29 46.76 (p = 0.3772) 47.71 (p = 0.0472)* -
Thai 22.09 21.75 (p = 0.4797) 21.93 (p = 0.6982) -
Greek 28.43 28.28 (p = 0.8618) 27.56 (p = 0.5252) -
Portuguese 84.15 84.19 (p = 0.9342) 84.31 (p = 0.7712) -
Japanese 36.89 37.06 (p = 0.2375) 38.27 (p = 0.0000)* -
Russian 49.20 49.76 (p = 0.0152)* 50.53 (p = 0.0000)* -
Arabic 20.25 19.86 (p = 0.4800) 20.43 (p = 0.9308) -

Table 15: xCOMET statistical significance test of all languages with the null hypothesis: mean score of few-shot is
equal to the mean of GRAMMAMT. The values with the asterisks (p-value < 0.05) show that few-shot is significantly
different from GRAMMAMT, while the values with p-value > 0.05 (bolded values) indicate that GRAMMAMT
is equivalent to few-shot. All values with asterisk indicate GRAMMAMT is better that few-shot. Values with
double asterisks(**) show few-shot being better than GRAMMAMT. Results for the model-gloss strategy on low- to
high-resource languages from the GlossLM data are not included, as the GlossLM model used in this approach had
prior exposure to the data during pre-training.

Method Output (N=45) Output (N=3)

few-shot My mother is a teacher, my father is an
accountant.

My mother is a teacher, for my father is
an accountant.

gloss-shot My mother was a teacher, my father was
an accountant.

My mother was a teacher, to my father
was an accountant.

chain-gloss
Gloss: My mother teacher cop-PST, my
father accountant cop-PST.

Gloss: my mother teacher-ERG be-
AOR, my father accountant-ERG be-
AOR.

Translation: My mother was a teacher,
my father was an accountant.

Translation: My mother is a teacher,
and my father is an accountant.

model-gloss
Gloss: my mother teacher was, my
uncle-FOC province-PL was

Gloss: my mother teacher was, my
uncle-FOC province-PL was

Translation: My mother was a teacher,
my uncle was a provincial accountant.

Translation: My mother was a teacher,
a relative of my uncle’s was a provincial
accountant.

Reference: "My mother was a teacher, my father was an accountant."

Table 16: Comparison of methods for N=45 and N=3.
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Method Output (N=45) Output (N=3)

few-shot "I," he said, "will go to the city, and I’ll
ask for a meeting with the inspector."

"Here," said the mother-in-law, "a hu-
man being was killed in our yard, to the
east of our house, (and) they left their
fate to the will of God."

gloss-shot "I," he said, "will go to the city, and if I
find a suitable person, I will marry her."

"It’s like this," said the old man, "I saw
in the city, a person who was lost, or
unlucky in their fate."

chain-gloss
Gloss: « 1sg.abs », say-AOR, « go-
AOR human-PL-GEN among enter-
AOC, only one life-ERG-DAT cop-
AOC »

Gloss: quot-TEMP,11, you-ABS-ERG
say-AOR "this world-INESS people-
GEN between-INESS bread-ABS eat-
AOC time-INESS, little-AOC luck-
INESS in-AOC be-PST"

Translation: "I," he said, "will go
among the people, I have only one life."

Translation: "He said,’In this world, the
time when people ate bread among
themselves was a time of little luck.’"

model-gloss
Gloss: 1sg.abs say-AOR go-AOR man-
ERG-GEN between-INESS enter.FUT-
FUT look.HORT maybe 1sg.gen fate-
INESS cop.

Gloss: 1sg.abs say-AOR go-AOR man-
ERG-GEN between-INESS enter.FUT-
FUT look.HORT maybe 1sg.gen fate-
INESS cop.

Translation: "I," he said, "will go be-
tween the men, and maybe my fate will
be decided."

Translation: "I said, from here, I will go
and appear among men, maybe my fate
awaits me there."

Reference: "I will enter amongst the people. Let me look - maybe it is my fate."

Table 17: Comparison of methods for N=45 and N=3.

Method Output (N=3)

few-shot When the fire burned the house.

gloss-shot I will take the bread.

chain-gloss
Gloss: water-ABS pour-PTP-TEMP
Translation: When the water was poured.

model-gloss
Gloss: 1pl.abs two escaped-AOR
Translation: We escaped in two.

Reference: "Both of us ran away."

few-shot My mother went to the field.

gloss-shot I went to my mother’s house.

chain-gloss
Gloss: mother-ERG house-INESS and one mother tongue-INESS
Translation: My mother is at home, (speaking) in her native lan-
guage.

model-gloss
Gloss: 1pl.abs return-AOR this one there village-ERG-DAT
Translation: We returned to that village.

Reference: "We reached a village there."

Table 18: Examples for N=3.
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Zero-shot
You are a linguistic expert who never refuses to use your knowledge to help others.

Please help me translate the following sentence from {Swahili} to {English}. Please answer with 
the translation directly and enclose your translation in ###.

Swahili sentence: <input sentence 1>
A translation for this Swahili sentence in English is:###

Zero-CoT
You are a linguistic expert who never refuses to use your knowledge to help others.

Please help me translate the following sentence from {Swahili} to {English}. Please
do it step by step
 and enclose your translation in ###.

Swahili sentence: <input sentence 1>
A translation for this Swahili sentence in English is:###

Zero-gloss
You are a linguistic expert who never refuses to use your knowledge to help others.

Please help me translate the following sentence from {Swahili} to {English}. Please answer with 
the translation directly and enclose your translation in ###.

Swahili sentence: <input sentence 1>
Gloss: <gloss of the input sentence>
A translation for this Swahili sentence in English is:###

Few-shot
You are a linguistic expert who never refuses to use your knowledge to help others.

Here are some examples of Swahili sentences and their corresponding English translations:

Swahili sentence: <source sentence 1> 
A translation for this Swahili sentence in English is: ###<translation example 1>###

Please help me translate the following sentence from {Swahili} to {English}. Please answer with 
the translation directly and enclose your translation in ###.

Swahili sentence: <input sentence 1>
A translation for this Swahili sentence in English is:###

Figure 8: Prompt templates for zero-shot, zero-CoT, zero-gloss and few-shot.

29939



Gloss-shot
You are a linguistic expert who never refuses to use your knowledge to help others.

Here are some examples of Swahili sentences and their corresponding English translations:

Swahili sentence: <source sentence 1> 
Gloss: <gloss example 1>
A translation for this Swahili sentence in English is: ###<translation example 1>###

Please help me translate the following sentence from {Swahili} to {English}. Please answer with 
the translation directly and enclose your translation in ###.

Swahili sentence: <input sentence 1>
A translation for this Swahili sentence in English is:###

Chain-gloss
You are a linguistic expert who never refuses to use your knowledge to help others.

Here are some examples of Swahili sentences and their corresponding English translations:

Swahili sentence: <source sentence 1> 
Gloss: <gloss example 1>
A translation for this Swahili sentence in English is: ###<translation example 1>###

Please help me translate the following sentence from {Swahili} to {English}. Please answer first 
with the gloss and then with the translation directly and enclose your translation in ###.

Swahili sentence: <input sentence 1>
A translation for this Swahili sentence in English is:###

Model-gloss
You are a linguistic expert who never refuses to use your knowledge to help others.

Here are some examples of Swahili sentences and their corresponding English translations:

Swahili sentence: <source sentence 1> 
Gloss: <gloss example 1>
A translation for this Swahili sentence in English is: ###<translation example 1>###

Please help me translate the following sentence from {Swahili} to {English}. Please answer with 
the translation directly and enclose your translation in ###.

Swahili sentence: <input sentence 1>
A possible gloss may be (it can contain errors, so ignore irrelevant
information): <input gloss example>
A translation for this Swahili sentence in English is:###

Oracle-gloss
You are a linguistic expert who never refuses to use your knowledge to help others.

Here are some examples of Swahili sentences and their corresponding English translations:

Swahili sentence: <source sentence 1> 
Gloss: <gloss example 1>
A translation for this Swahili sentence in English is: ###<translation example 1>###

Please help me translate the following sentence from {Swahili} to {English}. Please answer with 
the translation directly and enclose your translation in ###.

Swahili sentence: <input sentence 1>
Gloss: <gold gloss of the input sentence>
A translation for this Swahili sentence in English is:###

Figure 9: Prompt templates for gloss-shot, chain-gloss, model-gloss and oracle-gloss.
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