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Abstract

Evacuation decision prediction is critical for ef-
ficient and effective wildfire response by help-
ing emergency management anticipate traffic
congestion and bottlenecks, allocate resources,
and minimize negative impacts. Traditional
statistical methods for evacuation decision pre-
diction fail to capture the complex and diverse
behavioral logic of different individuals. In this
work, for the first time, we introduce FLARE,
short for facilitating LLM for advanced rea-
soning on wildfire evacuation decision predic-
tion, a Large Language Model (LLM)-based
framework that integrates behavioral theories
and models to streamline the Chain-of-Thought
(CoT) reasoning and subsequently integrate
with memory-based Reinforcement Learning
(RL) module to provide accurate evacuation
decision prediction and understanding. Our
proposed method addresses the limitations of
using existing LLMs for evacuation behav-
ioral predictions, such as limited survey data,
mismatching with behavioral theory, conflict-
ing individual preferences, implicit and com-
plex mental states, and intractable mental state-
behavior mapping. Experiments on three post-
wildfire survey datasets show an average of
20.47% performance improvement over tra-
ditional theory-informed behavioral models,
with strong cross-event generalizability. Our
complete code is publicly available at https:
//github.com/SusuXu-s-Lab/FLARE

1 Introduction

Wildfires are emerging as a significant natural haz-
ard worldwide (Jain et al., 2020; Zahura et al.,
2024). In the January 2025 Southern California
wildfires, more than 200,000 residents received
evacuation orders to leave their homes (Stelloh
et al., 2025). There is an urgent demand for emer-
gency planners and policymakers to develop ef-
fective evacuation strategies to mitigate wildfire
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impacts (Mockrin et al., 2018; Tapley et al., 2023).
However, successful evacuations require a clear
understanding of the human evacuation decision-
making process and outcomes (i.e. whether indi-
viduals will follow the order to evacuate or stay)
during these events to help policymakers improve
evacuation order design, develop more efficient
emergency response strategies, and build more re-
silient communities (Collins et al., 2018; Lovreglio
et al., 2020; Hong and Frias-Martinez, 2020; Sun
et al., 2024c).

Previous studies often construct evacuation
choice models through a conceptual framework,
Protective Action Decision Model (PADM) (Stra-
han and Watson, 2019; Lovreglio et al., 2019; San-
tana et al., 2021; Sun et al., 2024a), which are de-
signed to incorporate psychological factors, like in-
dividual risk perception and threat assessment, into
the prediction process. Based on the PADM frame-
work, past methods may employ various statistical
models (e.g., logistic regression (Forrister et al.,
2024a), multinomial logistic regression (McCaffrey
et al., 2018)) to predict individual-evacuation deci-
sions using socio-demographic information as in-
puts, trained on post-wildfire survey data. However,
these traditional PADM-type statistical models lack
reasoning capabilities to capture the diverse and
complex logic underlying human decision-making
due to limited data and restrictive modeling struc-
ture, even when the survey design is grounded in
established behavioral theories. In addition, these
statistical methods struggle to integrate qualitative
descriptions, such as narrative accounts of wildfire
dynamics or contextual details, which are critical
for understanding evacuees’ perceptions and the
rationale behind their evacuation decisions.

To address these limitations, the recent emer-
gence of Large Language Models (LLMs) provides
exceptional reasoning capabilities to model and pre-
dict evacuation decision-making processes (Huang
and Chang, 2022; Nguyen et al., 2024; Liu et al.,
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2024; Lee et al., 2024). Compared to traditional
statistical models, LLMs display theory of mind
(ToM) capabilities and have the potential to bridge
the information gap present in survey data by bet-
ter approximating human decision-making logic.
LLMs also facilitate the integration of contextual
information into the predictive process.

However, employing the existing LLM frame-
work for evacuation decision-making modeling and
prediction, with socio-demographic information as
inputs, still faces four significant challenges: (1)
Mismatching with behavioral theory: Evacua-
tion survey data size is often limited, for example,
334 valid examples for the 2021 Marshall wild-
fires (Forrister et al., 2024a). LLMs tend to capture
only partial reasoning patterns and overfit limited
survey data, struggling to align with established be-
havioral theories (Tjuatja et al., 2023; Petrov et al.,
2024; Macmillan-Scott and Musolesi, 2024). (2)
Conflicting preferences in aligning with human
thought: Reinforcement Learning with Human
Feedback (RLHF) offers a promising approach to
aligning LLM reasoning with human thought (Sun
et al., 2023; Zhang et al., 2024; Xu et al., 2024b).
However, it is still challenging to accommodate
individuals with diverse evacuation patterns (Zhao
et al., 2022; Sun et al., 2024b). For example, some
individuals may evacuate immediately upon receiv-
ing an official order, prioritizing institutional guid-
ance, while others may rely on social cues, choos-
ing to stay until observing their neighbor evacu-
ating. (3) Incorporating implicit mental states:
Previous studies show that integrating mental states
will benefit the improvement of human behavior
predictions (Gu et al., 2024). However, in a highly
dynamic and chaotic wildfire environment, there
exist many implicit, diverse, and complex men-
tal states, perceptions, or beliefs that drive wild-
fire evacuation behaviors, making it challenging to
learn and incorporate such implicit mental states.
(4) One mental state may map to multiple be-
haviors: Even if individuals share the same mental
state, their behaviors can vary due to external fac-
tors. For instance, two individuals with identical
risk perceptions might make different evacuation
decisions due to the different traffic congestion situ-
ations and shelter accessibility (Collins et al., 2018;
Hong and Frias-Martinez, 2020).

To address these challenges, we propose FLARE,
a novel LLM-based framework for evacuation de-
cision prediction. We introduced risk perception
and threat assessment (Sun et al., 2024a), two crit-

ical concepts in traditional evacuation behavioral
models, to represent individual mental states. As
in Figure 1, we design a classifier based on PADM,
constructed using historical datasets and empirical
behavioral studies, to select the most relevant input
variables to risk perception and threat assessment.
We further design a reasoning pattern classifier to
assign the most probable reasoning patterns. An
LLM further infers the perceptions and assigns
corresponding scores from the selected reasoning
patterns. Finally, these perceptions — combined
with external information and user inputs — are
integrated into a universal CoT template. The CoT
is then fed into the LLM along with previous error
records and their self-reflected rationale from the
training phase for prediction.

The introduced framework adapts empirical psy-
chological and behavioral knowledge to inform
the variable selection, CoT template construc-
tion, and model inference to constrain the over-
expressiveness of LLMs on small datasets and en-
courage a better alignment with existing behav-
ioral theories. Both reasoning path classifier and
memory-based RL help mitigate RLHF’s conflict-
ing preference issues and tailor the prediction to
individual behavior. Moreover, we calibrate im-
plicit mental state generation chains through self-
validation with a classifier based on PADM and
sparsely available but implicit risk/threat-related
answers in the survey data. We also augment the
evacuation decision prediction with similar past
error trials and their reflections from memory, guid-
ing the model toward more accurate outcomes. We
also integrate descriptive external knowledge (e.g.,
wildfire progression) as external cues about the in-
dividual situation, guiding the LLM to translate
the inferred mental state into an accurate behavior
prediction. Our main contributions include:

• We introduce a novel framework that inte-
grates advanced reasoning capability of LLMs
with psychological and behavioral theories,
improving the accuracy of evacuation deci-
sion prediction in small, highly imbalanced
data sets.

• We design a behavioral theory-informed clas-
sifier to distinguish individual reasoning
patterns, addressing conflicting preference
problems while constraining the reasoning
paradigm.

• We introduce implicit mental state learning
before predicting evacuation behaviors and
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augment them with external information and
user input, to further improve reasoning ca-
pabilities for evacuation decision prediction.

• We incorporate memory of error record
and self-reflection mechanisms to refine the
model’s reasoning process from mental states
to behavioral predictions, enhancing its align-
ment with real-world evacuation behavior.

2 Related Work
2.1 Disaster Evacuation Decision Prediction
Sudden-onset natural hazards—such as wildfires,
hurricanes, and earthquakes, often trigger cascad-
ing failures that result in widespread environmental
damage and human displacement (Xu et al., 2022;
Li et al., 2023b; Wang et al., 2024b). In response,
critical tasks such as hazard progression track-
ing (Chen et al., 2024b), damage assessment (Yu
et al., 2024; Xue et al., 2024; Li et al., 2025; Li
and Xu, 2025), and large-scale evacuation become
urgent priorities to mitigate impacts and minimize
losses. Recent research has employed multiple
methods to predict wildfire evacuation decisions.
McCaffrey et al. (2018) employed a multinomial
logistic model based on PADM, enhanced by a la-
tent class approach, to predict various evacuation
decisions in three US fire-prone counties. Forrister
et al. (2024a) applied logistic and linear regression
to predict risk perception, evacuation decision, and
delay time. Xu et al. (2023) benchmarked seven
machine learning approaches (e.g., Random Forest,
Classification And Regression Trees (CART), Ex-
treme Gradient Boosting) and identified CART as
the best-performing model for predicting evacua-
tion behavior from the 2019 Kincade Fire survey.
Meanwhile, Lovreglio et al. (2020) introduced the
Wildfire Decision Model (WDM) calibrated via Hy-
brid Choice Models (HCM), incorporating latent
factors like risk perception and prior experience
for more accurate evacuation decision predictions.
Sun et al. (2024c) further integrates risk perception
and threat assessment as latent variables into an
HCM framework, improving prediction accuracy.
Traditional statistical models do not account for the
logical flow of decision-making. HCM, in contrast,
considers this process.

2.2 LLMs for Human Decision and Behavior
Prediction

Recent work increasingly leverages LLMs to
model and predict human decision-making. Big-

ToM (Gandhi et al., 2024) evaluates LLMs’ Theory-
of-Mind (ToM) capabilities using causal templates,
finding that GPT-4 partially approximates human
ToM reasoning, while other models lag behind.
SUVA (Leng and Yuan, 2023) applies probabilistic
modeling to behavioral economics games, reveal-
ing that larger LLMs exhibit stronger prosocial
and group-identity effects. SUVA (Leng and Yuan,
2023) and (Amirizaniani et al., 2024) find that
larger LLMs capture prosocial behavior and emo-
tional reasoning, though still fall short of human-
level comprehension. T4D (Zhou et al., 2023)
highlights LLMs’ difficulty in translating inferred
mental states into strategic action without struc-
tured guidance. LELMA (Mensfelt et al., 2024)
improves reasoning reliability through symbolic
consistency checks, while SimpleToM (Gu et al.,
2024) emphasizes the need for deliberate prompt-
ing to elicit accurate moral and behavioral judg-
ments. SimpleToM (Gu et al., 2024) shows that
while LLMs can predict mental states and behavior,
they often require careful prompting to yield ac-
curate moral or behavioral judgments. To address
this, Kang et al. (2023) propose the Value Injection
Method (VIM), embedding core human values into
model outputs. However, Kuribayashi et al. (2024)
argue that prompting does not inherently yield bet-
ter cognitive alignment than base model probabili-
ties. Zhu et al. (2024) find that arithmetic-trained
LLMs can outperform classical models in evalu-
ating risky, time-delayed choices. Still, Liu et al.
(2024) point out that LLMs tend to overestimate
human rationality, overlooking well-documented
cognitive biases and limiting behavioral fidelity.

A recent survey paper (Lei et al., 2025) reviews
a growing body of work exploring the use of LLMs
in disaster management, utilizing methods such
as retrieval-augmented generation (RAG), instruc-
tion tuning, prompt chaining, and knowledge graph
grounding. These approaches support tasks such as
classifying social media content, estimating human
loss (Wang et al., 2024a), generating summaries,
and answering public queries, thus improving situa-
tional awareness and response coordination. Specif-
ically, Chen et al. (2024a) proposed E-KELL, a
framework that grounds large language models in
structured knowledge graphs constructed from dis-
aster domain knowledge. This design improves the
reliability and interpretability of disaster response
decisions by embedding this rule-based knowledge
into the LLM reasoning process. Yin et al. (2025)
introduced CrisisSense-LLM, which instruction-
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tunes LLaMA2 on a large corpus of disaster-related
tweets to perform multi-label classification over
event type, informativeness, and aid-related cate-
gories, thereby improving situational awareness in
disaster contexts.

While these studies demonstrate the growing
utility of LLMs in disaster informatics, they pri-
marily focus on information extraction, structured
representation, and retrieval. In contrast, our work
centers on modeling human behavior under disaster
stress by integrating behavioral theory and cogni-
tive perception constructs into the LLM prompt-
ing process, enabling the simulation of individual
decision-making pathways such as evacuation un-
der threat.

3 Method
In this section, we present the development of our
LLM-based pipeline for evaluating evacuation deci-
sions using post-wildfire survey data. The pipeline
is shown in Figure 1.

3.1 Preliminary
Evacuation Decision Prediction: The Protective
Action Decision Model (PADM) is a conceptual
framework designed to explain human cognitive
processes and decision-making behaviors in re-
sponse to hazards and disasters. At its core, PADM
emphasizes perceptions(e.g., threat perceptions,
protective action perceptions, and stakeholder per-
ceptions) that shape individuals’ decisions on how
to respond to both immediate and long-term threats
(Lindell and Perry, 2012).

To advance wildfire evacuation decision pre-
diction, researchers utilized the Hybrid Choice
Model (HCM)to integrate the conceptual frame-
work of the PADM to predict evacuation deci-
sions (Lovreglio et al., 2020; Sun et al., 2024c),
quantifying two latent variables—threat assessment
and risk perception — capturing individuals’ as-
sessments of wildfire threats (e.g., injury, death)
and risks (e.g., home/neighborhood damage or de-
struction) (Kuligowski et al., 2021). By modeling
how individuals process risk and threat influences,
this approach provides a structured framework for
understanding the cognitive processes behind wild-
fire evacuation behavior.

Wildfire Evacuation Survey Data: The Wild-
fire Evacuation Survey collects data about partici-
pants’ experiences during wildfire events through
a set of multiple-choice, scaled, and open-ended
questions. The questions (Kuligowski et al., 2022a)
cover topics such as prior knowledge of wild-

Figure 1: Overview of FLARE.

fire risk, emergency plans, evacuation experiences,
property damage, warning system awareness, and
household socio-demographics. Responses range
from numerical scales (e.g., perception of personal
injury rated to 5) and categorical choices (e.g., Yes”
or “No”) to counts (e.g., number of evacuations),
while also capturing qualitative details like medi-
cal conditions and household composition. For a
detailed and complete survey, refer to (Kuligowski
et al., 2022b) for Kincade Fire, and (Forrister et al.,
2024b) for the Marshall Fire.
3.2 Reasoning Process Formulation
In this section, we describe how we construct clas-
sifiers based on PADM that identify the most prob-
able reasoning patterns from survey data variables.
These patterns are derived from the previously
introduced risk perception and threat assessment.
Once a reasoning pattern is identified, we demon-
strate how an LLM generates the corresponding
perception and integrates it into a CoT template,
yielding the finalized CoT for evacuation predic-
tion.
3.2.1 Variable Selection for Perceptions
Building on the HCM framework grounded in
PADM for wildfire evacuation decision predic-
tion (Lovreglio et al., 2020; Sun et al., 2024c),
our approach aims to develop a unified statistical
method to automatically select the key variables
that contribute to risk perceptions and threat assess-
ment by examining all available survey questions.

As briefly mentioned in Section 3.1, the survey
includes questions capturing socio-demographic
data, awareness and understanding, and decision-
related factors such as prior wildfire risk awareness,
emergency preparedness, evacuation experience,
warning system awareness, personal injury percep-
tions, household income, employment status, and
medical conditions.
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In the original HCM method (Sun et al., 2024c),
threat and risk perceptions are validated using spe-
cific indicators derived from survey questions, re-
quiring manual selection of variables, fitting them
to indicators, and evaluating their alignment. Our
approach automates this process by incorporating
all available variables into the fitting process and
selecting those with the highest weights, ensuring
the strongest contributions to risk perceptions and
threat assessments. This minimizes bias in man-
ual selection and enhances the model’s ability to
capture key evacuation decision factors.

Formally, we regress each perception indicator
on all survey variables:

Yk = w1X1 + w2X2 + · · ·+ wnXn + ϵ, (1)

where Yk is the dependent variable (with k = Th

for threat assessment or k = Rh for risk percep-
tion), wi are the weights for the variables Xi, and
ϵ is an error term. Once all variables are fitted in
this regression, We then select a subset X ′ of vari-
ables whose cumulative weight meets a predefined
threshold θ. Mathematically, this criterion is:

∑

Xi∈X′
|wi| ≥ θ ·

n∑

i=1

|wi|. (2)

Empirically, θ corresponds to the elbow point in the
weight distribution, ensuring key variables are re-
tained while filtering out less significant ones. The
empirical results visualizing this elbow point are
provided in Appendix E, demonstrating the sharp
decline in variable importance beyond the selected
threshold. To justify the necessity of selecting rep-
resentative variable subsets for each perception, we
conducted an ablation experiment using all survey
variables without filtering. This resulted in a no-
table decline in performance, attributable to the
transformer’s limited capacity to maintain focused
attention over long and densely encoded inputs.
See Appendix C (Table 9) for further details.

Following the HCM framework, we derive four
reasoning patterns by combining threat (e.g., injury,
death) and risk (e.g., home/neighborhood damage
or destruction) indicators-informed variable sub-
sets, leading to four distinct reasoning processes.
The selected variables are detailed in Appendix F.
With the core variable subsets identified, the next
section explores how these guide the construction
of the CoT, structuring inference pathways for evac-
uation decision modeling.

3.2.2 CoT Construction based on Perceptions
This section outlines our approach to constructing
the Chain-of-Thought (CoT) using the variable sub-
sets identified earlier. We first develop a universal
CoT template (Appendix B) that organizes reason-
ing into two behaviorally grounded stages: threat
assessment followed by risk perception. Next, we
introduce a reasoning pattern classifier that selects
the most likely reasoning path for each individual
based on prediction success rates across candidate
patterns. Finally, we prompt the LLM to gener-
ate textual threat and risk perceptions alongside
quantitative scores, establishing consistency and
providing the foundation for downstream evacua-
tion decision prediction.

Reasoning Pattern Classifier: We classify indi-
viduals into the four reasoning patterns through a
statistical machine learning classifier (e.g., random
forest), training it on quantified survey data as in-
put and using the LLM’s prediction performance
across reasoning patterns as labels to automate pat-
tern selection. For each individual, we first popu-
late all four reasoning patterns using their survey
responses to generate corresponding perceptions,
which are then inserted into the CoT template to
form a temporary CoT for prediction. We then con-
duct multiple inference trials for each temporary
CoT, with each trial producing a predicted evacua-
tion decision (evacuate or stay) that is compared to
the individual’s actual response to the evacuation
decision. The success rate for each pattern is com-
puted as the proportion of correct predictions, and
the pattern with the highest success rate is consid-
ered the most probable reasoning pattern for that
individual.

We further use the estimated most probable pat-
tern as the label for individuals and train the clas-
sifier on these labels and relevant survey variables
(e.g., socio-demographics, evacuation order aware-
ness). This classifier automates pattern selection,
ensuring that the model dynamically adapts to psy-
chological and situational factors, enabling person-
alized and interpretable evacuation predictions.

Perception Inference: After selecting each in-
dividual’s most probable reasoning pattern, we
prompt the LLM to generate the corresponding
threat perceptions and risk perceptions to construct
a complete CoT for evacuation decision prediction.
The LLM first generates textual threat and risk per-
ceptions while explicitly assigning quantitative per-
ception scores (1–5) as calibration indicators. This
dual representation enhances consistency between
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inferred perceptions and key survey variables. To
refine this calibration, we use the first 70% of the
dataset to build a knowledge base that maps LLM-
generated perceptions to survey-derived scores.

In the inference stage, we employ Retrieval-
Augmented Generation (RAG) to maintain score
consistency. The LLM-generated perceptions are
compared to stored examples using semantic sim-
ilarity, retrieving the two most similar instances
(based on cosine similarity) along with their scores.
This retrieval process aligns predicted scores with
established reasoning patterns, ensuring consis-
tency and accuracy in perception inference.

The resulting textual perceptions and calibrated
scores are then integrated into the CoT template,
along with contextual information extracted from
survey responses (e.g., “I’m not in the area ordered
to evacuate”) and user-specific inputs (Table 7),
forming an individualized and perception-grounded
reasoning chain for decision modeling.

3.3 Memory-based RL
Extending the previously described CoT construc-
tion for inference, we further align the reasoning
process with human decision-making by incorpo-
rating an RL strategy during the LLM inference
phase. Inspired by the verbal-based RL method-
ology in Reflexion (Shinn et al., 2024), our ap-
proach introduces a dedicated Memory component
that records inference errors along with the corre-
sponding LLM-generated rationales. This Memory
mechanism enables the model to learn from past
mistakes and adapt its decision-making, bridging
the gap between the mental state prediction (i.e.,
perceptions) and evacuation decision prediction.

We begin with a training stage to construct the
Memory for subsequent use. During this stage,
the actual evacuation decision reported by each
respondent serves as the ground-truth reward sig-
nal. Whenever the LLM’s predicted decision is
incorrect, we store the CoT for inference, the en-
vironment context, the LLM-generated rationale,
and the correct decision in Memory. The model
is then prompted to regenerate its reasoning and
reflect on the source of the error, with these self-
reflection notes also appended to Memory. For sub-
sequent data samples, we retrieve the top-k most
similar past entries, determined via cosine simi-
larity over relevant variable representations, and
integrate these entries as contextual information
into the current inference. This retrieval mecha-
nism allows the LLM to leverage prior cases with

comparable circumstances or error patterns, refin-
ing its predictions over time.

After accumulating sufficient history in Memory
during the training phase, we transition to infer-
ence on new data. At this stage, self-reflection and
error logging are disabled; instead, the Memory’s
contextual information is directly incorporated into
the input, guiding the LLM’s reasoning process.
The final output comprises the predicted evacua-
tion decision and a supporting rationale derived
from the CoT and contextual information retrieved
from similar cases in Memory. This comprehensive
output ensures accurate predictions while provid-
ing interpretable insights into individual evacuation
decisions.

4 Experiment
FLARE leverages both a combined dataset and the
individual post-disaster survey datasets from the
2018 Carr Fire (Wong et al., 2020), 2019 Kincade
Fire (Kuligowski et al., 2022b), and 2021 Marshall
Fire (Forrister et al., 2024b). The characteristics of
each dataset, including evacuation ratio and utilized
variables ratio, are detailed in Table 4. By integrat-
ing these data sources, we facilitate a comprehen-
sive prediction of evacuation behavior while also
preserving the unique characteristics of each event
through separate analyses. The whole framework is
implemented via LangChain. A detailed evaluation
using metrics such as Accuracy, Precision, Recall,
F1-score, Macro F1-score, and Weighted F1-score
MSE is provided, with further details available in
Appendix A.

Additionally, beyond evaluating predictive ac-
curacy, it is also important to assess the reasoning
processes generated by the LLM. To this end, we
compare them with open-ended questions intervie-
wees answered in the survey (answered by 206 out
of 604 interviewees), which could be treated as
partial ground truth for reasoning processes. The
detailed comparison can be found in Appendix G.

4.1 Main Results
We evaluate our proposed method, FLARE, against
several widely used approaches for wildfire evac-
uation decision prediction. We first conduct ex-
periments on a consistent dataset to assess overall
performance, followed by cross-dataset evaluations
to test generalizability.

In the consistent dataset experiments (see Table
1), we compare the performance of our method,
FLARE—which employs three distinct backbones
(GPT-o3-mini (OpenAI, 2025), GPT-4o (Hurst
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Method DataSet Class Precision Recall F1-Score Accuracy Macro F1 Weighted F1

FLARE w/ GPT-4o Combined Data
Stay 0.618 0.955 0.750

0.816 0.802 0.824
Evacuate 0.976 0.759 0.823

FLARE w/ GPT-o3-mini Combined Data
Stay 0.594 0.864 0.704

0.790 0.770 0.798
Evacuate 0.759 0.837 0.770

FLARE w/ Claude-3.5 Combined Data
Stay 0.850 0.750 0.810 0.895 0.868 0.893

Evacuate 0.911 0.944 0.927

Logistic Regression Combined Data
Stay 0.560 0.540 0.550

0.697 0.640 0.679
Evacuate 0.770 0.780 0.770

Random Forest Combined Data
Stay 0.630 0.550 0.590

0.735 0.665 0.708
Evacuate 0.780 0.830 0.860

GPT-4o Inference Combined Data
Stay 0.240 0.310 0.270

0.738 0.557 0.752
Evacuate 0.860 0.820 0.840

HCM Combined Data
Stay 0.647 0.474 0.542

0.732 0.675 0.719
Evacuate 0.761 0.868 0.809

Table 1: Comparison of FLARE with baseline model on the combined dataset. FLARE was evaluated against
four baseline methods using three different LLM backends on a combined dataset. The assessment employed
metrics such as Accuracy, Macro F1, and Weighted F1, and also reported precision, recall, and F1 scores for the
“Stay” and “Evacuate” classes. The results consistently demonstrate that FLARE outperforms the baseline models,
regardless of the LLM employed.

et al., 2024), and Claude-3.5 (Anthropic, 2024))
separately—with four widely adopted prediction
methods: Logistic Regression, Random Forest,
LLM Inference with GPT-4o, and HCM. The
dataset was constructed by merging survey re-
sponses from multiple wildfire events. Results on
individual datasets are provided in Appendix C.

The results consistently demonstrate that FLARE
achieves superior accuracy in evacuation prediction
compared to the baseline methods. In contrast, the
baseline approaches not only deliver lower overall
accuracy but also struggle with balanced detection
across various predictions, as evidenced by their F1
scores. Moreover, FLARE exhibits notable adapt-
ability across different state-of-the-art LLMs, con-
sistently enhancing performance when employing
various backbones. Notably, when using Claude-
3.5 as the backbone, FLARE improves accuracy by
13.2%, Macro F1 by 12.7%, and Weighted F1 by
11.9%. These improvements indicate that advance-
ments in LLM reasoning capabilities (Anthropic,
2024) could further elevate the performance of
FLARE.

In the cross-dataset generalization experiments
(see Table 2), we use the Kincade Fire and Marshall
Fire datasets in a cross-validation setup, where one
dataset served as the training set and the other as the
test set. This setup is designed to account for the
fact that the wildfire occurred in two different states,
as illustrated in Appendix D. Within the same state,
evacuation laws and processes are generally simi-
lar for such events. By considering distinct states,
this setup maximizes the differences between wild-

fire events, allowing for a more rigorous evaluation
of the generalizability of our proposed methods.
As shown in Table 2, FLARE achieved superior
performance in terms of accuracy, Macro F1, and
weighted F1 scores across both configurations. No-
tably, the baseline methods—particularly Logistic
Regression and Random Forest—struggled to accu-
rately classify the “Stay” class. In contrast, FLARE
delivered higher performance metrics and main-
tained a more balanced detection across classes.
These results underscore the robustness of FLARE
in cross-event scenarios, highlighting its potential
for effective knowledge transfer between different
wildfire events.

4.2 Ablation Study

We conduct ablation experiments on the combined
dataset using the GPT-4o model to assess the im-
pact of the CoT formulation and memory-based
RL module on FLARE’s performance. As shown
in Table 3, removing both components leads to a
13.45% performance drop, confirming their neces-
sity. When only the RL module is removed, the
decline is less severe, highlighting the CoT formu-
lation’s robust reasoning capability. Furthermore,
removing only the RL module results in better per-
formance than both the CoT and RL modules re-
moved, highlighting the effectiveness of the RL
module. These findings validate that both compo-
nents are essential for optimizing predictive accu-
racy and solidifying FLARE’s effectiveness.
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Method Train/Test Set Decision Precision Recall F1-Score Accuracy Macro F1 Weighted F1

FLARE w/ Claud-3.5
Marshall / Kincade

Stay 0.433 0.867 0.578 0.765 0.708 0.790
Evacuate 0.961 0.742 0.838

Kincade / Marshall
Stay 0.783 0.923 0.847 0.870 0.867 0.871

Evacuate 0.944 0.836 0.887

FLARE w/ GPT-4o
Marshall / Kincade

Stay 0.387 0.800 0.522
0.728 0.668 0.757

Evacuate 0.940 0.712 0.810

Kincade / Marshall
Stay 0.654 0.895 0.756

0.756 0.7556 0.756
Evacuate 0.895 0.654 0.756

Logistic Regression
Marshall / Kincade

Stay 0.160 0.190 0.170
0.650 0.480 0.660

Evacuate 0.790 0.760 0.780

Kincade / Marshall
Stay 0.570 0.650 0.610

0.620 0.620 0.620
Evacuate 0.660 0.590 0.630

Random Forest
Marshall / Kincade

Stay 0.000 0.000 0.000
0.800 0.450 0.720

Evacuate 0.800 1.000 0.890

Kincade / Marshall
Stay 0.000 0.000 0.000

0.540 0.350 0.380
Evacuate 0.540 1.000 0.700

GPT-4o Inference
Marshall / Kincade

Stay 0.273 0.231 0.250
0.733 0.544 0.725

Evacuate 0.823 0.853 0.838

Kincade / Marshall
Stay 0.786 0.301 0.436

0.571 0.545 0.534
Evacuate 0.514 0.900 0.655

HCM
Marshall / Kincade

Stay 0.348 0.736 0.473
0.678 0.596 0.710

Evacuate 0.911 0.666 0.768

Kincade / Marshall
Stay 0.905 0.124 0.218

0.593 0.472 0.493
Evacuate 0.905 0.989 0.725

Table 2: Comparison of FLARE with baseline model on the cross-event dataset derived from Kincade Fire
and Marshall Fire. FLARE was evaluated against four baseline methods using three different LLM backends on
a combined dataset. The assessment employed metrics such as Accuracy, Macro F1, and Weighted F1, and also
reported precision, recall, and F1 scores for the “Stay” and “Evacuate” classes. The results consistently demonstrate
that FLARE has better generalizability than the baseline models.

Method Acc Macro F1 Weighted F1

FLARE w/o CoT and RL 0.708 0.671 0.707
FLARE w/o RL 0.740 0.727 0.890

FLARE w/o perception 0.768 0.726 0.756
FLARE w/o CoT 0.773 0.706 0.768

FLARE 0.816 0.802 0.824

Table 3: Ablation study of FLARE conducted using
GPT-4 on the combined dataset. Key components of the
framework were selectively removed, and the impact of
each removal was evaluated using Accuracy, Macro F1,
and Weighted F1 metrics. Each component’s removal
resulted in varying degrees of performance degradation.

5 Discussion - Why It Works
The framework’s effectiveness is driven by the
meticulous design of each component, enabling
LLMs to generate accurate evacuation predictions
through complex behavioral patterns extracted
from survey data. A key innovation in our frame-
work is the integration of a reasoning pattern classi-
fier with behaviorally grounded Chain-of-Thought
(CoT) prompting. Prior studies show that LLMs
struggle to infer human mental states without struc-
tured guidance (Xu et al., 2024a). To address this,
we first use a classifier to identify each individ-
ual’s most likely reasoning pattern based on behav-

ioral constructs such as threat assessment and risk
perception. The selected pattern then guides the
construction of a customized CoT template. This
design grounds LLM reasoning in psychological
theory while adapting it to individual decision logic.
The resulting CoT incorporates classifier-derived
perceptions and external context, enabling the LLM
to emulate complex human reasoning (Wei et al.,
2022; Wang et al., 2022; Kojima et al., 2022) and
produce more accurate, interpretable evacuation
predictions.

Another key component of our framework is the
memory-based reinforcement learning (RL) mech-
anism, which integrates error correction and self-
reflection to align LLM reasoning with human be-
havior. While LLMs can approximate mental state
inference with structured CoT, their behavior pre-
diction often degrades without detailed contextual
cues (Gu et al., 2024). Yet, providing excessive
detail can overwhelm the model’s attention span
and disrupt coherent reasoning (Li et al., 2024b;
Levy et al., 2024; Qian et al., 2024). To mitigate
this, we store past inference errors along with their
CoT rationales and self-generated reflections. Dur-
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ing prediction, the model retrieves similar error
cases from memory to provide targeted, context-
rich cues without inflating input length. This reflec-
tive process allows the LLM to iteratively refine its
reasoning, enhancing both prediction accuracy and
interpretability (Renze and Guven, 2024; Li et al.,
2023a, 2024a; Shinn et al., 2024).

Additionally, our framework performs percep-
tion identification by extracting individual threat
and risk perceptions through PADM-based variable
selection (Sun et al., 2024c). This process pro-
vides structured inputs for reasoning and grounds
the CoT in established behavioral theory, ensur-
ing that the model’s inferences reflect psychologi-
cally meaningful mental states rather than generic
patterns. This alignment further strengthens the
connection between internal perceptions and ob-
servable evacuation behavior.

6 Conclusion
In this study, we introduced FLARE, a novel frame-
work that integrates the reasoning capabilities of
LLMs with a well-established behavioral theory to
predict the complexities of human mental states and
evacuation decisions in wildfire. By systematically
classifying variables and building CoT grounded
in threat assessments and risk perceptions, our ap-
proach captures evacuees’ heterogeneous prefer-
ences and interprets essential perceptions. More-
over, we integrate a memory-based RL module
that serves as a dynamic repository of previous er-
rors and justifications, guiding the LLM toward
spontaneously improved reasoning. Comprehen-
sive experiments on real-world survey data from
historical wildfire events demonstrate that FLARE
not only outperforms established methods but also
maintains robust generalizability across different
wildfire events. Overall, FLARE introduces a novel
framework to effectively integrate behavioral the-
ory to inform and improve LLMs’ expressive rea-
soning capabilities. It enables a rigorous, theory-
constrained alignment between LLM CoTs and
human reasoning processes, broadening the inno-
vative use of LLMs in mimicking and predicting
human behaviors.

Limitation

Although FLARE demonstrates promising capabili-
ties in analyzing wildfire evacuation decisions, it is
subject to several important limitations. LLMs us-
ing CoT reasoning often lack transparency and can
produce misleading outputs (Turpin et al., 2023).

This issue undermines trust and limits their adop-
tion in policy planning and decision-making, where
reliability and interpretability are essential. An-
other concern is that the research relies on self-
reported survey data. Although the post-wildfire
surveys used in this study adhere to strict data
collection protocols and provide valuable insights,
they were self-reported data, which may introduce
potential recall bias and inaccuracies, which could
affect the robustness of the conclusions. A fur-
ther issue is that, although the PADM framework
accounts for geographical, meteorological, and lo-
gistical factors (e.g., perception of wildfire impact
forecasts, awareness of shelter availability, and
knowledge of route alternatives), our survey de-
sign did not include these elements. Consequently,
our framework may not capture all factors influenc-
ing individuals’ decision-making processes. Future
work will incorporate these variables into the sur-
vey to facilitate more precise decision-making. Fu-
ture work should address these limitations by incor-
porating richer datasets that encompass a broader
population and greater geographical diversity, as
well as integrating more extensive environmental
and logistical variables.
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A Implementation Details

A.1 Datasets

The survey data for this study were collected from
local residents following three distinct wildfire
events: the 2018 Carr Fire in California (284 re-
sponses) (Wong et al., 2020), the 2019 Kincade
Fire in California (Kuligowski et al., 2022a), (270
responses), and the 2021 Marshall Fire in Col-
orado (Forrister et al., 2024a), (334 responses).
Each survey covered varying aspects of evacua-
tion behavior and perceptions. The Kincade Fire
survey addressed pre-event and event-based factors,
household characteristics, and decisions to stay or
evacuate. The Marshall Fire survey emphasized
pre-fire awareness, warning types, demographics,
evacuation decisions and timing, and environmen-
tal cues. The Carr Fire survey captured evacua-
tion behaviors, communication approaches, timing,
transportation methods, sheltering choices, and per-
ceived governmental response. Though similarly
intended, each survey employed different questions
and organizational structures.

A.2 Implementation Details

In this study, we combined all three wildfires’ sur-
vey data into a single dataset and split it into train-
ing and test sets in an 80%–20% ratio for all clas-
sification models and the RL component, ensuring
consistency in data usage. The classification model
is a decision tree with a maximum depth set to
10, while all other hyperparameters remain at their
default settings, balancing interpretability with po-
tential model complexity. For the RL module, we
similarly reserve 80% of the data for iterative train-
ing, where the Memory is updated repeatedly based
on feedback, and use the remaining 20% for direct
inference and final performance assessment. The
RL module is implemented using LangChain, pro-
viding a streamlined and reproducible framework
for experimentation.

A.3 Evaluation Metrics

To evaluate the model’s effectiveness in predicting
evacuation decisions, we compare the predicted
results with actual evacuation decisions using a
set of well-established metrics: Accuracy, Pre-
cision, Recall, F1-score, Macro F1-score, and
Weighted F1-score. Accuracy measures the over-
all correctness of predictions, while Precision and
Recall assess the trade-off between false positives
and false negatives, respectively. The F1 score

combines Precision and Recall into a single met-
ric to balance their trade-offs. Given the poten-
tial class imbalance in evacuation decisions, we
also utilize the Macro F1-score, which averages F1-
scores across all classes equally, and the Weighted
F1-score, which accounts for class frequency by
weighting each class’s F1-score accordingly. This
comprehensive multi-metric approach ensures a
thorough understanding of the model’s reliability
and effectiveness in supporting evacuation decision-
making.

Detailed formulation of evaluation metrics is as
follows:

Accuracy measures the proportion of correctly
classified instances among all instances and is suit-
able for balanced datasets. However, it may be
misleading for imbalanced data. It is defined as:

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

Precision calculates the fraction of correctly pre-
dicted positive cases out of all predicted positives.
It is crucial in scenarios where false positives are
costly. The formula is:

Precision =
TP

TP + FP
(4)

Recall measures the proportion of actual positive
instances correctly identified by the model. A high
recall is essential when missing positive cases is
more critical than incorrectly classifying negatives.
It is given by:

Recall =
TP

TP + FN
(5)

F1-score is the harmonic mean of precision and
recall, balancing both metrics to provide a single
performance measure, especially useful in imbal-
anced datasets. It is computed as:

F1 = 2× Precision×Recall

Precision+Recall
(6)

Macro F1-score computes the F1-score for each
class independently and averages them, treating all
classes equally. Since this is a binary classification
task, it is equivalent to the standard F1-score:

Macro F1 =
F1pos + F1neg

2
(7)

Weighted F1-score averages F1-scores across
classes but assigns a weight based on class fre-
quency, making it more reliable for imbalanced
datasets:
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Dataset Valid Samples Fire Start Time Survey Period Utilized Ratio Evacuation Rate

Marshall Fire 334 12/30/2021 5/2022 - 6/2022 61 / 71 54.19%

Kincade Fire 270 10/23/2019 10/2020 - 1/2021 66 / 77 81.41%

Carr Fire 500 7/28/2018 3/2019 - 4/2019 71 / 75 89.4%

Table 4: Overview of wildfire evacuation dataset statistics used in our model. Valid Sample represents the number
of valid survey responses. Fire Start Time indicates the date when the wildfire began. Survey Period specifies
the duration over which the survey data was collected. Utilized Ratio is defined as the proportion of variables
used relative to the total available variables. Evacuation Rate denotes the percentage of respondents who chose to
evacuate.

Weighted F1 =
Npos × F1pos +Nneg × F1neg

Npos +Nneg
(8)

Where Npos and Nneg are the number of positive
and negative samples, respectively.

Mean Squared Error (MSE) measures the av-
erage squared difference between predicted and
actual values, commonly used in regression tasks.
It penalizes larger errors more heavily, making it
sensitive to outliers. The formula is:

MSE =
1

n

n∑

i=1

(yi − ŷi)
2 (9)

where yi represents the actual value, ŷi is the
predicted value, and n is the total number of sam-
ples.
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B Prompt Design

Prompt for Threat Assessment

System Prompt
You are an expert at rational reasoning.

User Prompt
Analyze the following scenario: A resident is deciding whether to evacuate during a wildfire. Based
on their responses to a wildfire survey, provide a brief summary of the residents’ threat assessment.
Response to a wildfire survey: Survey

Table 5: The prompt used to generate threat assessment

Prompt for Risk Perception

System Prompt
You are an expert at rational reasoning.

User Prompt
Consider the following scenario: A resident is deciding whether to evacuate during a wildfire. Based on
their Threat Assessment and their responses to a wildfire survey, briefly summarize the residents’ Risk
Perception. Threat Perception is: Perception.
Response to a wildfire survey: Survey.

Table 6: The prompt used to generate risk perception.

Prompt for Evacuation Prediction

System Prompt
You are an advanced reasoning agent that can enhance your capabilities by reflecting on your own
thought processes.

User Prompt
You have access to a post-wildfire survey completed by local residents who experienced a specific
wildfire event. Your task is to generate a logical, step-by-step chain of thought to infer whether the
resident evacuated during the wildfire. Ensure each step is clearly connected. You must conclude with
a definitive YES or NO answer regarding whether the resident evacuated. You will be provided with
previous successful examples that have similar information. You may reference the rationale from these
examples in your analysis.
Previous Examples: Examples
Risk Perception Summary: Risk.
External information: Extras

Re-flexion Prompt
During the fire, this resident label from the wildfire. Please reconsider and rethink the original questions
to provide another clear and logical rationale on why the resident Label:

Table 7: The complete CoT used for evacuation decision prediction.
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C More result

C.1 Accuracy heatmaps for risk and threat
perception predictions

The accuracy heatmaps for risk perceptions and
threat assessment predictions reveal key trends
in the model’s performance. Overall, the LLM
demonstrates moderate accuracy, with better per-
formance in predicting mid-range values (scores
2–4) while struggling with extreme values (scores
1 and 5). For instance, in risk perception prediction,
the model performs best when the actual values
are within the 2–4 range, with the highest accuracy
(80%) observed when the actual risk perception is
5, but the model predicts 3, indicating a systematic
underestimation of extreme risk perceptions. Sim-
ilarly, in threat assessment prediction, the model
achieves its highest accuracy (50%) when the ac-
tual threat assessment is 1, frequently predicting
2 instead. This pattern suggests that the model is
biased toward moderate assessments and struggles
to distinguish individuals with extremely high or
low-risk perceptions or threat assessments.

This finding suggests that while the LLM can
generate reasonable approximations of threat as-
sessment and risk perception (which are compo-
nents of mental states), it struggles with capturing
the extreme values that often drive actual evac-
uation decisions. In real-world scenarios, indi-
viduals who perceive very high risks are more
likely to evacuate, whereas those with very low
perceived risks may ignore warnings entirely. How-
ever, the model systematically underestimates these
extremes, favoring moderate scores instead. This
suggests that although it can infer general reason-
ing patterns, it does not fully capture the high-
stakes decision-making process that translates per-
ceptions into action. These findings align with
previous research indicating that LLMs perform
well in predicting human mental states but have
difficulty translating those inferences into precise
behavioral predictions. The model’s tendency to
underestimate extreme scores suggests the need for
further calibration, like incorporating the evacua-
tion behavioral model, reinforcement learning, and
contextual variables during inferences, which is
what we did in this paper.

C.2 Further exploration in threshold settings

To further explore and justify the necessity of se-
lecting representative variable subsets for each per-
ception, we conducted an experiment using all sur-

vey variables without selection. The results in Ta-
ble 9 demonstrate a notable performance degra-
dation compared to the original variable selection
strategy. This drop is due to the transformer’s lim-
ited capacity to retain and reason over long, dense
input sequences—when overwhelmed with less rel-
evant information, its attention becomes diluted
and reasoning less coherent.

C.3 Detailed Comparison with Supervised
Fine-tuning methods

As shown in Table 11, the SFT model achieved
moderate performance in within-dataset settings
(e.g., 0.7667 accuracy on Kincade and 0.724 on
Marshall). However, it struggled significantly in
cross-dataset generalization, especially when train-
ing on Kincade and testing on Marshall. In contrast,
our framework demonstrates consistent and supe-
rior performance across all configurations. These
results suggest that supervised fine-tuning alone
cannot effectively model the reasoning process be-
hind evacuation behavior, whereas our structured
reasoning framework, grounded in behavioral the-
ory, provides better robustness and transferability.

Train/Test Set Accuracy Macro F1 Weighted F1

Kincade / Kincade 0.767 0.652 0.775
Marshall / Marshall 0.724 0.725 0.724
Marshall / Kincade 0.733 0.544 0.725
Kincade / Marshall 0.6704 0.6703 0.6698
Combined / Combined 0.738 0.557 0.752

Table 9: Performance using all variables (no selection)

Train/Test Set Accuracy Macro F1 Weighted F1

Kincade / Kincade 0.8025 0.7504 0.8222
Marshall / Marshall 0.8222 0.8219 0.8231
Marshall / Kincade 0.7284 0.6680 0.7569
Kincade / Marshall 0.7556 0.7556 0.7556
Combined / Combined 0.8158 0.8021 0.8240

Table 10: Performance under original setting (thresh-
olded variable selection)

Method Train/Test Set Accuracy Macro F1 Weighted F1

SFT Kincade / Kincade 0.7667 0.652 0.775
SFT Marshall / Marshall 0.724 0.7245 0.724
SFT Marshall / Kincade 0.733 0.544 0.725
SFT Kincade / Marshall 0.5714 0.5453 0.5343
SFT Combined / Combined 0.738 0.557 0.752

FLARE Kincade / Kincade 0.803 0.750 0.822
FLARE Marshall / Marshall 0.822 0.821 0.823
FLARE Marshall / Kincade 0.728 0.668 0.757
FLARE Kincade / Marshall 0.756 0.7556 0.756
FLARE Combined / Combined 0.816 0.802 0.824

Table 11: Comparison of Supervised Fine-Tuning (SFT) and
Our Method Across Datasets
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Method Train/Test Set Class Precision Recall F1-Score Accuracy Macro F1 Weighted F1

FLARE w/ Claude-3.5

Kincade / Kincade
Stay 0.765 0.867 0.813

0.926 0.883 0.928
Evacuate 0.969 0.939 0.954

Marshall / Marshall
Stay 0.875 0.897 0.886

0.910 0.906 0.910
Evacuate 0.933 0.918 0.926

Combined Data / Combined Data
Stay 0.850 0.750 0.810

0.895 0.868 0.893
Evacuate 0.911 0.944 0.927

FLARE w/ GPT-4o

Kincade / Kincade
Stay 0.483 0.933 0.636

0.803 0.750 0.822
Evacuate 0.981 0.773 0.864

Marshall / Marshall
Stay 0.729 0.921 0.814

0.822 0.821 0.823
Evacuate 0.9286 0.750 0.830

Combined Data / Combined Data
Stay 0.618 0.955 0.750

0.816 0.802 0.824
Evacuate 0.976 0.759 0.854

Logistic Regression

Kincade / Kincade
Stay 0.600 0.300 0.400

0.780 0.630 0.746
Evacuate 0.800 0.930 0.860

Marshall / Marshall
Stay 0.730 0.690 0.710

0.730 0.740 0.740
Evacuate 0.730 0.770 0.750

Combined Data / Combined Data
Stay 0.560 0.540 0.550

0.697 0.640 0.679
Evacuate 0.770 0.780 0.770

Random Forest

Kincade / Kincade
Stay 0.750 0.150 0.250

0.780 0.560 0.718
Evacuate 0.780 0.980 0.870

Marshall / Marshall
Stay 0.770 0.710 0.740

0.760 0.760 0.760
Evacuate 0.750 0.810 0.780

Combined Data / Combined Data
Stay 0.630 0.550 0.590

0.735 0.665 0.708
Evacuate 0.780 0.830 0.860

LLM Inference

Kincade / Kincade
Stay 0.419 0.491 0.454

0.767 0.652 0.775
Evacuate 0.870 0.834 0.852

Marshall / Marshall
Stay 0.663 0.810 0.729

0.724 0.725 0.724
Evacuate 0.802 0.652 0.719

Combined Data / Combined Data
Stay 0.240 0.310 0.270

0.738 0.557 0.752
Evacuate 0.860 0.820 0.840

HCM

Kincade / Kincade
Stay 0.633 0.184 0.244

0.811 0.481 0.761
Evacuate 0.826 0.973 0.719

Marshall / Marshall
Stay 0.670 0.654 0.651

0.692 0.685 0.690
Evacuate 0.714 0.733 0.719

Combined Data / Combined Data
Stay 0.647 0.474 0.542

0.732 0.675 0.719
Evacuate 0.761 0.868 0.809

Table 8: Performance Metrics for Different Methods and Train/Test Splits with Best Results Bolded.

(a) Accuracy map of predicted and actual threat indicator
values (b) Accuracy map of predicted and actual risk indicator values

Figure 2: Accuracy map tested on Marshall and Kincade dataset using Claude-3.5
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D Geographic Information of Wildfire
Events

D.1 Carr Fire

On July 23, 2018, the Carr Fire ignited in Shasta
County, California, when sparks from a vehicle’s
flat tire set nearby dry vegetation ablaze.

Figure 3: The damage map from the Carr Fire (Schleuss
et al., 2018)

By August 30, 2018, the Carr Fire had been
fully contained after burning over 229,000 acres,
destroying approximately 1,600 structures, forcing
the evacuation of around 39,000 people, claiming
eight lives, and inflicting an estimated $1.5 billion
in damages. The affected area map is shown in
Figure 3. As it advanced rapidly to the east, the
fire prompted the evacuation of French Gulch, Old
Shasta, and Keswick, and worsening conditions led
officials to evacuate several urban neighborhoods
in Redding. Furthermore, the Carr Fire jumped the
Sacramento River, partly due to fire whirls induced
by the wildfire system. Ultimately, the combined
efforts of 4,500 firefighting personnel and favorable
weather conditions slowed its progression through
Redding and surrounding rural communities, lead-
ing to its eventual containment at the end of August
2018 (Wong et al., 2020).

D.2 Kincade Fire

On October 23, 2019, at 9:27 P.M., the Kincade
Fire ignited northeast of Geyserville in Sonoma
County, California, and was ultimately contained
on November 6, 2019, at 7:00 P.M. As the largest
wildfire of the 2019 California season, it burned
77,758 acres, damaged 60 structures, completely
destroyed 374 structures, and injured four indi-
viduals. The event prompted the evacuation of
more than 186,000 people—the largest evacuation
in Sonoma County’s history. To manage this pro-
cess, emergency officials partitioned the county

into designated zones, issuing a mandatory evacua-
tion order in Geyserville on October 26, followed
by subsequent orders and warnings extending to
areas along the Pacific Ocean and northern sections
of Santa Rosa. Figure 4 illustrates the wildfire’s
spatial impact, the delineated evacuation zones, and
additional key fire parameters (Sun et al., 2024a).

Figure 4: The wildfire impact area and evacuation area
map of Kincade Fire (Sun et al., 2024a)

D.3 Marshall Fire
The Marshall Fire ignited shortly before 10:30 a.m.
on December 30, 2021, in Boulder County, Col-
orado, from two ignition points.

Figure 5: The wildfire impact and evacuation zones of
the Marshall Fire (Forrister et al., 2024a).

The fire quickly spread into suburban areas
across Boulder, Jefferson, and Adams Counties,
affecting cities such as Louisville, Superior, Broom-
field, Lafayette, Arvada, and Westminster. A wet
spring followed by a hot, dry summer and fall cre-
ated dry fuel conditions that, combined with strong
winds, accelerated the fire’s spread. As Colorado’s
most destructive wildfire, it burned over 6,200
acres, destroyed 1,084 homes, damaged 149 others,
and caused two fatalities. In Boulder County alone,
residential damages exceeded $513 million. Over
30,000 residents were evacuated on the day of the
fire. Figure 5 shows the affected evacuation and
pre-evacuation zones (Forrister et al., 2024a).
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E Weight Distribution for Different
Perceptions

To ensure an objective selection of key variables for
each perception type, we use a logistic regression
model to derive variable weights and identify an
appropriate cutoff threshold. Figure 6 illustrates
the weight distribution trends for each perception
category: Threat Assessment (Injury and Death)
and Risk Perception (Home and Neighborhood).

Each plot displays a sharp decline in variable
importance, followed by a gradual flattening, indi-
cating the presence of an elbow point. This elbow
point serves as the threshold for variable selection,
ensuring that the most influential variables are re-
tained while filtering out less significant ones.
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(a) Weight distribution of variables for Threat Assessment
(Injury)

(b) Weight distribution of variables for Threat Assessment
(Death)

(c) Weight distribution of variables for Risk Perception
(Home)

(d) Weight distribution of variables for Risk Perception
(Neighborhood)

Figure 6: Examples of weight distributions from the logistic regression model are used to symmetrically select
variables for each specific perception. The clear elbow points in the figure support the chosen threshold for variable
selection.

29774



F Selected Questions for Different
Perceptions

The selection of specific wildfire survey questions
based on PADM for each threat assessment and risk
perception reflects different reasoning processes in
evacuation decision-making. An example of the
selected variables (i.e., questions) is detailed in
Table 12 and Table 13

The questions in the two types of threat assess-
ment reflect two distinct aspects. The first type is
driven by direct sensory input, whether individuals
observed flames or embers, and their subjective
assessment of wildfire likelihood. Factors like resi-
dency duration influence familiarity with local fire
risks. In contrast, the second type incorporates ex-
ternal cues such as warnings from social networks
and educational background. Residents receiving
evacuation advice from acquaintances or managing
livestock may prioritize economic and logistical
concerns alongside personal safety.

The questions in risk perception also follow two
distinct patterns. The first emphasizes immedi-
ate physical harm, shaped by health conditions,
household demographics, and emergency commu-
nications. Those with medical conditions or older
adults in the household may perceive higher in-
jury risk, while direct evacuation orders heighten
urgency. The second type focuses on long-term pre-
paredness, considering financial stability, employ-
ment, and proactive fire mitigation efforts. Res-
idents with emergency plans or prior protective
measures may perceive lower risk due to a greater
sense of control.

It is also worth noting that while some variables
listed in Table 12 and Table 13 (e.g., observing
flames) may appear difficult to obtain directly dur-
ing a wildfire, they can often be approximated us-
ing external sensor data such as UAV imagery or
real-time fire spread models. Similarly, intermedi-
ate factors influencing decision-making can be in-
ferred from anticipatory behavioral signals, includ-
ing social media activity or traffic patterns, thereby
extending FLARE’s ability to predict individual
behavior even before direct wildfire exposure.

Overall, threat assessment is reactive, shaped by
real-time environmental and social cues, whereas
risk perception is anticipatory, centered on future
consequences and preparedness. Structuring these
perceptions into distinct reasoning pathways en-
ables LLMs to model diverse decision-making pro-
files more effectively, improving accuracy and in-

terpretability in wildfire evacuation predictions.
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Table 12: Example of the Selected Survey Questions based on PADM from the survey data for Perceptions inference.

Category Survey Question

Threat
Assessment

(Injury)

1. What was your immediate reaction to observing the flames or embers (or both)?
(Select only one)
2. Before you decided to evacuate (or stay), did you see, hear, or feel flames or
embers in your immediate vicinity (that is, your neighborhood)?
3. Before the Kincade fire, how would you have described the possibility that a
wildfire would threaten your property, on a scale from 1 to 5, where 1 signifies not at
all likely and 5 signifies very likely?
4. What day did the emergency official(s) first let you know?
5. Before you decided to evacuate (or stay), did someone you know tell you to
evacuate or that a mandatory evacuation order was issued for your area?
6. What was your immediate reaction when the emergency official(s) first let you
know? (Select only one)
7. Did you or someone in your household, including yourself, have a medical
condition at the time of the Kincade fire?
8. What time did the emergency official(s) first let you know?
9. How long had you lived at that residence? (Select only one)
10. Before the Kincade fire, did you know that wildfires could be a problem in your
community?
11. What were the ways people told you to evacuate, or that your area was under a
mandatory evacuation order? (Select all that apply.)
12. How old are you? (Please enter your age at the time you are taking this survey,
below.)

Threat
Assessment

(Death)

1. What was your immediate reaction to observing the flames or embers (or both)?
(Select only one)
2. What was your immediate reaction when the emergency official(s) first let you
know? (Select only one)
3. Before the Kincade fire, how would you have described the possibility that a
wildfire would threaten your property, on a scale from 1 to 5, where 1 signifies not at
all likely and 5 signifies very likely?
4. Before you decided to evacuate (or stay), did you see, hear, or feel flames or
embers in your immediate vicinity (that is, your neighborhood)? (Mark all that
apply.)
5. How old are you? (Please enter your age at the time you are taking this survey,
below.)
6. Before you decided to evacuate (or stay), did someone you know tell you to
evacuate or that a mandatory evacuation order was issued for your area?
7. What is the highest level of education you have completed? (Select only one)
8. Did you or someone in your household, including yourself, have a medical
condition at the time of the Kincade fire?
9. How many livestock or other farm animals lived in your household (or on your
property) at the time the Kincade fire started (on Wednesday, October 23, 2019)?
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Table 13: Selected Survey Questions based on PADM for Risk Perception

Category Survey Question

Risk
Perception

(Home)

1. What was your immediate reaction to observing the flames or embers (or both)?
(Select only one)
2. Before you decided to evacuate (or stay), did one or more emergency officials let
you know that you had to evacuate immediately and/or that your area was under a
mandatory evacuation order?
3. Before the Kincade fire, how would you have described the possibility that a
wildfire would threaten your property, on a scale from 1 to 5, where 1 signifies not at
all likely and 5 signifies very likely?
4. What was your immediate reaction when the emergency official(s) first let you
know? (Select only one)
5. Did you or someone in your household, including yourself, have a medical
condition at the time of the Kincade fire?
6. If yes, what was the ultimate goal of this household emergency plan?
7. How many adults (including your adult children) aged 18 years old to 64 years
old lived in your household (or on your property) at the time the Kincade fire started
(on Wednesday, October 23, 2019)?
8. How long had you lived at that residence? (Select only one)
9. What time did the emergency official(s) first let you know?
10. What is the highest level of education you have completed? (Select only one)
11. Before you decided to evacuate (or stay), did you see, hear, or feel flames or
embers in your immediate vicinity (that is, your neighborhood)? (Mark all that
apply.)
12. Do you consider yourself (gender)?
13. What day did the emergency official(s) first let you know?
14. What time did you notice the fire?

Risk
Perception

(Neighborhood)

1. What was your immediate reaction to observing the flames or embers (or both)?
(Select only one)
2. What was your immediate reaction when the emergency official(s) first let you
know? (Select only one)
3. Before the Kincade fire, how would you have described the possibility that a
wildfire would threaten your property, on a scale from 1 to 5, where 1 signifies not at
all likely and 5 signifies very likely?
4. Before you decided to evacuate (or stay), did one or more emergency officials let
you know that you had to evacuate immediately and/or that your area was under a
mandatory evacuation order?
5. If yes, what was the ultimate goal of this household emergency plan? (Select only
one)
6. What time did the emergency official(s) first let you know?
7. How many adults (including your adult children), 18 years old to 64 years old,
lived in your household (or on your property) at the time the Kincade fire started (on
Wednesday, October 23, 2019)?
8. Did you or someone in your household, including yourself, have a medical
condition at the time of the Kincade fire?
9. What day did the emergency official(s) first let you know?
10. How long had you lived at that residence? (Select only one)
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G Comparison with Actual Reasoning
Process of Residents

To assess the reasoning processes generated by
LLMs, we compare them with open-ended re-
sponses provided by survey participants (answered
by 206 out of 604 interviewees), which serve as
partial ground truth for reasoning processes.

For example, the self-reported (ground truth)
reasoning pattern of one resident is:

“I did not believe that I was in an area at
risk of wildfires, I did not think that there
would be a fire, I observed others staying
behind (in person OR on TV, radio, or
social media), I wanted or needed to pro-
tect (or defend) my property, I wanted or
needed to take care of pets or livestock
(or other farm animals), I thought that it
was safer to stay in place.”

And the reasoning process generated by the
LLM for this resident is:

Let me create a logical chain of reason-
ing to determine if this resident evacu-
ated:

Starting with pre-fire indicators: the res-
ident had high theoretical risk aware-
ness (5/5 rating), was well-prepared with
emergency plans, and had lived in the
area for over 10 years. These factors
might suggest evacuation likelihood.

However, examining the actual emer-
gency response, the resident showed no
reaction to official notifications, ignored
mandatory evacuation orders, and ex-
plicitly planned to stay at home. They
offered several reasons for staying: they
did not believe the area was at risk,
wanted to protect their property, and
needed to care for pets or livestock.

Compared to previous examples: Exam-
ple 1 had moderate risk perception and
evacuated; Example 2 had low risk per-
ception but still evacuated. In contrast,
this resident exhibited active resistance
to evacuation.

Additional supporting evidence includes
a large household (5 adults), multiple
specific reasons for staying, and a con-
sistent pattern of ignoring warnings.

Final analysis: the resident’s behav-
ior demonstrates a clear and deliber-
ate choice to stay, supported by multiple
justifications and consistent dismissal of
evacuation orders.

Conclusion: NO — this resident did not
evacuate during the wildfire.

We observe that the LLM’s reasoning converges
on key motivational themes that align with the res-
ident’s own explanation. This alignment demon-
strates the framework’s ability to capture nuanced
behavioral logic, indicating that the generated rea-
soning is not only predictive but also interpretable
and psychologically grounded.
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