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Abstract

Multimodal Large Language Models (MLLMs)
have experienced rapid development in recent
years. However, in the financial domain, there
is a notable lack of effective and specialized
multimodal evaluation datasets. To advance the
development of MLLMs in the finance domain,
we introduce FINMME, encompassing more
than 11,000 high-quality financial research
samples across 18 financial domains and 6 as-
set classes, featuring 10 major chart types and
21 subtypes. We ensure data quality through
20 annotators and carefully designed validation
mechanisms. Additionally, we develop Fin-
Score, an evaluation system incorporating hal-
lucination penalties and multi-dimensional ca-
pability assessment to provide an unbiased eval-
uation. Extensive experimental results demon-
strate that even state-of-the-art models like
GPT-4o exhibit unsatisfactory performance on
FINMME, highlighting its challenging nature.
The benchmark exhibits high robustness with
prediction variations under different prompts
remaining below 1%, demonstrating superior
reliability compared to existing datasets. Our
dataset and evaluation protocol are available at
https://github.com/luo-junyu/FinMME.

1 Introduction

Multimodal Large Language Models (MLLMs)
have demonstrated remarkable progress in data
comprehension and understanding (Fu et al.,
2024c), with their capabilities being evaluated
through various benchmarks such as MME (Fu
et al., 2024a), SEED (Li et al., 2024a), MMC (Liu
et al., 2023), MMMU (Yue et al., 2024). The estab-
lishment of effective datasets and benchmarks has
been instrumental in guiding model optimization
and comparative analysis, significantly accelerating
the development of multimodal large models.

*Equal contribution.
†Corresponding author.

The financial domain(Chen et al., 2022; Li et al.,
2023b), characterized by its knowledge-intensive
nature and rich multimodal data, presents an ideal
application space for MLLMs, particularly in ar-
eas such as research report analysis (Zhao et al.,
2024), risk forecasting (Sawhney et al., 2020), and
market analysis (Liu et al., 2024a). However, the
financial sector poses unique challenges due to its
inherent complexity, higher data and knowledge
density, and extensive domain expertise require-
ments, necessitating specialized domain-specific
evaluation frameworks. Despite this need, there
is currently a notable absence of comprehensive,
high-quality multimodal datasets specifically de-
signed for evaluating and optimizing MLLMs in
the financial domain.

It is non-trivial to design a comprehensive,
high-quality financial multimodal dataset, which
presents several fundamental challenges:

• Data Volume: Limited volume could lead to
high variance in results and limited stability.

• Data Quality: MLLM annotated datasets may
introduce hallucination-based errors. Moreover,
high-knowledge-density financial multimodal
datasets remain notably underexplored.

• Domain-specificity and Difficulty: While
MLLMs achieve 80-90% accuracy on general
benchmarks (Masry et al., 2022; Li et al., 2023a;
Liu et al., 2024b), financial tasks require both
higher accuracy and domain expertise, demand-
ing more rigorous evaluation scenarios.

To address these challenges, we introduce FIN-
MME, a comprehensive and high-quality financial
multimodal dataset with the following key features:
❶ Comprehensive Financial Knowledge Cov-
erage: FINMME incorporates more than 11,000
rigorously selected financial samples spanning 18
core domains and 6 asset classes. Each sample
contains financial charts (10 major types with 21
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subtypes), professional research descriptions, hier-
archical metadata, and QA annotations, reflecting
real-world financial analysis workflows. ❷ High
Data Quality: We employed 20 annotators and
implemented carefully designed validation mecha-
nisms, maintaining annotation error rates below 1%
for critical questions. ❸ Innovative Quality Con-
trol: We leverage MLLMs’ external consistency
to enhance annotation quality and efficiency, with
expert review for cases where multiple models and
human annotators disagree. ❹ Novel Evaluation
Metrics: We introduce a hierarchical evaluation
framework encompassing comprehensive percep-
tion, fine-grained analysis, and cognitive reasoning.
Additionally, we designed FinScore, which pro-
vides unbiased evaluation across multiple financial
domains while incorporating hallucination penal-
ties to address the financial sector’s low tolerance
for inaccuracies. ❺ Challenge and Effectiveness:
Extensive experiments on FINMME demonstrate
that even leading MLLMs (GPT-4o, Germini Flash
and Claude 3.5 Sonnet) achieve just over 50% per-
formance, highlighting the significant challenges
and necessity for multimodal research in the finan-
cial domain. We tested 6 proprietary models and
11 open-source models, the prediction standard de-
viation across different prompts remains below 1%,
confirming FINMME’s robustness.

In summary, FINMME establishes a new bench-
mark for financial MLLMs through its comprehen-
sive data coverage, rigorous annotation process,
and hierarchical evaluation framework, advancing
multimodal capabilities in specialized financial ap-
plications.

2 Related Work

2.1 Multi-modal Large Language Models

Recent advances in Multi-modal Large Language
Models (MLLMs) have demonstrated remarkable
capabilities in unified visual-linguistic understand-
ing as agentic AI (Luo et al., 2025), with open-
source models like QwenVL (Bai et al., 2023),
Vita (Fu et al., 2024b), VILA (Lin et al., 2024),
CogVLM (Wang et al., 2023), and LLaVA (Li
et al., 2024b), alongside proprietary models in-
cluding GPT-4o1, Claude 3.5 Sonnet2 and Gem-
ini (Team et al., 2023) showing strong perfor-
mance in general domain tasks. However, despite
their sophisticated encoder-decoder architectures

1https://openai.com/index/hello-gpt-4o/
2https://www.anthropic.com/news/claude-3-5-sonnet

Dataset Dataset
Volume

Human
Anno.

Specific
Domain

GPT-4o
Performance

MMStar 1500 ✗ ✗ 62
MM-Vet 218 ✗ ✗ 72
MME 2374 ✓ ✗ –
MMBench 3217 ✓ ✗ 83
MMC 2126 ✓ ✗ 76
MMMU (Full) 11550 ✓ ✗ 63

MMMU (Finance) 390 ✓ Finance -
MME-Finance 1171 ✗ Finance 63
FINMME (Ours) 11099 ✓ Finance 47

Table 1: Comparison with existing benchmarks. FIN-
MME provides a comprehensive and high-quality
dataset for the financial multimodal domain.

for cross-modal understanding, our evaluation re-
veals that these MLLMs significantly underperform
in knowledge-intensive financial tasks, highlight-
ing the need for specialized datasets such as FIN-
MME to advance financial MLLMs.

2.2 Multi-Modal Evaluation Datasets

Recent advancements in MLLMs have demon-
strated exceptional capabilities across a wide array
of complex tasks, including MMStar (Chen et al.,
2024b), MM-Vet (Yu et al., 2023), MME (Fu et al.,
2024a), MMBench (Liu et al., 2024b), MMC (Liu
et al., 2023), MMMU (Yue et al., 2024), and oth-
ers (Li et al., 2023a, 2024a; Huang et al., 2024).
Comprehensive benchmarks are essential not only
to gauge progress in general multimodal reason-
ing but also to pinpoint areas that require further
refinement. However, domain-specific evaluation
remains limited, particularly in the finance domain,
where the high knowledge density and inherent
complexity of financial data demand specialized
evaluation frameworks. More related background
can be found in Appendix A.
Differences from Existing Datasets As shown in
Table 1, existing multimodal benchmarks are con-
strained by data scale, annotation quality, domain
coverage and task complexity3. While the con-
current work MME-Finance (Gan et al., 2024) also
targets financial multimodal evaluation, it faces lim-
itations in data volume and annotation quality. In
contrast, FINMME offers a comprehensive, high-
quality large-scale dataset specifically designed for
financial multimodal tasks. We provide a detailed
comparison with existing financial domain datasets
in Appendix E to highlight the advantages.

3The performance is from official reports or quoted (Fu
et al., 2025). MMMU (Finance) is the domain-specific subset.
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Figure 1: The Comprehensive Taxonomy, Data Examples and Statistical Characteristics of FINMME. The circular
taxonomy diagram shows three core cognitive levels, knowledge categories and domains.

3 FINMME Dataset: High-Quality
Financial Multi-Modal Dataset

FINMME comprises more than 11, 000 high-
quality financial multi-modal samples, with each
sample consisting of multi-modal metadata and
question information. All data undergoes a rig-
orous quality control process to ensure reliabil-
ity. Our dataset design was informed by discus-
sions with six financial domain experts (detailed
consultation records in Appendix B). This section
provides a comprehensive introduction to the Fin-
MME dataset, including detailed data classifica-
tion and statistics (Section 3.1), question-answer
design (Section 3.3), data sources (Section 3.4), an-
notation process (Section 3.5), and quality control
protocols (Section 3.6).

3.1 Statistical Characteristics

The multi-modal metadata encompasses financial
images, image captions, professional research re-
port descriptions, and fine-grained data labels (i.e.,
target markets, asset classes, and detailed data class
labels). The question information includes prob-
lem statements, multiple choice options, standard
answers (with unit and error tolerance ranges for
calculation questions), and question type labels.
Dataset statistics are shown in Table 2.

3.2 Fine-grained Data Labels

Knowledge Domain. FINMME aims to provide
comprehensive coverage of financial knowledge
domains, encompassing 18 core financial domains:
TMT (Technology, Media & Telecom), Consumer,
Pharmaceuticals & Biotechnology, Financials, Real
Estate & Construction, Industrials & Manufac-
turing, Energy & Utilities, Materials & Chemi-

Statistic Number

Dataset Overview

Total Samples 11,099

Cognitive Level Distribution

Comprehensive Understanding 2,333
Fine-grained Perception 6,466
Analysis and Reasoning 2,300

Core Knowledge Domain

Equity Research 7,601
Macroeconomic Research 1,485
Assets Class and Financial Products 2,013

Unique Images 4,458
Average Question Length 24.1
Average Caption Length 10.8

Table 2: Statistical characteristics of the FINMME
dataset, including question types, cognitive levels, and
knowledge domains.

cals, Military & Defense, Transportation & Logis-
tics, Macroeconomic Research, Strategy Research,
Broad Asset Allocation, Equity Research, Fixed
Income, Fixed Income Quantitative, Derivatives &
Commodities, and Fund Products. The taxonomy
is in Figure 1. This extensive coverage effectively
reflects the modern financial knowledge system.
Data Class. FinMME incorporates diverse data
classes, categorized into 10 main classes and 21
subclasses. The main classes comprise Time Se-
ries, Distribution Charts, Proportional Charts, Rela-
tionship Charts, Financial Reports, Risk Analysis,
Market Structure, Geographical Charts, Process
Flow, etc.. To facilitate future research, we have
meticulously annotated each image with both main
class and subclass categories, with details provided
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 In what year does the chart first show revenue 
contribution from 10nm technology?

A: Q1 15 B: Q1 16  C: Q1 17 D: Q1 18

Single Answer Question

TSMC revenue split by technologyCaption

Question

Answer

A: The highest price target shown was 26.46. 
B: The stock price reached its lowest in early 2023. 
C: The stock was covered by analyst as of November 29, 2022. 
D: The SS300 Index followed a downward trend from Jan to Nov 2022.

Based on the chart rating and stock price target history 
chart which of the following statements are correct? 

Question

What is the Compound Annual Growth Rate 
(CAGR) for Upper-Mind category from 2018 to 

2030?

Question

 ACD
Answer

8.81%
Answer

Multiple Answers Question Calculation Question

Rating and stock price target historyCaption Caption India household income level trend

Figure 2: Representative examples of different question types in FINMME dataset.

in Appendix C.
Asset Class. We effectively differentiate the multi-
modal data according to 6 asset classes to support
cross-asset analysis. The dataset covers Equity,
Foreign Exchange, Rates, Commodity, Credits, and
Cross-Asset. These asset class labels enable tar-
geted model evaluation across different market seg-
ments and facilitate the assessment of specialized
knowledge in distinct financial instruments.

3.3 Question-Answer Design

We establish a hierarchical evaluation framework
to comprehensively assess MLLMs’ capabilities in
the financial domain. This framework encompasses
three fundamental dimensions:
Comprehensive Perception. This dimension evalu-
ates models’ ability to perform temporal sequence
recognition, horizontal comparisons, holistic dis-
crimination, and multi-chart analysis. The as-
sessment is primarily conducted through multiple-
choice questions (single answer and multiple an-
swers), focusing on models’ capacity to compre-
hend and interpret complex financial visualizations
and their interrelationships.
Fine-grained Perception. This aspect examines nu-
merical extraction and local variation analysis ca-
pabilities. The evaluation utilizes multiple-choice
questions (single answer and multiple answers) to
assess models’ precision in identifying and ana-
lyzing specific data points and localized patterns
within financial contexts.
Cognition and Reasoning. This dimension encom-
passes data inference, cross-modal understanding,
trend prediction, causal analysis, scenario-based
decision support, and hypothesis analysis. The as-

sessment combines computational problems and
multiple-choice questions to evaluate models’ ad-
vanced reasoning capabilities in financial scenarios,
including their ability to synthesize information
across modalities and make informed predictions.

3.4 Data Sources

Adhering to compliance principles, we collected
over 7, 000 professional research reports and web
page screenshots through a hybrid approach com-
bining manual curation and automated crawling,
from which we extracted high-quality financial im-
ages and associated text. Throughout the collection
process, we prioritized copyright compliance and
selected materials authorized for public dissemi-
nation. All data underwent a rigorous three-stage
cleaning process: automated deduplication, format
standardization, and manual review, ensuring the
authoritativeness and legality of data sources.

3.5 Annotation Process

Annotation Team. We recruited a team of 20 anno-
tators, consisting of 12 Junior annotators and 8 Ex-
perts. Junior annotators with basic finance knowl-
edge were responsible for question review, refor-
mulation, and independent problem-solving. The
Expert group included (i) 4 people from academia
specializing in STEM and finance, holding at least
a master’s degree, and (ii) 4 finance industry pro-
fessionals. These experts were tasked with dataset
question selection, quality assessment, and answer
verification.
Time Investment. The annotation and review pro-
cess required approximately 800 cumulative hours
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Figure 3: The annotation pipeline of FINMME. The process consists of three main stages: (1) Raw Multimodal Data
collection, (2) Annotation through parallel human and LLM annotators to ensure external and internal consistency,
and (3) Quality Control checking where expert reviewers validate consistent annotations and resolve inconsistencies.

of work from the 20-member team, with time esti-
mates aggregated from individual contributions.

3.6 Quality Control Protocol

We designed an innovative quality control method-
ology, as illustrated in Figure 3. While ensuring
dataset quality, we use LLMs to achieve a more ef-
ficient dataset construction process through a three-
stage pipeline. First, we collect and prepare the
raw multimodal data. Second, in the annotation
stage, we employ a parallel annotation strategy
where both human annotators and multiple LLM
annotators independently process the data. This
dual-track approach helps establish both external
consistency (through human annotations) and in-
ternal consistency (through multiple LLM predic-
tions). The annotated data includes questions, op-
tions, answers, captions, and other relevant meta-
data. Finally, in the quality control stage, we im-
plement a consistency-based review process: when
human and LLM annotations align, a single expert
performs a validation check; when discrepancies
occur, multiple experts conduct a thorough review
to determine the final ground truth. This systematic
approach ensures high-quality annotations while
optimizing the efficiency of expert involvement.

3.7 Summary

FINMME distinguishes itself from existing
datasets through three key characteristics: superior
quality, comprehensive coverage, and fine-grained
label annotations. The dataset features high-quality
multi-modal data spanning diverse financial knowl-
edge domains, accompanied by meticulously an-
notated classifications and question-answer pairs.
These distinctive attributes enable effective evalu-
ation of MLLMs’ performance in complex finan-
cial scenarios. The combination of the above posi-
tions FINMME as a robust benchmark for assess-

Instruction

Figure Reference

Caption

Figure 4: Illustration of the evaluation prompt template.

ing multi-modal language models’ capabilities in
professional financial applications.

4 FINMME Benchmark: Comprehensive
Financial Multi-Modal Evaluation

To ensure comprehensive evaluation, we employ a
combination of multiple-choice questions (MCQs)
and computational problems. The MCQs include
both single-answer and multiple-answer formats,
with an increased emphasis on multiple-answer
questions compared to existing datasets. This de-
sign choice aims to better challenge models and re-
duce hallucination tendencies, as multiple-answer
questions require more precise understanding and
exhibit lower tolerance for incorrect selections.

4.1 Hallucination Penalty
For multiple-answer questions, we introduce a scor-
ing mechanism that effectively balances reward for
correct answers with penalties for over-selection.
The raw score for a single multiple-choice question
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is calculated as:

Sq = max(0,
c

n
− i

s
) , (1)

where Sq represents the raw score for a single
multiple-choice question, c is the number of cor-
rect selections, n is the total number of options, i
is the number of incorrect selections, and s is the
total selections made by the model. This formu-
lation penalizes hallucination by reducing scores
proportionally to incorrect selection ratios while
normalizing based on the total options available.

4.2 Knowledge-unbiased Evaluation
Financial knowledge domains inherently vary in
complexity and difficulty. For instance, quan-
titative analysis in derivatives typically presents
greater challenges than basic equity research. To
address these variations and ensure fair evaluation,
we implement domain-normalized scoring:

F =
1

K

K∑

k=1

1

Nk

Nk∑

i=1

Sk,i , (2)

where Sk,i represents the score of the i-th ques-
tion in domain k, Nk is the total number of ques-
tions in domain k, and K is the total number of
domains. This formulation first calculates the av-
erage performance within each domain, then takes
the mean across all domains, ensuring each knowl-
edge domain contributes equally to the final score
regardless of its number of questions.

4.3 FinScore
Financial applications demand both high accuracy
and low hallucination due to the critical nature of
investment decisions. To address this dual require-
ment, we introduce FinScore (F) that combines
domain-normalized performance with hallucina-
tion penalties, reflecting a model’s practical value
in financial contexts.

We first define the hallucination penalty rate PH ,
which represents the average ratio of incorrect se-
lections across the dataset:

PH = mean
(
i

s

)
, (3)

where the mean is calculated across all questions
in the dataset. The final FinScore combines the
domain-normalized score with the hallucination
penalty:

F = F · (1− PH) , (4)

where F is the domain-normalized average score
across all questions and PH is the hallucination
penalty rate. This multiplicative combination en-
sures that models are evaluated on both accuracy
and reliability, with a strong emphasis on penaliz-
ing hallucination. In financial applications where
incorrect predictions can lead to significant risks,
models that hallucinate receive substantially lower
scores regardless of their knowledge accuracy, re-
flecting the critical importance of reliable analysis.

5 Experiment

5.1 Competing MLLMs

To comprehensively evaluate the performance of
current multimodal large language models in the
financial domain, we conducted experiments across
a diverse range of model architectures and pa-
rameter scales. Our evaluation encompasses both
proprietary and open-source models. The pro-
prietary models include GPT4o4, GPT4o-mini,
Gemini Flash 2.0 (Team et al., 2023), Claude
3.5 Sonnet5, Claude 3.5 Haiku6 and Doubao-
1.5V Pro7. For open-source alternatives, we se-
lected Qwen2.5 VL 72B (Yang et al., 2024), In-
ternVL 25-8B8,MiniCPM-O26 (Hu et al., 2024),
DeepSeekVL-2 (Wu et al., 2024), Qwen-2-VL-
72B (Wang et al., 2024), Qwen-2-VL-7B (Wang
et al., 2024), DeepseekVL-2 Small (Wu et al.,
2024), Phi-3 128K (Abdin et al., 2024), Phi-
3.5 V (Abdin et al., 2024) and DeepSeekVL-2
Tiny (Wu et al., 2024).

5.2 Evaluation Methods

Our experimental evaluation was conducted sep-
arately for proprietary and open-source models.
Proprietary models and larger open-source mod-
els were evaluated through commercial API calls,
while smaller open-source models were deployed
locally. All local experiments were performed on
a single NVIDIA H100-level GPU. We utilized
vLLM for efficient local deployment and inference.

5.3 Main Results and Key Insights

Proprietary Models’ Performance. Proprietary
models demonstrate superior performance, with

4https://openai.com/index/hello-gpt-4o/
5https://www.anthropic.com/news/claude-3-5-sonnet
6https://www.anthropic.com/claude/haiku
7https://team.doubao.com/zh/special/doubao_1_5_pro
8https://internvl.opengvlab.com/
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Method Compre. FG Reason. Single. Multi. Cal. Avg. FinScore

Proprietary Models

Gemini Flash 2.0 49.89 59.07 48.71 63.73 54.11 35.59 51.85 20.10
Claude 3.5 Sonnet 45.99 55.28 43.35 59.61 47.59 37.35 48.20 15.61
GPT-4o 44.33 53.49 42.24 58.49 45.74 35.06 46.56 15.34
DouBao-1.5V Pro 44.42 54.33 43.48 58.55 47.36 35.43 47.26 15.03
GPT-4o Mini 41.91 48.47 42.88 52.38 45.42 31.27 43.72 11.70
Claude 3.5 Haiku 29.09 36.21 28.22 41.75 34.98 6.71 29.49 6.41

Open-source Models

Qwen2.5-VL 72B 49.64 60.25 49.44 65.06 54.26 36.60 52.54 20.87
Qwen2-VL 72B 37.11 51.68 33.92 58.05 36.81 32.77 41.72 11.50
InternVL 2.5-8B 37.96 51.83 35.33 59.43 38.60 28.24 41.90 10.42
MiniCPM-O 2.6 37.71 53.17 35.98 60.21 39.05 30.31 42.74 9.77
DeepSeekVL-2 32.91 51.46 29.63 60.41 35.73 18.33 38.08 8.28
Qwen2-VL 7B 34.14 48.17 31.73 54.88 35.07 26.32 41.80 6.91
Qwen2.5-VL 3B 32.53 52.55 30.70 61.29 31.98 30.15 39.87 6.95
DeepSeekVL-2 Small 34.14 51.00 31.55 59.73 34.81 26.85 38.18 6.11
Phi-3 V 27.52 45.59 26.97 54.35 26.57 25.73 34.45 3.87
Phi-3.5 V 25.73 43.37 26.46 51.84 24.24 27.12 33.13 2.85
DeepSeekVL-2 Tiny 23.06 31.48 21.14 37.14 25.97 7.88 24.45 2.05

Table 3: Performance Comparison across different evaluation dimensions.

Gemini Flash 2.0 leading at average score and Fin-
Score. The performance gap between proprietary
and open-source models is most pronounced in
multi-turn reasoning tasks.
Open-source Models’ Performance. Qwen2.5-VL
72B achieves competitive performance comparable
to proprietary models, particularly excelling in fine-
grained perception and single-turn tasks.
Task-Specific Performance. All models perform
better in single-turn tasks compared to multi-turn
reasoning, with an average performance gap of 20-
25%. Calculation questions remain the most chal-
lenging dimension, with even top models achieving
below 40% accuracy.
Financial Domain Adaptation. FinScore reveals
significant gaps in financial domain expertise, with
most open-source models scoring below 12, indicat-
ing room for improvement in financial knowledge
and hallucination control.

5.4 Domain-specific Performance Analysis

Through performance evaluation across 16 dif-
ferent industry domains, we observe significant
variations in model capabilities. In traditional in-

Commodities

Cross Assets

Rates

Foreign Exchange

Equities

Economics

Credit

20%

30%

40%

50%

60%

Model Performance by Asset Category

GPT-4o
GPT-4o Mini

Claude 3.5-Sonnet
Qwen2.5-VL-72B

GMN2-Flash1
DS-VL2-Small

Figure 5: The radar chart of the asset class distribution
of the dataset.

dustrial sectors such as pharmaceuticals, energy,
and metals, models generally demonstrate strong
performance (Gemini Flash 2.0), and energy and
metals sectors consistently maintain scores above
50. However, economics and fixed income sectors
present significant challenges, with even top mod-
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Method Energy Estate Constr. Metals Chem. Econo. Asset Fixed Equity Industrials TMT Trans. General Cons. Pharma Others
Method Energy Estate Deriva. Meteri. Macroe. Assets Strate. Fixed. Equity Indust. TMT Trans. Financial Consum. Pharma Others

Proprietary Models

Gemini Flash 2.0 55.57 56.39 52.63 60.48 54.54 40.57 57.26 42.07 52.24 52.32 60.75 54.75 53.64 65.50 55.43 63.33
Claude 3.5 Sonnet 49.83 50.38 46.20 57.19 53.35 41.51 54.03 42.07 47.86 47.54 56.65 52.33 49.21 59.91 48.91 53.33
GPT-4o 50.00 52.63 47.95 57.19 52.57 41.51 54.03 42.07 46.03 44.02 51.93 48.88 49.04 57.81 45.59 60.00
DouBao-1.5V Pro 48.61 50.38 46.78 56.29 54.22 44.34 47.58 44.14 48.13 46.55 50.43 48.70 49.33 58.97 46.02 53.33
GPT-4o Mini 45.82 48.12 45.61 49.40 49.17 33.96 45.97 37.24 44.31 45.71 43.85 47.84 45.14 51.63 44.28 53.33
Claude 3.5 Haiku 29.79 32.33 33.92 35.33 40.49 32.08 40.32 32.41 31.96 30.94 34.29 39.21 29.30 33.92 28.22 36.67

Open-source Models

Qwen-VL-2.5 72B 56.79 57.14 51.46 60.78 58.17 44.34 54.84 38.62 53.05 53.87 58.01 55.27 54.57 64.80 57.16 66.67
Qwen-VL-2 72B 43.55 41.35 44.44 56.89 49.88 30.19 39.52 37.24 42.32 43.18 45.96 47.15 42.40 53.73 42.69 30.00
InternVL-2.5 8B 44.77 42.86 46.20 50.30 47.20 37.74 51.61 37.24 43.60 41.77 46.83 45.08 44.85 51.52 47.03 56.67
MiniCPM-O 2.6 47.21 49.62 43.27 50.00 47.43 35.85 49.19 38.62 44.18 42.05 47.33 45.94 47.00 55.36 44.86 43.33
DeepSeekVL-2 39.72 47.37 42.69 47.01 43.80 28.30 50.00 37.93 41.92 42.48 45.84 42.66 41.29 49.53 41.82 53.33
Qwen-VL-2 7B 45.99 42.11 41.52 44.01 42.38 30.19 41.13 34.48 38.91 42.05 45.09 40.93 41.35 48.72 41.24 40.00
Qwen-VL-2.5 3B 40.94 48.87 39.77 50.90 45.46 29.25 44.35 37.24 41.82 41.49 47.20 40.93 42.92 51.98 44.57 43.33
DeepSeekVL-2 Small 45.99 48.12 45.03 51.20 45.15 35.85 51.61 33.79 42.73 44.59 47.20 40.59 42.17 51.40 40.52 40.00
Phi-3 V 36.76 39.10 40.94 43.11 42.07 27.36 43.55 31.03 35.67 36.85 38.14 37.31 36.92 42.66 37.05 46.67
Phi-3.5 V 34.15 41.35 34.50 40.42 40.17 32.08 38.71 33.79 33.72 33.47 37.02 37.82 35.06 42.07 34.01 46.67
DeepSeekVL-2 Tiny 31.53 30.08 26.90 29.64 28.89 19.81 36.29 27.59 27.57 26.44 27.20 27.29 24.64 29.95 25.47 43.33

Table 4: Domain-specific Performance Comparison across different sectors and industries.

els scoring below 45 points, indicating persistent
difficulties in complex financial reasoning tasks.
Notably, while smaller models consistently under-
perform across all domains, open-source models
such as Qwen-VL-2.5 72B demonstrate compet-
itive performance against proprietary models in
specific domains, particularly in energy and metals.
These findings not only reveal the current impor-
tance of model scale for domain expertise but also
suggest promising developments in open-source
models’ ability to handle specialized tasks.

5.5 Asset Class Analysis

Analysis of the asset class distribution radar chart
reveals notable performance variations across fi-
nancial asset types. Models demonstrate strongest
performance in the Commodities sector, followed
by moderate performance in Credit and Rates cat-
egories. However, models show relatively weaker
performance in the Foreign Exchange and Eco-
nomics domains.

Notably, GPT4o and Claude 3.5-Sonnet exhibit
robust overall capabilities across most asset classes.
In contrast, smaller-scale models show acceptable
performance only in specific categories like Com-
modities, while demonstrating lower overall effec-
tiveness. These findings highlight the persistent dis-
parities in multimodal large language models’ com-
prehension capabilities within the financial domain,
particularly in more complex areas like Foreign
Exchange and Economics, indicating substantial

Method Single. Multi. Cal. Avg.

GPT-4o 58.49±0.93 45.74±0.77 35.06±0.58 46.56±0.64
Qwen2-VL 7B 58.05±0.85 36.81±0.86 32.77±0.62 41.72±0.57

Table 5: Model Performance with Standard Devia-
tions with 5 runs.

room for improvement.

5.6 Stability Analysis

To assess the robustness and reliability of our eval-
uation framework, we conducted multiple rounds
of testing and analyzed the standard deviations of
model performance across different dimensions.
As shown in Table 5, both GPT-4o and Qwen2-VL
7B demonstrate remarkable stability in their per-
formance. The standard deviations across all eval-
uation dimensions remain consistently below 1%,
with GPT-4o showing variations between 0.58%
and 0.93%, and Qwen2-VL 7B exhibiting fluc-
tuations between 0.57% and 0.86%. These low
variance levels indicate the high reliability and re-
producibility of our evaluation framework, while
also confirming the consistency of model behav-
iors across multiple test runs. The consistently low
standard deviations across different model scales
further validate the robustness of our evaluation
methodology and the quality of our dataset.

6 Conclusion

This paper introduces FINMME, a comprehensive
multimodal evaluation framework for the financial
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domain, comprising high-quality samples across
18 core financial domains. Our experiments demon-
strate that leading MLLMs achieve unsatisfactory
performance on FINMME, highlighting significant
room for improvement in financial applications.
The proposed FinScore metric, incorporating hal-
lucination penalties and domain-normalized scor-
ing, provides a robust evaluation framework for
financial tasks, while maintaining prediction sta-
bility with low standard deviations across differ-
ent prompts. Future work will focus on expand-
ing dataset coverage, enhancing evaluation met-
rics, and promoting FINMME’s application in real-
world financial analysis scenarios.

Limitations

Despite FINMME’s carefully curated nature and
substantial sample size, we acknowledge several
limitations. Our evaluation methodology relies pri-
marily on multiple-choice questions and calcula-
tions, which enables objective assessment but may
not fully capture the complexity of real-world fi-
nancial analysis tasks. Complex financial concepts
posed interpretation difficulties even for knowl-
edgeable annotators, potentially introducing subtle
biases despite our quality control protocols. While
FINMME covers diverse financial domains, it may
not capture all scenarios encountered in financial
work due to the vast and evolving nature of the
industry, and currently lacks integration with au-
dio/video content and real-time data analysis. Fi-
nally, although our stability analysis demonstrates
robustness with high-quality inputs, these findings
may not generalize to noisy or distorted inputs,
highlighting that robustness to perturbations repre-
sents an important research direction building upon
FINMME.
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A More Related Work

While traditional multimodal benchmarks focused
on specific tasks like captioning (Chen et al., 2015;
Plummer et al., 2015), VQA (Hudson and Man-
ning, 2019; Goyal et al., 2017; Bigham et al.,
2010), and specialized capabilities (Sidorov et al.,
2020; Yang et al., 2021; Li et al., 2019), finan-
cial datasets such as ConvFinQA (Chen et al.,
2022), FINANCEBENCH (Islam et al., 2023), Fin-
Ben (Xie et al., 2024), CFBenchmark (Lei et al.,
2023), FinTextQA (Chen et al., 2024a) and MME-
Finance (Gan et al., 2024), FinVQA (Bhatia et al.,
2024) either focus solely on language models or
provide limited coverage of multimodal financial
tasks, highlighting the need for comprehensive fi-
nancial multimodal evaluation frameworks.

B Expert Consultation Process Record

Our research design and validation process was
strengthened through extensive consultation with
financial industry experts. Through in-depth inter-
views, we gained valuable insights into real-world
financial analysis workflows and information con-
sumption patterns, which directly informed the
design of FINMME. The expert panel included
diverse professionals from investment banking,
hedge funds, and asset management, with expe-
rience ranging from 5 to 10+ years:

A Investment Banking Professional with 5+
years of experience in ECM (Equity Capital
Markets) and primary market equity issuance

B Hedge Fund Sector Analyst with 10+ years of
experience in industry research, specializing
in new energy sectors

C Hedge Fund Industry Researcher with 5+
years of experience

D Investment Banking Professional with 5 years
of experience in strategic equity and deriva-
tives

E Hedge Fund Industry Researcher with 10
years of experience

F Asset Management Fund Manager with 5
years of experience
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Key findings from our expert consultations high-
lighted several critical aspects that shaped our
dataset design:

Information Hierarchy and Consumption Pat-
terns: Experts consistently emphasized the impor-
tance of structured information access, typically be-
ginning with executive summaries and investment
views before diving into specific areas of interest.
This insight directly influenced our hierarchical
annotation structure in FINMME.

Visual Data Interpretation: Financial profes-
sionals heavily rely on charts and visualizations for
trend analysis and comparative studies. Expert A
and E particularly noted that visual representations
often provide more intuitive insights than textual
information, supporting our focus on diverse chart
types and comprehensive visual analysis tasks.

Multi-source Validation: Expert C highlighted
the practice of cross-referencing multiple sources
and independently verifying data, emphasizing
the importance of accuracy in financial analysis.
This insight reinforced our rigorous quality con-
trol mechanisms and the inclusion of hallucination
penalties in our evaluation metrics.

Domain-specific Requirements: Experts B and
F emphasized the critical role of industry-specific
knowledge and policy understanding, validating
our approach to include comprehensive coverage
across multiple financial domains and asset classes.

Report Quality Variation: Multiple experts
noted significant variations in report quality across
different sources, particularly between domestic
and international research reports. This observation
supported our decision to implement strict quality
control measures and expert validation processes.

These expert insights were instrumental in de-
veloping FINMME’s comprehensive structure, en-
suring its relevance to real-world financial analysis
needs while maintaining high standards of quality
and reliability. The consultation process validated
our approach to creating a benchmark that effec-
tively evaluates MLLMs’ capabilities in handling
complex financial tasks.

C Dataset Details

Our dataset organizes financial charts into 10 main
categories, each with specific subcategories to fa-
cilitate precise classification and analysis. The
main categories include Distribution Charts, Fi-
nancial Charts, Flow Charts, Geographical Charts,
Line Charts, Market Structure Charts, Proportional

Charts, Relational Charts, Risk Distribution Charts,
and Others. Each main category is further divided
into specialized subcategories that capture specific
visualization techniques and purposes. For exam-
ple, Distribution Charts include histograms, box
plots, and violin plots, while Financial Charts en-
compass line charts, K-line charts, and area charts.
This hierarchical organization enables systematic
evaluation of models’ capabilities across different
visualization types while maintaining clear catego-
rization of financial data representation methods.

D Additional Results

The experimental results demonstrate significant
variations in model performance across differ-
ent knowledge domains in financial analysis.
Qwen25vl72b emerged as the leading performer,
achieving exceptional scores particularly in con-
sumer sectors and other specialized categories, sug-
gesting that its architectural design and training
approach are particularly well-suited for financial
multimodal tasks. This performance advantage per-
sisted across multiple domains, indicating robust
and generalizable capabilities.

Notably, model size did not consistently corre-
late with performance effectiveness. This suggests
that architectural choices and training strategies
may be more crucial than raw model size for finan-
cial analysis tasks.

Domain complexity emerged as a significant
factor in model performance patterns. Models
generally excelled in sectors requiring straightfor-
ward analysis, such as consumer goods and TMT
sectors, where performance consistently exceeded
50% across leading models. However, significant
challenges were observed in complex domains like
broad asset allocation and strategy research, where
most models struggled to achieve scores above
45%. This performance gap highlights the increas-
ing difficulty models face when dealing with multi-
factor analysis and complex financial reasoning.

These findings carry important implications for
the future development of multimodal models in
finance. The success of specialized architectures
like Qwen25vl72b suggests that domain-specific
optimization may be more valuable than pursuing
larger model sizes. Future research should focus on
improving model performance in complex analyt-
ical domains while maintaining the strong perfor-
mance observed in straightforward tasks. Addition-
ally, the results emphasize the need for balanced
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capabilities across different financial sectors, par-
ticularly in areas requiring sophisticated reasoning
and multi-factor analysis.

E Dataset Comparison

As shown in Figure 7, we compare FINMME with
two other prominent financial multimodal datasets:
MME-Finance and MMMU-Finance. The compar-
ison reveals distinct characteristics and use cases
for each dataset:

FINMME stands out with its high data qual-
ity and comprehensive coverage, containing more
than 11,000 items across 3 core categories and 15
knowledge domains. It features professional-grade
labeling with fine-grained annotations across 21
sub-types, providing detailed categorization of fi-
nancial content. The dataset’s comprehensive cov-
erage spans 6 asset classes, establishing a struc-
tured hierarchy across multiple financial domains.
A distinguishing aspect is its rigorous quality con-
trol system, implemented through expert validation
processes that ensure the highest standards of finan-
cial accuracy and relevance.

MME-Finance offers a different focus with
4,080 items and 38 class labels. This dataset primar-
ily emphasizes technical charts and trading data,
making it particularly suited for market analysis
applications. However, it employs general-purpose
labeling without fine-grained annotations, resulting
in less detailed categorization compared to FIN-
MME. While it covers various financial aspects, its
domain coverage is more limited, and the overall
data quality is lower than FINMME, particularly
in terms of annotation depth and expert validation.

MMMU-Finance is the most specialized of the
three datasets, containing 390 items with a focused
scope. It concentrates on fundamental business
metrics such as sales, dividends, and investments,
making it particularly relevant for corporate finan-
cial analysis. The dataset is structured around two
primary question types and image types, with cover-
age limited to two sub-fields. Like MME-Finance,
it employs general-purpose labeling without de-
tailed annotations, which constrains its utility for
complex financial analysis tasks.

This comparison highlights FINMME’s unique
position in providing comprehensive, high-quality
financial multimodal data with professional-grade
annotations. While MME-Finance offers broader
coverage of technical trading data and MMMU-
Finance specializes in business metrics, FINMME

delivers the depth and quality necessary for ad-
vanced financial analysis and model evaluation
across multiple domains and asset classes. The
combination of extensive coverage, detailed anno-
tations, and rigorous quality control makes FIN-
MME particularly well-suited for developing and
evaluating sophisticated financial analysis models.

F Additional Cases

To provide a comprehensive view of model perfor-
mance across different question types and difficulty
levels, we present additional examples from our
evaluation in Figures 8-17. These examples show-
case various financial analysis scenarios. The cases
demonstrate both successful and failed attempts by
models, highlighting where current models excel
and where they still face challenges. For instance,
while models generally perform well on straight-
forward chart reading tasks, they often struggle
with complex numerical calculations or when deep
financial domain knowledge is required. These ex-
amples also illustrate common error patterns, such
as hallucination in numerical responses and mis-
interpretation of complex financial relationships,
providing valuable insights for future model im-
provements.
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s

Real Estate & Construction
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Materials & Chemicals

Macroeconomic Research

Broad Asset Allocation

Strategy Research

Fixed Income

General Equity Research

Industrials & Manufacturing TMT

Transportation & Logistics

General Financial
Consumer

Pharma & Biotech
Others

gpt4o

gpt4omini

gmn2flash1

claude35sonnet

claude35haiku

doubao15vpro32k

minicpmo26

qwen25vl72b

qwen25vl3b

qwen2vl72b

internvl25-4b

dsvl2

dsvl2tiny

phi35v

phi3v128k

50.0 52.6 48.0 57.2 52.6 41.5 54.0 42.1 46.0 44.0 51.9 48.9 49.0 57.8 45.6 60.0

45.8 48.1 45.6 49.4 49.2 34.0 46.0 37.2 44.3 45.7 43.9 47.8 45.1 51.6 44.3 53.3

55.6 56.4 52.6 60.5 54.5 40.6 57.3 42.1 52.2 52.3 60.7 54.7 53.6 65.5 55.4 63.3

49.8 50.4 46.2 57.2 53.4 41.5 54.0 42.1 47.9 47.5 56.6 52.3 49.2 59.9 48.9 53.3

29.8 32.3 33.9 35.3 40.5 32.1 40.3 32.4 32.0 30.9 34.3 39.2 29.3 33.9 28.2 36.7

48.6 50.4 46.8 56.3 54.2 44.3 47.6 44.1 48.1 46.6 50.4 48.7 49.3 59.0 46.0 53.3

47.2 49.6 43.3 50.0 47.4 35.8 49.2 38.6 44.2 42.1 47.3 45.9 47.0 55.4 44.9 43.3

56.8 57.1 51.5 60.8 58.2 44.3 54.8 38.6 53.1 53.9 58.0 55.3 54.6 64.8 57.2 66.7

40.9 48.9 39.8 50.9 45.5 29.2 44.4 37.2 41.8 41.5 47.2 40.9 42.9 52.0 44.6 43.3

43.6 41.4 44.4 56.9 49.9 30.2 39.5 37.2 42.3 43.2 46.0 47.2 42.4 53.7 42.7 30.0

44.8 42.9 46.2 50.3 47.2 37.7 51.6 37.2 43.6 41.8 46.8 45.1 44.8 51.5 47.0 56.7

39.7 47.4 42.7 47.0 43.8 28.3 50.0 37.9 41.9 42.5 45.8 42.7 41.3 49.5 41.8 53.3
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Figure 6: The heatmap of the knowledge domain distribution of the dataset.
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Items                  

Question Type        

Image Type
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Sample Data

General Label

Low Data Quality

FinMME MME-Finance MMMU-Finance

High Data Quality
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Sample Data Sample Data
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Figure 7: Data Comparison with related works.
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Question Type

Caption

Single Answer Question

France Political Research

Question
What is the historical low point of Macron's approval 
ratings?

A: 21%

B: 24%

C: 28%

D: 19%

Ground Truth
B

GPT4o Output B

Macron's lowest approval rating was 21%, recorded during the 2018 'yellow vest' crisis. The current 
24% rating is close but not the lowest. Graphical data in Fig. 24 confirms this. The correct answer 
is 21% (Option A).

Figure 8: Additional examples of questions in FINMME.
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Question Type

Caption

Single Answer Question

Trends in China's real estate sector

Question In February 2023, which line showed the highest 
negative percentage change in year-on-year 
floor space?

A: Floor Space under Construction

B: Floor Space of Newly-started Buildings

C: Floor Space of Buildings Completed

D: Real Estate FAI

Ground Truth

GPT4o Output

A

B
In February 2023, the black line (Floor Space of Newly-started Buildings) shows the steepest decline, 
reaching the lowest negative percentage change among all categories. Thus, the correct answer is B: 
Floor Space of Newly-started Buildings.

Figure 9: Additional examples of questions in FINMME.
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Question Type

Caption

Calculation Question

Salesforce's Historical Closing Price and Target Price

Question
What is the difference between the highest 
closing price and the lowest closing price 
observed in the chart?

Ground Truth
75

GPT4o Output 250

To determine the difference between the highest and lowest closing prices in the chart, we identify 
the peak and trough of the closing price line (teal color). The highest observed closing price is 
around USD 350, while the lowest is approximately USD 100. The difference is: 
350−100=250350−100=250 Thus, the difference between the highest and lowest closing prices 
is USD 250.

Figure 10: Additional examples of questions in FINMME.
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Question Type

Caption

Multiple Answers Question

Aggregate contrarian sell signal as of 08 Mar 2024

Question
Which inputs are associated with contrarian sell 
signals as of 08 Mar 2024?

A: Short int. equity ETFs 
B: Risk appetite 
C: Vol target EQ alloc. 
D: Money market 3m flow

Ground Truth
BC

GPT4o Output ABC

The contrarian sell signals are highlighted in red bars, indicating elevated risk levels. Observing the 
chart, Short int. equity ETFs, Risk appetite, and Vol target EQ alloc. have strong red bars, suggesting 
they contribute to the contrarian sell signal. Money market 3m flow does not show a similar impact. 
Thus, the correct answers are: A: Short int. equity ETFs, B: Risk appetite, C: Vol target EQ alloc.

Figure 11: Additional examples of questions in FINMME.
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Question Type

Caption

Multiple Answers Question

The nature data ecosystemThe nature data ecosystemThe nature data ecosystem

Question
Which organizations contribute to the 
'Sustainable food' topic?

A: Planet Tracker

B: Bloomberg

C: FAIRR

D: Regen10

Ground Truth
ACD

GPT4o Output ACD

The 'Sustainable food' topic in the image includes contributions from Planet Tracker, FAIRR, 
World Benchmarking Alliance, and Regen10. Comparing these with the answer choices, Planet 
Tracker (A), FAIRR (C), and Regen10 (D)are correct, while Bloomberg (B) is not listed under this 
category. Thus, the correct answers are A, C, and D.

Figure 12: Additional examples of questions in FINMME.
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Question Type

Caption

Single Answer Question

EBIT Margins for Various Sectors Pre and Post Earnings Season

Question
Which sector had the highest EBIT margin for 
FY2023 post-earnings season?

A: Semi. & Semi. Eqpt.

B: Media & Ent.

C: Software & Svcs.

D: Commercial & Professional Svcs.

Ground Truth
A

GPT4o Output A

For FY2023 post-earnings season, the Semi. & Semi. Equipment sector had the highest EBIT 
margin at 22.4%, followed by Media & Entertainment at 20.2%, and Commercial & Professional 
Services at 19.9%. Since Semi. & Semi. Equipment recorded the highest margin, the correct 
answer is A: Semi. & Semi. Eqpt.

Figure 13: Additional examples of questions in FINMME.
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Question Type

Caption

Calculation Question

Personal income tax  of GDP for the top 10 economies

Question

What is the approximate income tax as a 
percentage of GDP for the US in 2020?

Ground Truth
60

GPT4o Output 45

The US is represented by the teal line in the chart. Observing its position in 2020, it is slightly above 
the 40% mark but below 50%. Comparing with nearby labeled countries, the US income tax as a 
percentage of GDP appears to be around 45% in 2020.

Figure 14: Additional examples of questions in FINMME.
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Question Type

Caption

Single Answer Question

China's solar module exports by region in 2023.

Question
Which region has the highest share of China's 
solar module exports in 2023? 

A: Europe

B: Asia

C: North America

D: South America

Ground Truth
A

GPT4o Output A

The pie chart shows that Europe has the highest share of China’s solar module exports in 
2023, accounting for 51%, followed by Asia (27%). Since Europe has the largest portion, 
the correct answer is: A: Europe.

Figure 15: Additional examples of questions in FINMME.
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Question Type

Caption Exports of MLCC and inductors to the consumerial

Question

Calculate the percentage difference between 
the peaks of both sectors in 2023/11

Ground Truth
13.7%

GPT4o Output 100%

Calculation Question

In November 2023, consumer electronics peaked at 20%, and automotive/industrial 
machinery at 10%. The percentage difference is:

20−1010×100=100%1020−10​×100=100%

Thus, the difference is 100%.

Figure 16: Additional examples of questions in FINMME.
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Question Type

Caption

Calculation Question

cash flow from operations for major oil companies

Question

What is the average relative exposure of the 
companies listed in the chart?

Ground Truth
1.37%1.37%

GPT4o Output 1.3%

The average relative exposure of the companies listed in the chart is calculated by summing their 
individual exposures and dividing by the total number of companies. The total exposure sums up 
to 13.7% across 10 companies, including Shell, BP, TOT, ENI, EQNR, REP, OMV, GALP, XOM, and CVX. 
Dividing this total by the number of companies gives an average relative exposure of 1.37%.

Figure 17: Additional examples of questions in FINMME.

29489


