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Abstract

Data synthesis has become a crucial research
area in large language models (LLMs), espe-
cially for generating high-quality instruction
fine-tuning data to enhance downstream perfor-
mance. In code generation, a key application
of LLMs, manual annotation of code instruc-
tion data is costly. Recent methods, such as
Code Evol-Instruct and OSS-Instruct, leverage
LLMs to synthesize large-scale code instruc-
tion data, significantly improving LLM coding
capabilities. However, these approaches face
limitations due to unidirectional synthesis and
randomness-driven generation, which restrict
data quality and diversity. To overcome these
challenges, we introduce Tree-of-Evolution
(ToE), a novel framework that models code
instruction synthesis process with a tree struc-
ture, exploring multiple evolutionary paths to
alleviate the constraints of unidirectional gen-
eration. Additionally, we propose optimization-
driven evolution, which refines each genera-
tion step based on the quality of the previ-
ous iteration. Experimental results across five
widely-used coding benchmarks—HumanEval,
MBPP, EvalPlus, LiveCodeBench, and Big-
CodeBench—demonstrate that base models
fine-tuned on just 75k data synthesized by our
method achieve comparable or superior perfor-
mance to the state-of-the-art open-weight Code
LLM, Qwen2.5-Coder-Instruct, which was fine-
tuned on millions of samples.

1 Introduction

Recently, data synthesis has become a focal point
in large language model (LLM) research (Liu et al.,
2024). In the post-training phase (Ouyang et al.,
2022), LLMs rely heavily on high-quality instruc-
tion fine-tuning data to align with user needs and
improve their performance across various down-
stream tasks (Zhou et al., 2023; Xu et al., 2023).

∗ Corresponding Author. Our code, data, and model
checkpoints are available at: https://github.com/
CodeLLM-Research/Tree-of-Evolution

Code
Seed

Code
Ins.

Code
Ins.

Code
Ins.

Code
Ins.

Code
Ins.

Code
Ins.

Code
Ins.

Code
Ins.

Code
Ins.

Code
Ins.

Code
Ins.

Code
Ins.

Code
Ins.

Code
Seed

Code
Ins.

Code
Seed

Code
Ins.

Code
Ins.

Code
Ins.

OSS
Instruct

Code Evol
Instruct

Tree-of-Evolution
(Ours)

Figure 1: Comparison between our Tree-of-Evolution
method and previous unidirectional code instruction syn-
thesis approaches. Yellow indicates randomness-driven
generation in prior methods, while Green and Red high-
light our optimization-driven evolution, denoting "go"
and "stop" decisions, respectively.

Among these, code generation is a particularly im-
portant application (Li et al., 2023a; Rozière et al.,
2023; Guo et al., 2024). However, obtaining high-
quality code instruction data by human program-
ming expert annotation is often prohibitively ex-
pensive (Conover et al., 2023). To address this,
recent studies have leveraged data synthesis meth-
ods, using LLMs such as GPT-4 (OpenAI, 2023) to
generate large-scale code instruction datasets (Wei
et al., 2023; Luo et al., 2024c). These methods
have proven highly effective in enhancing the cod-
ing capabilities of LLMs.

As depicted in Figure 1, the two most widely
used methods for code instruction synthesis are
Code Evol-Instruct (Luo et al., 2024c) and OSS-
Instruct (Wei et al., 2023). Code Evol-Instruct
employs heuristic prompts to iteratively gener-
ate more complex code instructions from exist-
ing ones, while OSS-Instruct utilizes pre-designed
prompts to create new instructions inspired by ran-
dom code snippets from GitHub. Both methods
can be viewed within an unified framework: start-
ing with a seed input, either a code instruction or
a code snippet, the data synthesis model applies
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predefined strategies to generate new instructions.
However, these methods for code instruction syn-
thesis face two key limitations: (1) Unidirectional
synthesis: These methods predominantly adopt
an unidirectional synthesis approach, expanding
seed data along a single trajectory. However, effec-
tive data synthesis requires a more thorough explo-
ration (Zeng et al., 2024). By not fully exploring
multiple evolutionary paths, these methods limit
the diversity of the generated data, which is a key
factor in improving LLM performance (Bukharin
et al., 2024). (2) Randomness-driven genera-
tion: Existing approaches rely on code seeds or
pre-defined methods in the prompts to randomly
generate new code instructions. This randomness-
driven approach fails to consistently ensure high-
quality outputs. As highlighted in LIMA (Zhou
et al., 2023), the quality of data is crucial during
the instruction fine-tuning phase, as low-quality
data can degrade model performance.

In this work, we propose Tree-of-Evolution
(ToE) for code instruction synthesis. To address
the limitations of unidirectional synthesis, we intro-
duce a tree-based synthesis that explores multiple
evolutionary directions at each node, all originating
from the same code snippet as a seed. Each gener-
ated instruction is evaluated using a quality scoring
function that considers both challenge and diver-
sity. Challenge is assessed based on instruction
complexity, driving the generation of instructions
that require deeper reasoning and more sophisti-
cated decision-making, thus improving the model’s
ability to handle harder code generation tasks (Luo
et al., 2024c). Diversity is encouraged by measur-
ing distance between the candidate and existing in-
structions, preventing repetitive outputs that hinder
generalization, as emphasized in prior work (Wei
et al., 2023; Bukharin et al., 2024).

Inspired by Optimization by Prompting (Yang
et al., 2024), we introduce an optimization-driven
evolution process to enhance the quality of syn-
thesized instructions. This process employs the
Beam Search algorithm (Freitag and Al-Onaizan,
2017), which retains only the top-n nodes based
on their quality scores and ensures that only nodes
surpassing the scores of their parent nodes continue
to evolve. The optimization target of the iterative
evolution process is to continuously improve the
scores of previous generated instructions, guiding
the synthesis toward higher-quality outputs while
mitigating the randomness-driven limitations inher-

ent in previous methods.
To evaluate the effectiveness of our proposed

method, we applied it to synthesize code in-
struction data for fine-tuning base LLMs. Ex-
perimental results across 5 widely-used coding
benchmarks—HumanEval (Chen et al., 2021),
MBPP (Austin et al., 2021), EvalPlus (Liu et al.,
2023), LiveCodeBench (Jain et al., 2024), and Big-
CodeBench (Zhuo et al., 2024)—demonstrate that
with only 75k instruction samples, fine-tuned on the
same open-source LLMs, our approach achieves
performance comparable to or better than the
state-of-the-art (SOTA) open weight Code LLM,
Qwen2.5-Coder-Instruct (Hui et al., 2024), across
various model sizes, which was fine-tuned on mil-
lions of closed-source instruction samples.

Our contributions can be summarized as follows:

• We introduce the Tree-of-Evolution frame-
work for code instruction synthesis, which
addresses the limitations of unidirectional
synthesis and randomness-driven generation
present in previous methods.

• We present an optimization-driven evolution
process in our ToE that enhances the synthesis
procedure, ensuring the consistent generation
of high-quality data.

• We demonstrate the effectiveness of our ap-
proach through extensive experiments across
multiple coding tasks, achieving performance
on par with, or surpassing, SOTA open-weight
Code LLMs while using significantly fewer
training samples.

2 Related Work

Recent research has extensively explored the
application of LLMs to code-related tasks, fo-
cusing on code understanding and generation.
Notable contributions include Codex (Chen
et al., 2021), Santacoder (Allal et al., 2023),
CodeGemma (Google, 2024), CodeGen-Series (Ni-
jkamp et al., 2023b,a), CodeT5&Plus (Wang et al.,
2021, 2023), CodeGeeX (Zheng et al., 2023b), Star-
Coder1&2 (Li et al., 2023a; Lozhkov et al., 2024),
CodeLlama (Rozière et al., 2023), DeepSeek-
Coder (Guo et al., 2024), Codestral (Mistral, 2024),
Granite (Mishra et al., 2024), YiCoder (01.AI,
2024), OpenCoder (Huang et al., 2024), and
QwenCoder-Series (Hui et al., 2024). These ad-
vancements highlight the increasing trend of lever-
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with writing a
function format_parameter_key(key:
str) -> str that formats a command-line
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Candidate Instruction: Create a function
that processes a configuration key by
removing all underscores and
prepending 'config-' to the result by
performing the following steps: ...

Candidate Instruction: Develop a
command-line tool that processes a
mixture of flags and key-value pairs for
various operations. The arguments need
to be parsed, validated, and the
corresponding operations ... 

Candidate Instruction: You are tasked
with developing a sophisticated command-
line argument processor for a new
bioinformatics tool. The tool expects a list
of arguments that will define the specific
parameters ... 

Figure 2: The pipeline of our Tree-of-Evolution framework for code instruction synthesis, encompassing tree-based
synthesis, quality evaluation, and optimization-driven evolution, aims to generate high-quality instruction data
starting from random code snippets.

aging powerful base LLMs to enhance code gener-
ation capabilities.

To enhance the capabilities of open-source
LLMs for code generation in the post-training
phase, recent works have leveraged data synthesis
methods to generate large-scale code instruction
data for supervised fine-tuning (Chen et al., 2023b;
Zheng et al., 2024a; Li et al., 2024; Yuan et al.,
2024; Luo et al., 2024a; Zeng et al., 2024). For in-
stance, Chaudhary (2023) employs the self-instruct
method (Wang et al., 2022) to generate training
data, while Magicoder (Wei et al., 2023) leverages
code snippets from GitHub. SelfCodeAlign (Wei
et al., 2024) demonstrates the potential of directly
utilizing the base model for data synthesis. Wiz-
ardCoder (Luo et al., 2024c) introduces the Code
Evol-Instruct approach to progressively increase
the complexity of coding tasks. As discussed in
the introduction, these prior methods often rely
on randomness-driven and unidirectional synthesis,
limiting the quality and diversity of synthesized
instructions. In contrast, our Tree-of-Evolution
models code instruction synthesis with a tree struc-
ture, employing an optimization-driven approach
to mitigate these limitations.

3 Tree-of-Evolution

3.1 Overview

An overview of our Tree-of-Evolution framework
is provided in Figure 4. ToE is an novel approach to
code instruction synthesis, modeling the process as
a tree structure. Starting with an initial code seed,
s0, sourced from a random code snippet on GitHub,
the framework employs tree-based synthesis to ex-
plore multiple evolutionary paths in parallel. The

quality of each leaf node (synthesized instruction)
is evaluated systematically using a scoring function
V (s), enabling an optimization-driven evolution
process in subsequent iterations.

3.2 Tree-Based Synthesis
In our framework, the synthesis process is struc-
tured as a hierarchical tree T = (S,E), where S
denotes the set of nodes (code instructions) and
E represents the directed edges corresponding to
evolutionary transformations. Each node s ∈ S
represents a specific code instruction, and each
edge (si, sj) ∈ E represents a transformation
f : si → sj that derives a new instruction.

The synthesis begins with the root node s0, ini-
tialized as a random code snippet. At each evolu-
tionary round r, a data synthesis model G(pθ, sr, k)
generates k candidate instructions for each node
sr ∈ Sr, where Sr is the set of active nodes at
round r. Formally, the candidate instructions are
sampled as:

{s(1), s(2), . . . , s(k)} ∼ G(pθ, sr, k),

where pθ denotes the parameters of the data syn-
thesis model. These candidate instructions are then
added to the tree as child nodes, forming edges
(sr, s

(i)) for i = 1, . . . , k. This process contin-
ues iteratively until a termination criterion is met,
such as reaching a maximum tree depth dmax or
when the generated instructions fail to meet quality
standards.

3.3 Quality Evaluation
The quality of synthesized instructions in previous
randomness-driven methods lacks systematic eval-
uation and control. To address this, our ToE frame-
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work employs a quality scoring function V (s) to
assess the quality of each node s. The overarching
goal is to synthesize high-quality instruction data
for Code LLM post-training, thereby enhancing its
code generation capabilities. Ideally, the scoring
function V (s) should correlate with the model’s
final code generation performance. However, di-
rectly predicting the impact of a single instruction
on overall performance is challenging. Drawing
inspiration from prior work on Code LLM post-
training, we identify challenge and diversity as two
critical factors for instruction fine-tuning data (Wei
et al., 2023; Yu et al., 2023; Luo et al., 2024c).

Challenge is important, as overly simplistic data
fails to prepare the model for handling complex
code generation tasks. Diversity is equally crucial
to prevent overfitting and to preserve the model’s
generalization capabilities, as similar or redundant
data can hinder its adaptability to new tasks. Based
on these insights, our scoring function V (s) is de-
signed to evaluate each node s by quantifying its
challenge and diversity level, ensuring the synthe-
sis process consistently produces high-quality and
impactful instructions. For challenge, the complex-
ity of a given code instruction is assessed using the
LLM-as-a-Judge paradigm (Zheng et al., 2023a;
Luo et al., 2024b). A complexity evaluation agent
is employed to assign a challenge score to each
instruction, with a scale ranging from 1 (minimal
challenge) to 10 (exceptionally challenging). For-
mally, the challenge score is defined as:

Vcomp(s) = C(pθ, s),

where C(pθ, s) represents the evaluation function
implemented by the agent.

For diversity, it is assessed by comparing the
candidate instruction s against a database of in-
structions selected from the current round. This
database contains the most challenging instruction
from each tree, excluding the tree to which s be-
longs. By avoiding comparisons within the same
tree, we address the inherent similarity of instruc-
tions derived from the same seed, which could oth-
erwise distort the evaluation of s’s contribution
to overall diversity. The diversity score Vdiv(s) is
defined as the distance between s and its closest
match in this external database:

Vdiv(s) = min
se∈DB

D(s, se),

where DB denotes the database of top-challenging
instructions from other trees in the current round,

and D(·, ·) is a similarity metric. The similar-
ity metric first transforms the code instructions
into vectors using embedding models and then
calculates the cosine distance. This approach en-
sures that diversity is evaluated globally, fostering
a dataset that spans a wide range of topics and
avoids redundancy within the synthesized instruc-
tions. The overall quality score combines them:

V (s) = Vcomp(s) + Vdiv(s),

where challenge and diversity are considered
equally important.

3.4 Optimization-Driven Evolution
Unlike the randomness-driven generation ap-
proaches of previous methods (Wei et al., 2023;
Luo et al., 2024c), our ToE framework introduces
optimization-driven evolution. In each synthesis
round, the quality scoring function V (s) evaluates
each active node s based on its challenge and di-
versity levels. To determine which nodes advance
to the next round of tree-based evolution, we em-
ploy the Beam Search algorithm (Freitag and Al-
Onaizan, 2017), retaining only the top-n nodes
based on their quality scores:

Snext = {s ∈ Sactive | V (s) ≥ V(n)},

where V(n) denotes the n-th highest score in Sactive.
To further guide the data synthesis model in

generating higher-quality instructions, the scores
of parent nodes V (sparent), including their chal-
lenge Vcomp(sparent) and diversity Vdiv(sparent) com-
ponents, are communicated as explicit optimiza-
tion objectives. The synthesis model is tasked with
generating new instructions schild that satisfy the
condition:

V (schild) ≥ V (sparent).

If a newly synthesized instruction schild fails to
meet this criterion, its corresponding branch is
stopped. By iteratively incorporating feedback and
optimizing for both challenge and diversity levels,
the framework can systematically evolve a dataset
of code instructions.

3.5 Data Collection and Training
Using our ToE framework, we iteratively synthe-
size a large volume of high-quality code instruc-
tions. However, the synthesis process must termi-
nate to balance efficiency and quality. The process
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halts when the tree reaches a predefined maximum
depth, effectively managing computational costs
and avoiding excessive complexity. Additionally,
as described in the optimization-driven evolution,
branches are pruned if newly generated nodes are
not among the top-n nodes or fail to surpass their
parent nodes in quality. These termination crite-
ria ensure both efficiency and the production of
high-quality synthesized instructions.

After completing the tree-based synthesis pro-
cess, we collect data from each tree using a straight-
forward, round-by-round method, similar to Code
Evol-Instruct (Luo et al., 2024c). We begin by rank-
ing the nodes in each round based on their quality
scores, selecting them from highest to lowest. For
each node, we calculate the similarity distance be-
tween it and the previously selected nodes from the
same round within the same tree. To address intra-
tree similarity issues, only nodes with a distance
greater than a predefined threshold are retained.

Upon generating the code instruction data, we
follow previous methods (Wei et al., 2023; Luo
et al., 2024c) by using the same data synthesis mod-
els to generate code responses for each instruction.
While more sophisticated methods (Chen et al.,
2023a; Luo et al., 2024a), such as execution-based
verification (Wei et al., 2024), could improve re-
sponse quality, they fall outside the scope of this
work, which focuses primarily on the synthesis of
code instructions. Furthermore, the data synthesis
models employed are SOTA LLMs that are capable
of producing high-quality responses to a reasonable
extent. After obtaining the instruction-response
pairs, we fine-tune the base LLMs using causal
language modeling loss, masking the prediction of
instructions, in line with prior works (Chiang et al.,
2023; Xu et al., 2023).

4 Experiment

4.1 Setup

We randomly select 5k code snippets as the initial
seed data, sourced from the Stack v1 dataset (Ko-
cetkov et al., 2023), which is derived from GitHub
repositories. For the main experiments, we use the
SOTA proprietary LLM gpt-4o-2024-08-06
as the data synthesis model. To manage compu-
tational costs, each node is allowed to explore up
to 3 different evolutionary paths through random
sampling and undergo 3 rounds of evolution. All
prompts are provided in Appendix A. Using our
ToE framework, we generate approximately 75k

code instructions, with responses synthesized us-
ing the same model. Data examples are shown in
Appendix B. We then follow the approach outlined
in Qwen2.5-Coder (Hui et al., 2024), employing
a 10-gram overlap method to avoid contamination.
For instruction fine-tuning, we employ the SOTA
Code LLM base models, Qwen2.5-Coder-Base, in
our main experiments, using model sizes of 1.5B,
7B, and 14B parameters. Further implementation
details can be found in Appendix C.

4.2 Main Results

HumanEval, MBPP and EvalPlus. To evalu-
ate the effectiveness of our method, we assess
its performance on several popular coding bench-
marks: HumanEval (HE) (Chen et al., 2021),
MBPP (Austin et al., 2021), and their augmented
versions, EvalPlus (Liu et al., 2023). HE consists
of 164 problems, each with an average of 9.6 test
cases. HE-Plus significantly increases the num-
ber of test cases, with an average of 774.8 test
cases per problem. In contrast, MBPP contains
378 programming problems, each with three auto-
mated test cases, while MBPP-Plus expands this
by over 35 times the number of test cases. For com-
parison, we include 10 open-weight Code LLMs
with different sizes, such as WizardCoder (Luo
et al., 2024c), StarCoder2-Instruct (Lozhkov et al.,
2024), CodeLlama-Instruct (Rozière et al., 2023),
MagiCoder-S (Wei et al., 2023), OpenCodeInter-
preter (Zheng et al., 2024b), Yi-Coder-Chat (01.AI,
2024), Qwen2.5-Coder-Instruct (Hui et al., 2024),
CodeQwen1.5-Chat (Bai et al., 2023), OpenCoder-
Instruct (Huang et al., 2024), and DeepseekCoder-
Instruct (Guo et al., 2024). Additionally, we
include 5 SOTA proprietary models for refer-
ence, including o1-mini/preview (OpenAI, 2024),
GPT-4o/mini (OpenAI, 2023), and Claude-3.5-
Sonnet (Anthropic, 2023). Following previous
works, all models generate responses using greedy
decoding, and we report the pass@1 scores.

In Table 1, we compare various proprietary
and open-weight Code LLMs. Since our method
is based on the SOTA base model Qwen2.5-
Coder-Base, the most fair comparison is with the
SOTA open-weight instruction-based Code LLM,
Qwen2.5-Coder-Instruct, which is highlighted in
orange. Across three different model sizes—1.5B,
7B, and 14B—our method achieves performance
comparable to or better than the SOTA open-weight
models. Specifically, for the 1.5B model, we
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Model Size SFT Data HE HE-Plus MBPP MBPP-Plus

Proprietary Models
o1-mini - Closed 97.6 90.2 93.9 78.3
o1-preview - Closed 95.1 88.4 93.4 77.8
GPT-4o - Closed 92.1 86.0 86.8 72.5
GPT-4o-mini - Closed 87.8 84.8 86.0 72.2
Claude-3.5-Sonnet - Closed 89.0 81.1 87.6 72.0

Open-Weight 1B+ Code LLMs
DS-Coder-Instruct 1.3B Closed 65.9 60.4 65.3 54.8
Yi-Coder-Chat 1.5B Closed 69.5 64.0 65.9 57.7
Qwen2.5-Coder-Instruct 1.5B Closed 70.7 66.5 69.2 59.4
Tree-of-Evolution (Ours) 1.5B Open 75.0 66.5 69.6 59.3

Open-Weight 6B+ Code LLMs
DS-Coder-Instruct 6.7B Closed 74.4 71.3 74.9 65.6
CodeLlama-Instruct 7B Closed 40.9 33.5 54.0 44.4
Qwen2.5-Coder-Instruct 7B Closed 88.4 84.1 83.5 71.7
CodeQwen1.5-Chat 7B Closed 83.5 78.7 77.7 67.2
Yi-Coder-Chat 9B Closed 82.3 74.4 82.0 69.0
OpenCodeInterpreter 6.7B Open 76.2 72.0 73.9 63.7
MagiCoder-S 6.7B Open 76.8 70.7 75.7 64.4
OpenCoder-Instruct 8B Open 83.5 78.7 79.1 69.0
Tree-of-Evolution (Ours) 7B Open 87.2 80.5 83.3 69.8

Open-Weight 13B+ Code LLMs
CodeLlama-13B-Instruct 13B Closed 40.2 32.3 60.3 51.1
Qwen2.5-Coder-Instruct 14B Closed 89.6 87.2 86.2 72.8
WizardCoder-v1.0 15B Closed 57.3 51.2 63.5 52.1
Starcoder2-15B-Instruct-v0.1 15B Open 67.7 60.4 78.0 65.1
Tree-of-Evolution (Ours) 14B Open 88.4 82.3 88.1 74.9

Table 1: Comparison of various proprietary and open-weight Code LLMs on HE, MBPP, and EvalPlus (HE/MBPP-
Plus). Our Tree-of-Evolution framework achieves results comparable to or surpassing the SOTA open-weight Code
LLM, Qwen2.5-Coder-Instruct, across different model sizes. Notably, our approach uses only 75k synthesized
training samples, in contrast to the millions of samples used by Qwen2.5-Coder-Instruct.

achieve a 4.3-point higher score on HE, and for the
14B model, we achieve 2 points higher on MBPP-
Plus. Notably, we only use 75k instruction fine-
tuning data, much smaller than the millions of data
used by Qwen2.5-Coder-Instruct. When compared
to the proprietary GPT-4o, our 14B model even
outperforms it on both MBPP and MBPP-Plus.

LiveCodeBench. To further assess the perfor-
mance of our method, we evaluate it using Live-
CodeBench (Jain et al., 2024), a comprehensive
and contamination-free benchmark designed to
evaluate the coding capabilities of LLMs. Live-
CodeBench continuously collects new problems
from leading competitive programming platforms,

including LeetCode,1 AtCoder,2 and CodeForces,3

ensuring a diverse and up-to-date set of challenges.
As of now, it contains over 711 high-quality coding
problems, published between May 2023 and Octo-
ber 2024. Following the standard settings, we use
n=10 and temperature=0.2 for response generation,
and we report the pass@1 scores.

As shown in Table 2, our method achieves com-
parable or even superior performance to the SOTA
open-weight Code LLM, Qwen2.5-Coder-Instruct,
which is trained on millions of data points, across
different model sizes. Notably, for the 1.5B model,
we achieve a 4.3 higher pass@1 score with only

1https://leetcode.com/
2https://atcoder.jp/
3https://codeforces.com/
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Model Size SFT Data LiveCodeBench BigCodeBench

Pass@1 Full Hard

Proprietary Models
o1-mini - Closed 72.0 46.3 23.0
o1-preview - Closed 56.5 49.3 27.7
GPT-4o - Closed 45.7 50.1 25.0
GPT-4o-mini - Closed 39.0 46.9 23.6
Claude-3.5-Sonnet - Closed 50.8 45.3 25.7

Comparing with SOTA Open Weights Code Models
Qwen2.5-Coder-Instruct 1.5B Closed 13.0 32.5 6.8
Tree-of-Evolution (ours) 1.5B Open 17.3 34.2 8.1
Qwen2.5-Coder-Instruct 7B Closed 34.1 41.0 18.2
Tree-of-Evolution (ours) 7B Open 34.4 41.4 20.3
Qwen2.5-Coder-Instruct 14B Closed 43.4 48.4 22.2
Tree-of-Evolution (ours) 14B Open 43.1 45.5 22.3

Table 2: Comparison of various proprietary and SOTA open-weight Code LLMs on LiveCodeBench and Big-
CodeBench Instruct. Our Tree-of-Evolution framework achieves performance comparable to or exceeding the
SOTA open-weight Code LLM, Qwen2.5-Coder-Instruct, across different model sizes. Notably, our approach lever-
ages only 75k synthesized training samples, in contrast to the millions of samples used by Qwen2.5-Coder-Instruct.

75k training samples. When compared to propri-
etary models, our 14B model delivers performance
similar to OpenAI’s GPT-4o. These results further
demonstrate the effectiveness of our method.

BigCodeBench. Unlike previous benchmarks
that focus on algorithmic code generation, Big-
CodeBench (Zhuo et al., 2024) is a challenging
benchmark designed to evaluate models on their
ability to handle complex instructions and make
accurate function calls across diverse external li-
braries. Comprising 1,140 full tasks and 148 hard
tasks, BigCodeBench provides models with instruc-
tions to generate appropriate code, accompanied by
the unit tests to verify its correctness. The bench-
mark covers a wide range of practical programming
tasks, assessing models’ ability to tackle real-world
scenarios involving complex, task-specific libraries.
Following previous works, all models generate re-
sponses using greedy decoding, and we report the
pass@1 scores.

As shown in Table 2, a similar trend emerges
when comparing our method with SOTA open-
weight Code Models. With only 75k instruction
fine-tuning samples, our method achieves perfor-
mance comparable to, or even surpassing, that
of Qwen2.5-Coder-Instruct across different model
sizes. Notably, for the 1.5B model, our method
achieves approximately 2 points higher perfor-

Model HE-Plus MBPP-Plus

Baseline
QW2.5-Coder-7B-Ins. 84.1 71.7

Data synthesis model
GPT-4o 80.5 69.8
QW2.5-72B-Ins. 82.3 72.2

Table 3: Conducting the data synthesis process with
the open-weight LLM, Qwen2.5-72B-Instruct, can even
yield better performance (QW = Qwen).

mance. When compared to proprietary models,
our 14B model demonstrates performance on par
with OpenAI’s o1-mini. These results, particularly
on practical programming tasks, further validate
the effectiveness of our approach.

4.3 Analysis
Synthesis using Open LLMs. In the main exper-
iments, all data were synthesized using the propri-
etary LLM gpt-4o-2024-08-06. One limita-
tion of utilizing an API-based LLM for our tree-
structured instruction evolution is that for each
code seed, we must conduct the tree-based syn-
thesis, which requires multiple API calls. This can
lead to significant money costs, making it less feasi-
ble for those with limited budgets. To address this,
we explore the possibility of replacing the API-
based synthesis model with an open-weight LLM,
enabling users to directly download the model and
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Figure 3: Comparison of performance across different
numbers of instruction fine-tuning samples synthesized
by our ToE framework.
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Figure 4: Comparison of performance with the unidirec-
tional code instruction synthesis methods.

perform the ToE process on their own machines,
thereby eliminating API costs. In this experiment,
we use the SOTA open-weight LLM, Qwen2.5-
72B-Instruct, as the data synthesis model and repli-
cate the same ToE process.

As shown in Table 3, employing the open-weight
LLM, Qwen2.5-72B-Instruct, in our ToE process
achieves superior performance on HE-Plus (+1.8)
and MBPP-Plus (+2.4) compared to the proprietary
LLM, GPT-4o. These results demonstrate that our
ToE framework does not require a proprietary LLM
for data synthesis; in fact, using an open-weight
LLM can yield even better outcomes. Moreover,
this approach eliminates API costs entirely, making
it a cost-effective solution.

Comparing Different SFT Data Size. In our
ToE framework, the intra-similarity threshold can
be adjusted to control the number of code instruc-
tions during the round-by-round data collection. A
lower threshold allows for more samples but re-
duces diversity, as more similar nodes are collected
within the same tree. Conversely, a higher thresh-
old results in fewer samples but increases diversity.
As shown in Figure 3, increasing the number of
samples up to a certain point improves performance
on HE-Plus. However, as the sample size contin-
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Figure 5: Comparison of performance across different
quality scores.

ues to grow, performance on HE-Plus begins to
decline, possibly due to the inclusion of more simi-
lar samples. For MBPP-Plus, performance remains
relatively stable. Consequently, we select 75k sam-
ples to achieve the best overall performance.

Comparing with Unidirectional Synthesis. In
Figure 4, we compare the performance of our ToE
framework with unidirectional code instruction
synthesis methods, OSS-Instruct and Code Evol-
Instruct. All methods use the same seed data, the
same data synthesis model, and fine-tune on the
same Qwen2.5-Coder-7B-Base models. As shown,
our method outperforms the others on the HE-Plus
and MBPP-Plus benchmarks, demonstrating the
effectiveness of our approach.

Comparison of Performance Across Different
Quality Scores. In Figure 5, we present exper-
iments analyzing the correlation between quality
scores and model performance. From our 75k data,
we include only instructions with scores lower than
10 or no less than 10. Training the model with in-
structions scoring no less than 10 yields better per-
formance compared to using instructions scoring
below 10. This result highlights the relationship be-
tween quality scores and final performance, demon-
strating the effectiveness of our scoring strategy.
The mixed 75k data, results in better performance.
This finding is supported by Figure 3, which shows
that increasing the amount of data improves perfor-
mance to a certain extent.

5 Conclusion

In this work, we introduce the Tree-of-Evolution
framework for synthesizing high-quality code
instruction data using a tree structure and
optimization-driven evolution. Experimental re-
sults on five popular code generation benchmarks,
across different model sizes, show that models
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fine-tuned on just 75k synthesized instructions
outperform or match SOTA open-weight models,
Qwen2.5-Coder-Instruct, which are fine-tuned on
millions of samples.

Limitations

Although our framework achieves performance
comparable to, or even better than, SOTA open-
weight models, it still has some limitations:

• One limitation of our ToE framework is that it
requires more time compared to unidirectional
synthesis methods. This is due to the need for
a tree-based synthesis process that explores
multiple evolutionary paths and evaluates the
quality of each node. While this approach
improves performance, it comes with a time
cost as a trade-off.

• Whether our ToE framework can generalize to
non-code generation domains remains uncer-
tain. The framework is primarily designed
to extend existing code instruction synthe-
sis methods, such as OSS-Instruct and Code
Evol-Instruct, which initiate the data synthe-
sis process with code snippets. This starting
point may not easily translate to other do-
mains. Additionally, the quality standards,
challenges, and diversity levels necessary for
optimal performance in code generation are
domain-specific, as demonstrated in previous
works on Code LLMs (Wei et al., 2023; Luo
et al., 2024c).

• Our ToE framework focuses on code instruc-
tion synthesis, utilizing a data synthesis model
to generate code responses for the given in-
structions. Improving the quality of these re-
sponses is beyond the scope of this work. As
discussed in prior research (Luo et al., 2024a;
Wei et al., 2024), refining the quality of code
responses could potentially further enhance
performance. However, given that our ap-
proach already achieves comparable or even
superior performance to SOTA open-weight
Code LLMs, we leave this orthogonal avenue
for future exploration.
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A Prompts

Figure 6, 7, andr̃effig:prompt3 display the prompts
for code instruction generation using a random
code snippet, challenge level evaluation, and
optimization-driven evolution, respectively.

B Examples

Figure 9 provides an example of a synthesized code
instruction based on the given random code snippet.
Figures 10, 11, and 12 show three examples of dif-
ferent synthesized code instructions based on the
same instruction as in Figure 9. Notably, the data
synthesis model generates diverse code instructions
from the same initial input, supporting our claim
in the introduction that multiple evolutionary paths
are necessary to explore different synthesis direc-
tions, as the unidirectional synthesis used in prior
work is suboptimal. Additionally, the challenge
and diversity level scores are included, demonstrat-
ing that these three synthesized instructions achieve
higher overall quality scores than their parent node,
highlighting the effectiveness of our optimization-
driven evolution process. In Figures 13, 14, and 15,
we also present examples of challenge-level judg-
ing, showcasing the careful evaluation process.

C Implementation Details

For the entire data synthesis process, we use
OpenAI’s gpt-4o-2024-08-06 as the data
synthesis model. The temperature is set to 1.0
for code instruction generation, and to 0.0 for
both challenge level judging and response gen-
eration. For diversity evaluation, we utilize
gte-large-en-v1.5 (Li et al., 2023b), a
SOTA embedding model, to embed each instruction
into vectors. We use FAISS (Douze et al., 2024) for
distance calculation, employing the IndexIVFFlat
to build the index and perform approximate nearest
neighbor searching. The diversity score is calcu-
lated as 10 times the distance of the recall top-1
data point.

The ToE process conducts three rounds of evolu-
tion, with each node exploring up to three different
evolutionary paths. Starting with 5k random code
snippets, the first round can synthesize up to 15k
code instructions, the second round up to 45k, and
the third up to 135k. For the beam search and
higher-than-parent node strategies, the top 75% of
nodes are retained for the second and third rounds.
For the final 75k data collection, we use a round-
by-round method. Nodes are ranked within each

round based on their quality scores and selected
from highest to lowest. For each node, we calculate
the similarity distance between it and previously se-
lected nodes from the same round within the same
tree. To address intra-tree similarity issues, only
nodes with a distance greater than 6.0 and a higher
quality score than their parent nodes are retained.
All base models are fine-tuned using 8 A800 GPUs
with a maximum sequence length of 4096, a batch
size of 256, 2 epochs, a learning rate of 5.0e-6, a
cosine learning rate scheduler, and a warmup ratio
of 0.01.

The license of HumanEval is MIT.4 The license
of MBPP is cc-by-4.0.5 The license of EvalPlus
is Apache-2.0.6 The license of LiveCodeBench is
MIT.7 The license of BigCodeBench is Apache-
2.0.8 Our data will be open-sourced under the
Apache 2.0 license.

D Broader Impact

Our research introduces a novel framework for
code instruction synthesis. While our approach
demonstrates comparable or even superior perfor-
mance to open-weight Code LLMs, it does not
guarantee that these models will solve all coding
tasks. Additionally, the synthesized data may con-
tain errors, as it is limited by the capabilities of
the data synthesis models. Therefore, it is crucial
to filter out any erroneous data before deploying
Code LLMs in real-world applications to mitigate
the risk of misuse.

E Use Of AI Assistants

The AI assistant, GPT-4o, is used solely for refining
the writing of our paper.

4https://huggingface.co/datasets/
openai/openai_humaneval

5https://huggingface.co/datasets/
google-research-datasets/mbpp

6https://github.com/evalplus/evalplus
7https://github.com/LiveCodeBench/

LiveCodeBench
8https://github.com/bigcode-project/

bigcodebench
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You are highly skilled at crafting high-quality [Programming Questions] for Code Generation. Your task is to create a high-quality [Programming Question] inspired
by a given [Code Snippet]. Follow the steps below:

Step 1: You will be provided with a [Code Snippet]:  
```python
{example}
```
Analyze the code snippet to identify the key concepts, and create a comprehensive [Concept List].

Step 2: Using the [Concept List] from Step 1, develop a detailed [Plan] for creating the high-quality [Programming Question]. The [Plan] should incorporate several
concepts from the [Concept List].

Step 3: Follow the [Plan] to create the [Programming Question]. The question can involve tasks such as code generation, code editing, code debugging, data science,
etc. The code snippet in Step 1 **CANNOT** appear in the [Programming Question].

Please respond strictly in the following format:

Step 1 [Concept List]:
Step 2 [Plan]:
Step 3 [Programming Question]:

Figure 6: The prompt for synthesizing code instructions using the given random code snippet.

You are highly skilled at evaluating the challenge level of [Programming Questions]. Your task is to assess how effectively each question pushes a student's coding
skills and problem-solving abilities. Based on this evaluation, you will assign a [Final Score] on a scale of 1 to 10 (1 = minimal challenge, 10 = exceptionally
challenging).

## Evaluation Criteria: Challenge
1. Problem Complexity
- Does the question involve intricate logic or require multiple steps to solve?
- Does it necessitate understanding and integrating advanced programming concepts (e.g., recursion, dynamic programming, or concurrency)?

2. Conceptual Depth
- Does the question require deep comprehension of fundamental programming concepts?
- Are students challenged to apply abstract concepts in novel or non-obvious ways?

3. Required Skill Level
- Is the difficulty level appropriate for the intended audience (e.g., beginner, intermediate, advanced)?
- Does the question push students slightly beyond their comfort zone without being excessively discouraging?

4. Edge Cases and Optimization
- Does the question encourage consideration of edge cases or require optimization for efficiency (e.g., time and space complexity)?
- Are brute-force solutions insufficient, prompting students to explore more sophisticated approaches?

## Scoring Guidelines
- 1-3 (Minimal Challenge): Questions are straightforward, with little to no problem-solving required. Suitable for warm-ups or basic concept reinforcement.
- 4-6 (Moderate Challenge): Questions require thoughtful application of concepts but remain solvable using standard techniques. They test foundational skills without
overwhelming the learner.
- 7-8 (High Challenge): Questions demand significant problem-solving effort, incorporating advanced concepts or requiring efficient solutions. They stretch the
learner's abilities and encourage deep engagement.
- 9-10 (Exceptional Challenge): Questions are highly complex and thought-provoking, pushing even advanced learners to their limits. They require innovative
thinking, advanced techniques, and mastery of programming concepts.

## The given [Programming Questions] is:
{example}

## Please respond strictly in the following format:
Step 1 [Judge Reason]: Explain your judge.
Step 2 [Final Score]: Only Number Here!

Figure 7: The prompt for judging the challenge level of the given code instruction.
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You are highly skilled at crafting high-quality [Programming Questions] for Code Generation. Your task is to create a new [Programming Question] inspired by the
provided [Old Question]. Follow the steps below:

Step 1: Review the Provided [Old Question]:
```
{example}
```

An expert has evaluated the **challenge level** of the [Old Question] based on the following criteria:
1. Complexity: Does the question require advanced concepts or multiple steps?
2. Conceptual Depth: Does it challenge fundamental concept application in new ways?
3. Skill Level: Is the difficulty suitable for the audience, pushing their abilities?
4. Edge Cases & Optimization: Does it require handling edge cases or optimizing beyond brute force?
**The challenge level of the [Old Question] is rated as {comp_s} (on a scale of 1 to 10).**

Another expert has evaluated the **diversity** of the [Old Question] based on the following criterion:
1. Diversity: Does the question present less common coding tasks or offer unique problem-solving scenarios?
(1 = minimal diverse, 10 = exceptionally diverse).
**The diversity level of the [Old Question] is rated as {div_s} (on a scale of 1 to 10).**

Analyze the [Old Question] and develop a detailed [Plan] for creating a new [Programming Question] that surpasses the [Old Question] in both **challenge level**
and **diversity level**.

Step 2: Follow the [Plan] to create the [Programming Question]. The new question should offer:
- A higher level of challenge based on the evaluation criteria.
- Greater diversity by incorporating unique or less common coding tasks.
Your final goal is to craft a [Programming Question] that is more challenging and diverse than the provided [Old Question].
Only provide the [Programming Question] in this step. **DO NOT** compare with the [Old Question] and **DO NOT** discuss how complex and diverse of the
question.

Please respond strictly in the following format:

Step 1 [Plan]: Include your plan here!
Step 2 [Programming Question]: Only include your new question here!

Figure 8: The prompt for optimization-driven evolution
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Round1 Generation:
Title: Implementing Linear Interpolation for Gradient Generation

Description:
Linear interpolation is a common technique to generate smooth transitions between values. In this exercise, you will implement a function to create a gradient of colors
using linear interpolation.

Task:
1. Write a Python function `interpolate_color(start_color, end_color, t)` that linearly interpolates between two RGB colors. The function should take the following
parameters:
   - `start_color`: a tuple of three integers representing the starting RGB color (e.g., (255, 0, 0) for red).
   - `end_color`: a tuple of three integers representing the ending RGB color (e.g., (0, 0, 255) for blue).
   - `t`: a floating-point number between 0 and 1 that represents the interpolation factor.

2. The function should return a tuple of three integers representing the interpolated RGB color.

3. You should validate the input to ensure that `t` is between 0 and 1, and the colors are valid RGB tuples with values between 0 and 255.

Example:
```python
def interpolate_color(start_color, end_color, t):
    # Your code here

# Example usage
start = (255, 0, 0)  # Red
end = (0, 0, 255)    # Blue
t = 0.5
interpolated_color = interpolate_color(start, end, t)
print(interpolated_color)  # Expected output is (127, 0, 127)
```

Notes:
- The function should perform interpolation separately for each of the R, G, and B components using the formula: `interpolated_value = (1 - t) * start_value + t *
end_value`.
- Ensure to round the interpolated values to the nearest integer before returning them.

Additional Task:
After writing your function, create a gradient array of 10 colors transitioning from red to blue and print the resulting colors. Use the `interpolate_color` function to
achieve this.

```python
start = (255, 0, 0)  # Red
end = (0, 0, 255)    # Blue
gradient = [interpolate_color(start, end, i / 9) for i in range(10)]
print(gradient)
# Expected output: List of 10 tuples representing the gradient colors
```

-------------------

Challenge Level: 5.0
Diversity Level: 4.42
Overall: 9.42

SEED:
def lerp(a,b,t):
    """ Linear interpolation between from @a to @b as @t goes between 0 an 1. """
    return (1-t)*a + t*b

Figure 9: An example of a synthesized code instruction based on the given random code snippet, including its
challenge and diversity scores.
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Title: Procedural Terrain Generation using Perlin Noise

Description:
Procedural terrain generation is a fundamental technique in game development and procedural content generation. One of the algorithms used for generating realistic
terrain features is Perlin noise. In this exercise, you will implement a function to generate a 2D terrain map using Perlin noise.

Tasks:
1. Write a Python function `generate_perlin_noise(width, height, scale)` to create a 2D array representing a Perlin noise map. The function should take the following
parameters:
   - `width`: an integer representing the width of the map.
   - `height`: an integer representing the height of the map.
   - `scale`: a float representing the scale of the noise.

2. The function should generate Perlin noise values for each point in the 2D array. Use a Perlin noise algorithm to compute these values. Each value should be between
0 and 1.

3. Implement a function `create_terrain_map(noise_map, thresholds)` that converts the noise map into a terrain map. Parameters:
   - `noise_map`: a 2D array containing the Perlin noise values.
   - `thresholds`: a dictionary mapping terrain types to noise value ranges (e.g., {'water': 0.3, 'sand': 0.4, 'grass': 0.7, 'rock': 0.9}).

4. The function should return a 2D array of terrain types based on the provided thresholds.

5. Ensure the functions validate input parameters, such as positive dimensions and valid scale values.

Example:
```python
def generate_perlin_noise(width, height, scale):
    # Your code here

def create_terrain_map(noise_map, thresholds):
    # Your code here

# Example usage:
width = 50
height = 50
scale = 0.1
thresholds = {'water': 0.3, 'sand': 0.4, 'grass': 0.7, 'rock': 0.9}

noise_map = generate_perlin_noise(width, height, scale)
terrain_map = create_terrain_map(noise_map, thresholds)

for row in terrain_map:
    print(' '.join(row))
```

Notes:
- For generating Perlin noise, you can use libraries like `noise` in Python which provides a Perlin noise implementation.
- After generating the noise map, classify each point based on the provided thresholds to create the terrain map.
- Handle edge cases where `width` and `height` are zero or negative, or `scale` is non-positive.

Additional Task:
Visualize the terrain map using a gradient of characters or colors:
- 'W' for water
- 'S' for sand
- 'G' for grass
- 'R' for rock

Modify the given example to print the terrain map such that each terrain type matches the corresponding character.
```python
terrain_map = create_terrain_map(noise_map, thresholds)
char_map = {'water': 'W', 'sand': 'S', 'grass': 'G', 'rock': 'R'}
for row in terrain_map:
    print(' '.join(char_map[cell] for cell in row))
```

-------------------

Challenge Level: 8.0
Diversity Level: 5.60
Overall: 13.60

Figure 10: The first example of a synthesized code instruction based on the code instruction in Figure 9, including
its challenge and diversity scores.
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Title: Generating a Mandelbrot Set with Custom Color Map Scaling

Description:
The Mandelbrot set is a complex fractal defined in the complex plane, and it is a classic example of a set that can be used to create intricate and beautiful visual
patterns. In this exercise, you will implement a function to generate the Mandelbrot set and apply a custom color map to visualize it.

Task:
1. Write a Python function `mandelbrot_set(width, height, max_iter, color_map)` that generates an image of the Mandelbrot set. The function should take the following
parameters:
   - `width`: an integer representing the width of the image in pixels.
   - `height`: an integer representing the height of the image in pixels.
   - `max_iter`: an integer representing the maximum number of iterations to determine if a point is in the Mandelbrot set.
   - `color_map`: a function that takes an integer (the iteration count) and returns a tuple of three integers representing the RGB color.

2. The function should return a 2D list of RGB tuples representing the image of the Mandelbrot set.

3. You should validate the input to ensure that `width` and `height` are positive integers, `max_iter` is a positive integer, and `color_map` is a callable function.

4. Implement the `color_map` function to map iteration counts to RGB colors using non-linear scaling (e.g., logarithmic) to enhance the visual appeal of the fractal.

Example:
```python
def mandelbrot_set(width, height, max_iter, color_map):
    # Your code here

def sample_color_map(iter_count):
    # Custom color map logic (e.g., logarithmic scaling)
    # Your code here

# Example usage
width = 800
height = 600
max_iter = 1000
image = mandelbrot_set(width, height, max_iter, sample_color_map)
# Expected output is a 2D list of (R, G, B) tuples representing the Mandelbrot set
```

Notes:
- The Mandelbrot set is defined by the iterative formula: \( z_{n+1} = z_n^2 + c \), where \( z_0 = 0 \) and \( c \) is the complex coordinate corresponding to each pixel
in the image.
- A point \( c \) is in the Mandelbrot set if the sequence \( \{z_n\} \) remains bounded. Typically, we consider a point to be outside the set if \( |z_n| > 2 \) for any \( n \)
less than `max_iter`.
- Use a complex plane range (e.g., real part between -2.0 and 1.0, imaginary part between -1.5 and 1.5).
- Ensure to optimize the implementation for large images.
- Test your function with different `max_iter` values and color maps to observe the changes in the fractal patterns.

Advanced Task:
After writing your function, create an interactive visualization where the user can zoom into different parts of the Mandelbrot set and dynamically adjust the `max_iter`
and `color_map` parameters. Use a GUI framework like Tkinter or a web-based interface to achieve this.

```python
# Provide a basic structure for the interactive visualization
# You don't need to implement the full GUI code here, just the essential parts to show the interaction

import tkinter as tk

def interactive_mandelbrot():
    # GUI code to interactively adjust parameters
    # Your code here

# Start the interactive application
interactive_mandelbrot()
```

-------------------

Challenge Level: 9.0
Diversity Level: 6.35
Overall: 15.35

Figure 11: The second example of a synthesized code instruction based on the code instruction in Figure 9, including
its challenge and diversity scores.
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Title: Implementing Cubic Interpolation for 3D Points Transition

Description:
Cubic interpolation provides a smooth way to estimate intermediate values between a set of known data points. In this exercise, you will implement a function to
perform cubic interpolation for a set of 3D points.

Task:
1. Write a Python function `cubic_interpolate_points(points, t)` that performs cubic interpolation on a list of 3D points. The function should take the following
parameters:
   - `points`: a list of tuples, where each tuple consists of three floats representing 3D coordinates (e.g., [(0.0, 0.0, 0.0), (1.0, 1.0, 1.0), (2.0, 4.0, 2.0), (3.0, 9.0, 3.0)]).
   - `t`: a floating-point number between 0 and 1 that represents the interpolation factor.

2. The function should return a tuple of three floats representing the interpolated 3D point.

3. Validate the input to ensure that `t` is between 0 and 1, and the list `points` contains at least four 3D tuples.

Example:
```python
def cubic_interpolate_points(points, t):
    # Your code here

# Example usage
points = [(0.0, 0.0, 0.0), (1.0, 1.0, 1.0), (2.0, 4.0, 2.0), (3.0, 9.0, 3.0)]
t = 0.5
interpolated_point = cubic_interpolate_points(points, t)
print(interpolated_point)  # Expected output is a 3D point computed via cubic interpolation
```

Notes:
- Cubic interpolation should be performed separately for each of the x, y, and z coordinates using the Catmull-Rom spline formula.
- Ensure to implement proper data validation for the inputs.
- Use numerical methods to approximate the cubic interpolation.

Additional Task:
After writing your function, generate a smooth path consisting of 20 interpolated points transitioning between the given set of 3D coordinates. Use the
`cubic_interpolate_points` function to achieve this and visualize the resulting path by printing the list of interpolated 3D points.

```python
points = [(0.0, 0.0, 0.0), (1.0, 1.0, 1.0), (2.0, 4.0, 2.0), (3.0, 9.0, 3.0)]
path = [cubic_interpolate_points(points, i / 19) for i in range(20)]
print(path)
# Expected output: List of 20 tuples representing the interpolated 3D points
```

-------------------

Challenge Level: 8.0
Diversity Level: 3.09
Overall: 11.09

Figure 12: The third example of a synthesized code instruction based on the code instruction in Figure 9, including
its challenge and diversity scores.

Step 1 [Judge Reason]: 

1. **Problem Complexity**: The problem involves multiple steps, including generating Perlin noise and converting it into a terrain map based on thresholds. It
requires understanding and implementing a noise algorithm, which is non-trivial and involves intricate logic. The additional task of visualizing the terrain map adds
another layer of complexity.

2. **Conceptual Depth**: The question requires a deep understanding of procedural content generation and Perlin noise, which are advanced topics in game
development. Students must apply these concepts in a novel way to generate and classify terrain.

3. **Required Skill Level**: This problem is suitable for intermediate to advanced students. It pushes students beyond basic programming tasks by requiring them to
integrate and apply advanced concepts. The problem is challenging but not excessively discouraging for the intended audience.

4. **Edge Cases and Optimization**: The problem encourages consideration of edge cases, such as invalid dimensions and scale values. While brute-force solutions
might work for small maps, efficient handling of larger maps and proper use of the Perlin noise algorithm are necessary for optimal performance.

Step 2 [Final Score]: 8

Figure 13: The challenge level evaluation of the synthesized code instruction in Figure 10.
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Step 1 [Judge Reason]: 

1. **Problem Complexity**: The problem involves generating a Mandelbrot set, which requires understanding complex numbers and iterative algorithms. The task
also includes creating a custom color map with non-linear scaling, adding another layer of complexity. The advanced task of creating an interactive visualization
further increases the complexity.

2. **Conceptual Depth**: The problem requires a deep understanding of fractals, complex numbers, and iterative methods. The custom color map necessitates
knowledge of color theory and non-linear transformations. The advanced task involves GUI programming, which requires understanding event-driven programming
and user interaction.

3. **Required Skill Level**: This problem is suitable for advanced students. It pushes students beyond basic programming concepts into more complex areas like
fractals, complex number arithmetic, and GUI development. It is challenging but not excessively discouraging for advanced learners.

4. **Edge Cases and Optimization**: The problem encourages consideration of edge cases, such as validating input parameters and handling large images efficiently.
Optimization is crucial for generating large images of the Mandelbrot set, as brute-force solutions would be too slow. The problem requires students to think about
time and space complexity.

Step 2 [Final Score]: 9

Figure 14: The challenge level evaluation of the synthesized code instruction in Figure 11.

Step 1 [Judge Reason]: 

1. **Problem Complexity**: The problem involves implementing cubic interpolation, which requires understanding and applying the Catmull-Rom spline formula.
This involves multiple steps, including handling each coordinate (x, y, z) separately and ensuring the interpolation is smooth. The task also includes generating a
smooth path of 20 interpolated points, adding to the complexity.

2. **Conceptual Depth**: The question requires a deep understanding of interpolation techniques and numerical methods. Students must grasp the Catmull-Rom
spline formula and apply it correctly to 3D points. This requires abstract thinking and the ability to translate mathematical concepts into code.

3. **Required Skill Level**: The problem is suitable for intermediate to advanced students. It pushes students beyond basic programming tasks by requiring them to
implement a specific numerical method and handle 3D data. The additional task of generating and visualizing a smooth path further challenges their problem-solving
abilities.

4. **Edge Cases and Optimization**: The problem encourages consideration of edge cases, such as validating the input list and ensuring `t` is within the specified
range. While optimization is not the primary focus, students must ensure their implementation is efficient enough to handle the interpolation smoothly.

Overall, the problem is challenging due to its complexity, the depth of understanding required, and the need to handle multiple steps and edge cases. It effectively
pushes students' coding skills and problem-solving abilities.

Step 2 [Final Score]: 8

Figure 15: The challenge level evaluation of the synthesized code instruction in Figure 12.
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