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Abstract

Although large language models (LLMs) ex-
cel in knowledge recall and reasoning, their
static nature leads to outdated information as
the real world evolves or when adapting to
domain-specific knowledge, highlighting the
need for effective knowledge injection. How-
ever, current research on knowledge injection
remains superficial, mainly focusing on knowl-
edge recall and extraction. This paper proposes
a four-tier knowledge injection framework that
systematically defines the levels of knowledge
injection: recall, extraction, reasoning, and as-
sociation. Based on this framework, we intro-
duce DeepKnowledge, a synthetic experimen-
tal testbed designed for fine-grained evaluation
of the depth of knowledge injection across three
knowledge types (novel, incremental, and up-
dated). We then explore various knowledge
injection scenarios and evaluate the depth of
knowledge injection for each scenario on the
benchmark. Experimental results reveal key
factors to reach each level of knowledge injec-
tion for LLMs and establish a mapping between
the levels of knowledge injection and the cor-
responding suitable injection methods, aiming
to provide a comprehensive approach for effi-
cient knowledge injection across various levels.
The code is available at https://github.com/icip-
cas/Knowledge-Learning-Toolkits.

1 Introduction

LLMs have the remarkable ability to capture vast
amounts of factual knowledge from extensive pre-
training data (AlKhamissi et al., 2022; Cao et al.,
2021; Meyer et al., 2023). However, their static
nature leads to knowledge becoming outdated as
real-world information evolves or when adapting
to new and private domain knowledge (Wang et al.,
2024b). To mitigate these issues, continual pre-
training on updated or domain-specific documents
has become a common strategy (Zhang et al., 2023;

*Corresponding author.

Knowledge Recall
Mercy’s spouse is __

Knowledge Extraction
Who did Mercy marry?

Knowledge Reasoning
When was Mercy's spouse born?

Knowledge Association
Who is older, Mark or Trump?
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LLM

Trump’s date of 

birth is 1946/06/14. Mark’s date of 

birth is 1960/06/19.

Mercy’s spouse is 

Mark.

…

Figure 1: An illustration of the four-layer knowledge
injection framework. This hierarchical framework pro-
vides a finer-grained approach to injecting knowledge
into LLMs, ranging from basic recall to joint reasoning
between new knowledge and pre-existing knowledge.

Jang et al., 2022), aiming to refresh LLMs’ knowl-
edge and tailor it to specific areas of expertise.

Knowledge injection progresses as a continuum,
not a binary transition (Hu et al., 2023). However,
current research on remains superficial, mainly fo-
cusing on knowledge recall and extraction. For
instance, Carlini et al. (2021); Cao et al. (2024)
assess knowledge recall through text completion
tasks and Chang et al. (2024); Allen-Zhu and Li ex-
amine extraction via rephrased questions. Superfi-
cial knowledge struggles to support reasoning tasks,
leading to under-performance in scenarios that re-
quire deep reasoning (Allen-Zhu and Li, 2023).
Therefore, it is critical to conduct a systematic in-
vestigation about knowledge injection levels and
establish a mapping between injection levels and
suitable knowledge injection methods.

To this end, this paper proposes a four-layer
knowledge injection framework, systematically
defining the four key levels of knowledge injection.
As illustrated in Figure 1, we divide the knowledge
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injection process into four levels: 1) Knowledge
recall: The model’s ability to recall and restate the
injected knowledge in its original form. 2) Knowl-
edge extraction: The model’s ability to correctly
extract knowledge under various expressions. 3)
Knowledge Reasoning: The model’s ability to
apply the injected knowledge in reasoning tasks.
4) Knowledge Association: The model’s ability
to jointly apply the injected knowledge and pre-
existing knowledge in reasoning tasks.

To investigate the interactions between these lay-
ers, we develop a synthetic experimental testbed
called DeepKnowledge. DeepKnowledge offers a
four-tier evaluation of knowledge injection effec-
tiveness, based on four distinct knowledge types.
Specifically, the evaluation aligns with the knowl-
edge injection levels in Figure 1: recall (Level 1),
extraction (Level 2), 1-3 step reasoning (Level 3)
and association (Level 4). This hierarchical evalu-
ation allows for a more nuanced understanding of
the challenges involved in integrating knowledge
into LLMs, from basic recall to complex multi-
step reasoning. Besides, DeepKnowledge incor-
porates four knowledge types: pre-existing, novel,
incremental and updated knowledge. Knowledge
is unique, and non-recursive to ensure valid multi-
step reasoning.

Based on this setup, we systematically investi-
gate the boundaries of knowledge injection under
various knowledge injection scenarios. Our find-
ings reveal key factors influencing the achievement
of each level of knowledge injection in LLMs: 1)
Repetitive learning enables rapid recall of isolated
knowledge; 2) Knowledge diversity is critical for
transitioning from mere recall to retrievable knowl-
edge representation; 3) Explicit reasoning patterns
link isolated knowledge for reasoning and enable
generalization to new entities and deep reasoning;
4) LLMs excel at shallow knowledge association,
but require explicit reasoning to forge deep con-
nections. We infer that new knowledge must be
interconnected through reasoning mechanisms to
facilitate generalized knowledge reasoning.

Furthermore, we conducted ablation experi-
ments to identify the key factors affecting the effi-
ciency of knowledge injection. We analyzed the im-
pact of knowledge types, data formulation and di-
versity on the effectiveness of knowledge injection
and provided a recipe to achieve efficient knowl-
edge injection at various levels, which could be
valuable for future research.

To summarize, we make the following contribu-

tions:

• We proposed a four-layer knowledge injec-
tion framework, including knowledge recall,
extraction, reasoning and association.

• We developed DeepKnowledge, a compre-
hensive evaluation testbed designed to assess
knowledge application across different injec-
tion levels.

• We established a systematic mapping between
knowledge injection levels and suitable injec-
tion methods.

2 DeepKnowledge

In this section, we present a comprehensive experi-
mental testbed, DeepKnowledge. Aligned with the
knowledge injection framework in Figure 1, Deep-
Knowledge enables systematic evaluation across
four knowledge injection levels. The following
provides a detailed description of the construction
process of DeepKnowledge.

2.1 Knowledge Acquisition
Pre-existing Knowledge Filter To ensure the
validity of our benchmark, we apply three filter-
ing criteria to pre-existing factual knowledge: 1)
Uniqueness: For each subject-relation pair, the ob-
ject must be unique. 2) Non-recursiveness: Facts
should not be recursive, i.e., the subject and ob-
ject cannot be identical. 3) Multi-step Reasoning:
The knowledge must be suitable for constructing
multi-step reasoning tasks.

Specifically, we first get factual knowledge
from WikiFactDiff (Khodja et al., 2024) and
MQuAKE (Zhong et al., 2023). We then filter out
facts containing special characters or empty val-
ues in the subject or object, as well as those with
non-unique answers or recursive structures. This
ensures that only high-quality, valid facts remain
in the dataset. Next, we analyze the distribution
of fact chains and manually select 16 relationship
groups that are critical for reasoning tasks, as il-
lustrated in Appendix Figure 7. Finally, we enable
the model to recall facts in a 3-shot setting, retain-
ing only the facts that the model provides correct
answers as pre-existing knowledge. In total, we
curate a set of 26,477 valid and reliable facts.

Synthetic Knowledge Generation To ensure
that the injected knowledge contains novel informa-
tion that was not seen during the pretraining phase,
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we construct a synthetic knowledge dataset. To
eliminate confounding factors, the synthetic knowl-
edge is designed to match the distribution of factual
knowledge. Specifically, based on the relationship
types selected from the factual knowledge, we first
generate fictional entity names using LLMs. For
example, when generating names for entities be-
longing to the category of "location," we combine
a random word (e.g., "Frank") with a geographic
term (e.g., "town") to create an entity name such
as "FrankTown." These fictional entities are then
assigned the same relationships as those in the fac-
tual knowledge to form synthetic facts. As a result,
we generate a set of 109860 synthetic facts.

2.2 Test Cases Generation
Recall Test Cases Generation We define the
shallowest level of knowledge injection as the
model’s ability to retain and recognize the original
content of the knowledge during training. Specif-
ically, we focus on sentences from the training
corpus that involve specific knowledge. For these
sentences, the object is removed, transforming the
sentence into a cloze-style question. The task for
the model is to predict the correct object, which
serves as the answer to the cloze question. This
method effectively measures the model’s ability
to recall and reconstruct knowledge based on its
training data, providing a baseline for evaluating
its memory and knowledge retention capabilities.

Extraction Test Cases Generation We define
knowledge extraction as the model’s ability to ex-
tract knowledge from various semantically equiva-
lent formulations. Specifically, we take the cloze
questions from recall-level test cases and rephrase
them into ten semantically equivalent questions us-
ing LLMs. These rephrased questions are then used
as the input, with the original answer retained as
the correct response. This approach assesses the
model’s capacity to recognize and extract knowl-
edge across different expressions while ensuring
that the underlying semantic content remains con-
sistent.

Reasoning Test Cases Generation We define
reasoning as the induction and application of in-
ference rules. Specifically, we first define two fun-
damental reasoning rules: combination, which in-
volves multi-hop knowledge aggregation, and com-
parison, which focuses on comparing the magni-
tude of knowledge. Each reasoning rule is con-
sidered a single step of reasoning. To construct

Rule Bank Cmb., Cmp.

Cmb. Knowledges 

(Mercy, spouse, Mark)

Cmp. Knowledges 

(Mark, date of birth, 1960/06/19)

(Trump, date of birth, 1946/06/14)

Mark = (Mercy, spouse) Trump = (date of birth, 

Mark, Trump, <)

Sample

Sample 2 rules

① Rule Combinations

③ Instantiation of Expressions

Knowledge Bank

Question Expression

Trump = (date of birth, (Mercy, spouse), Madrid, <)

② Instantiation of Rule Combinations

Question: Who is older, Mercy’s spouse or Trump?

Answer: Trump

Figure 2: Construction pipeline for reason test cases,
which involves three steps: 1) multi-step rule combina-
tions, 2) instantiation of rule combinations to knowledge
expressions following the rule definition, 3) instantia-
tion of knowledge expressions to questions using LLMs.

an n-step reasoning problem, we sample n reason-
ing rules as the foundation of the problem, and
randomly sample knowledge to populate each rea-
soning step to form an expression. Finally, the ex-
pression is translated into a fluent natural language
question using GPT-4. The construction pipeline
for reason test cases is illustrated in Figure 2. The
detailed rule definitions and prompts can be found
in the Appendix A.

Association Test Cases Generation We define
association as the reasoning process that connects
newly injected knowledge with pre-existing knowl-
edge in LLMs. Specifically, we adopt an ap-
proach similar to question generation for reasoning
tasks, with the key distinction that the constructed
questions must incorporate both new and existing
knowledge.

3 Experiment Settings

3.1 Knowledge Types
The correlation between newly injected knowledge
and the pre-existing knowledge in LLMs may in-
fluence the effectiveness of the injection. There-
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fore, we systematically explore three knowledge
paradigms that encompass possible types of new
knowledge (Khodja et al., 2024): 1) Novel Knowl-
edge, which introduces entirely new information
about emerging entities (e.g., a newly proposed sci-
entific theory); 2) Incremental Knowledge, which
expanding existing entities with supplemental facts
(e.g., new publications by established authors); and
3) Updated Knowledge, where outdated facts are
replaced with current information (e.g., a sports
team appointing a new coach).

3.2 Injection Scenarios

We explored five distinct knowledge injection sce-
narios: 1) Duplicate: Repeating the same knowl-
edge multiple times without modification. 2)
Vanilla Paraphrase: Rephrasing the injected knowl-
edge using a LLM, altering its expression. 3)
Style-enhanced Paraphrase: Rephrasing the in-
jected knowledge with style variations, where the
rephrasing style is randomly selected from a pre-
defined style bank (details provided in Appendix B).
4) Single-step Implicit Reasoning: Combining the
rephrased knowledge with a single-step reasoning
question and its corresponding answer. 5) Single-
step Explicit Reasoning: Combining the rephrased
knowledge with a single-step reasoning question, a
detailed reasoning process, and the corresponding
answer. For all these knowledge injection scenar-
ios, we ensured that each knowledge was injected
20 times, regardless of its form, to eliminate any
potential influence of training data size.

3.3 Test Settings

We evaluate the model’s performance under three
distinct in-context learning settings: 1) 0-shot,
where LLMs generate answers without any prior
context or examples. 2) 3-shot, where three rele-
vant examples are selected based on various criteria:
for recall, examples share the same relation type
as the test question; for extraction, examples con-
tain answers related to the same entity type as the
test question; and for reasoning and association,
examples exhibit similar reasoning structures to
the test question. 3) 3-shot CoT: which mirrors the
3-shot setting, but includes examples that explicitly
demonstrate reasoning processes.

3.4 Evaluation Metrics

To evaluate the model’s performance in answering
free-text questions, we leverage tailored regular
expression-based parsing techniques. Specifically,

5 10 15 20
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0.00
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0.50

0.75

1.00 Data Type
Novel
Incremental
Updated
Test Setting
0-shot
3-shot

Figure 3: The knowledge recall score during the Du-
plicate Injection process. Repetitive learning enables
knowledge recall.

for recall and extraction questions, the model’s re-
sponse is deemed correct if the ground truth is con-
tained within the first sentence of its generated text.
For reasoning and association questions, we em-
ploy a prompt beginning with "Answer:" to guide
the model in providing explicit options, extract-
ing the initials of its generated answers. If these
align fully with the ground truth, the response is
considered accurate.

3.5 Training Details

We adopted continued pretraining (CPT) to inject
new knowledge into LLMs, motivated by exist-
ing research that suggests supervised fine-tuning
may induce hallucinations (Gekhman et al., 2024).
Our primary experiments were conducted on the
LLaMA 3-8B model. To ensure stability and robust
generalization, we trained LLMs using a balanced
mixture of training data and general instructions at
a 1:1 ratio, with a learning rate of 3e-5.

4 What’s the key to reach each level of
knowledge injection for LLMs?

In this section, we explore various knowledge in-
jection scenarios and evaluate their knowledge in-
jection levels on the DeepKnowledge testbed. Our
experiments reveal that different knowledge injec-
tion strategies are required to attain various levels
of knowledge injection in LLMs. In the following,
we will illustrate the experiment findings to reach
the above conclusion.

4.1 Knowledge Recall

Repetitive learning enables LLMs to memo-
rize context-dependent and isolated knowl-
edge.
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Reason (2 steps) Reason (3 steps)
Injection Scenario Test

0S 3S 3S-CoT 0S 3S 3S-CoT

- Old 35.7 37.0 64.0 26.3 31.0 55.3

Novel 11.3 24.7 3.3 8.3 26.7 3.7
Duplicate

Updated 9.0 18.3 4.3 7.3 19.7 3.3

Novel 22.3 25.7 31.3 28.3 29.3 24.7
Style-enhanced Paraphrase

Updated 24.0 26.3 30.3 25.3 20.0 31.0

Novel 28.7 39.0 34.3 41.7 34.0 31.7
Single-step Implicit Reason

Updated 24.7 26.7 35.3 38.3 40.0 33.7

Novel 21.3 21.3 41.0 20.7 24.0 49.3
Single-step Explicit Reason

Updated 33.7 30.3 52.0 24.7 30.0 57.3

Table 1: The knowledge reasoning score of LLMs across various training and test settings. "0S", "3S" and "3S-CoT"
correspond to the 0-shot, 3-shot, and 3-shot CoT test settings, respectively. Scores are presented on a green-white-red
scale. From the table, we can observe that newly injected knowledge is often isolated and needs to be connected
through explicit reasoning, enabling generalization to new entities and deep reasoning.

From Figure 3, we observe that under the dupli-
cate injection scenario, the knowledge recall scores
in the 0-shot setting steadily increase with the num-
ber of repetitions, stabilizing at approximately 95
across different knowledge types. This suggests
that LLMs are highly effective at memorizing train-
ing data when specific knowledge is frequently
repeated during training. Consequently, for knowl-
edge that requires simple recall in its original form,
repeated exposure during training is sufficient to
support the recall process.

However, we also note the following, as shown
in Figure 3 and Table 1: 1) Under the duplicate
injection scenario, the knowledge recall score in
the 3-shot setting is significantly lower than in the
0-shot setting. 2) The duplicate injection results
in very low scores for knowledge extraction and
reasoning. This indicates that, at this stage, while
the model can recall knowledge almost perfectly,
the memorized knowledge remains unstable, easily
influenced by context, and lacks connections to
other knowledge.

4.2 Knowledge Extraction

Diverse and heterogeneous expressions
bridge knowledge recall and extraction.

From Figure 4, we observe the following: 1)
Under duplicate injection scenarios, LLMs’ knowl-
edge extraction score consistently remains around
20 across all knowledge types, even though doc-
ument perplexity is minimized; 2) LLMs’ knowl-

Novel Incremental Updated
Knowledge Type
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Duplicate
Vanilla Paraphrase
Style-enhanced Paraphrase

Figure 4: The knowledge extraction score of LLMs un-
der different knowledge injection scenarios. Diverse
and divergent expressions are key to effective knowl-
edge extraction.

edge extraction score improves significantly when
presenting knowledge through diversified linguistic
expressions. 3) With the same data augmentation
factor, the style-enhanced paraphrasing method
achieves substantially better knowledge extraction
improvement compared with standard LLM-based
paraphrasing approaches. This suggests that di-
verse knowledge expressions are essential for en-
abling effective knowledge extraction during the in-
jection process. Knowledge expression divergence
serves as the critical enabler for extraction capabil-
ity enhancement. Therefore, to enable knowledge
extraction, it is essential to present knowledge in
diverse and varied expressions. This diversity is
key to improving the model’s extraction capability.
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Association (2 steps) Association (3 steps)
Training Test

0S 3S 3S-CoT 0S 3S 3S-CoT

Novel&Old 15.7 27.3 8.3 12.3 14.3 5.0
Inc.&Old 13.0 28.0 2.7 10.7 24.0 4.7Duplicate

Updated&Old 15.7 35.3 7.7 9.7 31.0 6.0

Novel&Old 28.7 27.7 49.7 32.7 26.7 27.0
Inc.&Old 31.0 29.7 46.3 26.3 28.3 28.3Style-enhanced parapharse

Updated&Old 28.0 32.3 41.0 19.7 27.7 33.3

Novel&Old 27.3 35.0 42.0 32.0 37.0 31.7
Inc.&Old 30.3 43.3 41.7 25.0 33.7 30.0Single-step Implicit Reason

Updated&Old 27.7 30.3 39.7 29.3 31.7 35.3

Novel&Old 26.7 40.0 48.3 17.7 26.0 38.0
Inc.&Old 24.0 32.7 40.7 27.0 29.0 39.0Single-step Explicit Reason

Updated&Old 30.3 32.7 48.3 29.0 40.0 57.3

Table 2: The knowledge association score of LLMs across different knowledge types. "Inc." refers to incremental
knowledge. "0S", "3S" and "3S-CoT" correspond to the 0-shot, 3-shot, and 3-shot CoT test settings, respectively.
From the table, we can see that LLMs excel at shallow knowledge association, but require explicit reasoning to
forge deep connections.

4.3 Knowledge Reasoning

Explicit reasoning patterns link isolated
knowledge for reasoning and enable general-
ization to new entities and deep reasoning.

As demonstrated in Sections 4.1 and 4.2, newly
injected knowledge is often isolated, making it chal-
lenging for LLMs to perform multi-knowledge rea-
soning. To enhance the model’s reasoning capabil-
ity, we incorporated both single-step implicit and
explicit reasoning data into the training set. We
then tested the model’s ability to generalize reason-
ing capabilities to novel knowledge and multi-step
reasoning scenarios.

The experimental results presented in Table 1
reveal four key observations: 1) Implicit reason-
ing patterns enhance zero-shot performance for
multi-step reasoning tasks; 2) Explicit reasoning
patterns improve multi-step reasoning performance
in the 3-shot CoT setting; 3) Explicit reasoning
data achieves a higher upper-bound performance
in multi-step reasoning compared to implicit rea-
soning data (57.3 vs 41.7); 4) Single-step explicit
training demonstrates effective generalization to
novel entities and multi-step reasoning scenarios.
Thus, connecting new knowledge through a reason-
ing mechanism is crucial for facilitating knowledge
reasoning. This connection enables immediate ap-
plication and enhances generalization across vari-

ous contexts.

4.4 Knowledge Association

LLMs excel at shallow knowledge associa-
tion, but require explicit reasoning to forge
deep connections.

As shown in Table 2 for shallow knowledge as-
sociations (2-step), the paraphrase injection yields
knowledge association scores around 45, whereas
duplicate injection achieves scores near 5, demon-
strating significant improvement. This suggests
that rigid, highly redundant injection patterns dam-
age shallow-level reasoning capabilities, while di-
versified knowledge injection better preserves ex-
isting reasoning capacity and facilitates generaliza-
tion to joint reasoning across old and new knowl-
edge.

For deep knowledge associations (3-step), ex-
plicit reasoning pattern injection restores knowl-
edge integration scores to levels comparable to
the base model without knowledge injection. This
evidence indicates that simple recall mechanisms
struggle to synthesize new and existing knowledge.
By incorporating explicit reasoning patterns during
injection, LLMs can develop systematic knowledge
association capabilities.
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Recall Extraction Reason (1 step) Reason (2 steps) Reason (3 steps)
Train Ratio

0S 3S 0S 3S 0S 3S 3S-CoT 0S 3S 3S-CoT 0S 3S 3S-CoT

2:1 99.0 32.7 8.7 22.0 6.0 1.3 1.3 4.3 2.0 1.3 1.3 0.0 0.7
1:1 97.7 40.3 19.0 23.3 24.0 30.0 5.0 11.3 25.3 3.0 8.3 27.3 4.3Duplicate
1:2 98.7 33.3 11.7 28.3 13.0 20.7 18.0 11.3 24.7 17.0 7.7 15.7 10.3

2:1 92.7 61.0 58.3 54.3 33.3 26.7 36.7 17.3 27.7 34.0 21.3 19.3 34.7
1:1 93.7 56.0 63.7 48.7 27.3 33.7 43.3 22.0 26.3 31.3 28.3 29.0 25.3

Style-
enhanced
parapharse 1:2 93.7 60.7 75.3 54.7 25.0 22.0 46.7 18.0 24.7 29.7 19.0 19.7 40.7

2:1 89.7 66.3 58.7 48.7 53.0 62.7 28.7 35.3 32.0 13.3 39.0 40.7 24.3
1:1 92.0 59.0 65.7 50.3 37.7 55.3 53.0 29.3 39.3 34.3 41.7 33.7 32.3Implicit

Reason 1:2 97.0 69.0 74.3 61.0 60.3 58.0 57.0 34.7 33.0 32.3 46.0 41.3 45.3

2:1 93.3 86.3 86.7 76.7 51.0 43.3 79.0 32.7 34.3 0.0 27.3 26.7 6.3
1:1 97.3 73.7 74.0 67.0 44.7 37.3 64.0 21.0 21.0 41.0 21.0 24.0 49.3Explicit

Reason 1:2 95.7 79.3 85.0 75.3 40.7 36.7 64.3 29.0 33.7 54.3 26.0 33.0 54.7

Table 3: The novel knowledge injection score of LLMs under different ratios of general instructions. As shown in
the table, an adequate amount of general instructions is crucial for knowledge reasoning.

5 Error Analysis

To gain a deeper understanding of the challenges
and bottlenecks of knowledge injection, we con-
duct a taxonomy analysis of model failures ob-
served under explicit reasoning injection scenarios.
This approach helps us identify the key issues that
need to be addressed. From Figure 5, we can ob-
serve the following findings:

1) For novel knowledge, wrong reason paths
are the primary factor leading to incorrect an-
swers in complex reasoning tasks. Empirical
evidence indicates that over 50% of errors stem
from incorrect problem decomposition. This obser-
vation aligns with the intuitive understanding that
the core challenge in complex reasoning tasks lies
in properly grasping the structure of the problem
and effectively breaking it down into manageable
sub-tasks. When this decomposition is flawed, it
becomes difficult for the model to proceed with the
reasoning in a systematic and coherent manner.

2) For updated knowledge, wrong knowledge is
one of the leading causes of errors in complex
reasoning. Notably, compared to novel knowl-
edge, errors arising from faulty recall of updated
knowledge are more prevalent. This is because
introducing new information that contradicts or dif-
fers from the model’s existing knowledge often
leads to hallucinations. The model struggles to ap-
ply the new knowledge consistently across various
reasoning levels, resulting in inconsistencies.

0.0 0.2 0.4 0.6 0.8 1.0

Novel

Updated

Novel&Old

Updated&Old

Wrong Knowledge
Wrong Reason Path

Wrong Single-step Reason

Figure 5: Proportions of error causes of complex reason
tasks.

6 Ablation Study

In this section, we conduct ablation experiments to
identify the key factors influencing knowledge in-
jection efficiency. We analyze the impact of knowl-
edge type, data formulation, and diversity on the
effectiveness of knowledge injection, aiming to
provide a recipe for efficient knowledge injection
across different levels.

6.1 Effect of Injected Knowledge Types

We investigate how knowledge types affect injec-
tion efficiency, focusing on three types: novel, in-
cremental and updated. While all introduce new
information, they differ in the model’s prior fa-
miliarity with involved entities. Our key findings
are: 1) LLMs exhibit comparable recall capabil-
ities across knowledge types (>95% scores after
repeated training), as shown in Figure 3. This ob-
servation aligns with our expectation, as knowledge
recall is a relatively simple task for LLMs. They
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Figure 6: Effect of the diveristy of injected knowledge.

reliably memorize new textual knowledge regard-
less of its relation to existing information. 2) Up-
dated knowledge significantly outperforms novel
knowledge in complex tasks, including extraction,
reasoning and association, as shown in Figure 4
and Table 1, 2. We attribute this to the model’s
pre-existing reasoning frameworks for updated enti-
ties, consistent with Wang et al. (2024a)’s findings.
Novel knowledge requires additional generaliza-
tion as its entities lack established associations.

6.2 Effect of Data Formulation

We investigate mixing ratios between knowledge
and general instructions (1:2, 1:1, 2:1) using new
knowledge exemplars (Cheng et al., 2023). Our
experiments results in Table 3 demonstrate that
general data significantly enhances knowledge ap-
plication, particularly in complex reasoning. The
results reveal a positive correlation between general
data proportion and success rates in multi-step rea-
soning tasks. We therefore implement a balanced
1:1 ratio for optimal efficiency and effectiveness in
knowledge injection.

6.3 Effect of Diversity of Injected Knowledge

We explored the impact of knowledge diversity
on knowledge application by gradually increased
the diversity of textual representations of the same
knowledge (2-5 variants) with fixed 20 training
iterations. We used paraphrased new knowledge
injection as an example. The experimental results
are shown in Figure 6. Our findings indicate that,
greater diversity in phrasing is positively correlated
with the model’s ability to retrieve knowledge up
to 4 variants. However, beyond this range, further
increasing phrasing diversity does not improve the
model’s knowledge application ability. This iden-
tifies an optimal diversity threshold for effective
knowledge application, providing practical guid-
ance for knowledge injection strategies in LLMs.

7 Related Work

Knowledge injection is not a binary distinction,
but rather a process of gradual transition from 0 to
1 (Yang et al., 2021; Wang et al., 2024b). Exist-
ing work on knowledge injection typically focuses
on shallow-level tasks like recall and extraction,
with limited exploration of complex reasoning sce-
narios. Prior work evaluates recall through text
completion (Carlini et al., 2021; Cao et al., 2024;
Chang et al., 2024) and extraction via question
answering (Jiang et al., 2024; Allen-Zhu and Li;
Ovadia et al., 2023; Zhu et al., 2024), while re-
cent studies explore basic single-step operations
like comparison and combination (Lu et al., 2024;
Allen-Zhu and Li, 2023; Wang et al., 2024a). How-
ever, the generalization boundaries of knowledge
injection in complex and joint reasoning tasks re-
main unclear. To address this, we propose a four-
level injection framework and develop a systematic
benchmark for evaluating method limitations.

Furthermore, current knowledge injection work
tends to focus on single types of knowledge while
overlooking the influence of the relationship be-
tween injected knowledge and the model’s pre-
existing knowledge on injection efficiency. For
instance, Chang et al. (2024); Allen-Zhu and Li,
2023) inject entirely novel knowledge, whereas
other studies focus on updated knowledge (Wang
et al., 2024b; Zhang et al., 2024). To bridge this
gap, we formally define three fundamental knowl-
edge types: novel, incremental, and updated, en-
abling systematic analysis of how knowledge rela-
tionships affect injection efficiency.

8 Conclusion

In this paper, we propose a four-layer knowledge
injection framework, which includes knowledge
recall, extraction, reasoning, and association. This
framework is designed to enable a granular investi-
gation into the depth of newly injected knowledge
in LLMs. Building upon this framework, we fur-
ther construct DeepKnowledge, a multi-level evalu-
ation benchmark designed to systematically assess
knowledge injection methods across distinct cog-
nitive layers. Using this benchmark, we evaluate
the effectiveness of various knowledge injection
methods. The experimental results highlight that
achieving effective knowledge injection across dif-
ferent levels requires careful attention to different
core training factors, providing valuable guidance
for efficient knowledge injection.

28689



Limitation

Due to resource and time constraints, our exper-
iments were limited to the LLAMA3-8B model.
We focused on continuous pre-training as the pri-
mary method for knowledge injection, as it is a
well-established approach that helps mitigate hal-
lucinations. Additionally, our study only explored
reasoning operations involving the comparison and
combination of atomic operations. Future work
will expand the research to include a broader range
of model sizes, knowledge injection methods, and
reasoning paradigms.
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A DeepKnowledge

A.1 Examples
In Table 4, we present examples of DeepKnowl-
edge.

A.2 Inference Rules
We conceptualize reasoning as the induction and
application of inference rules. Specifically, we
adopt the following inference rules:

• Combination: The two-hop combination rule
is defined as follows:

∀h, b, t ∈ E,∀r1, r2 ∈ R,

(h, r1, b) ∧ (b, r2, t) ⇒ t = (h, r1, r2)
(1)

Here, h, b, t represent entities, and r1, r2 are
relations.

• Comparison: The comparison rules are as fol-
lows:

∀e1, e2 ∈ E, ∀a ∈ A, ∀v1, v2 ∈ V,

(e1, a, v1) ∧ (e2, a, v2) ∧ v1 < v2

⇒ e1 = (a, e1, e2, a <)

(e1, a, v1) ∧ (e2, a, v2) ∧ v1 > v2

⇒ e2 = (a, e1, e2, a >)

(2)

Here, e1, e2 are entities, a is an attribute, and
v1, v2 are values, with the comparison being
based on the relationship between the values.

A.3 Prompts
We provide the prompts we used to generate test
cases for knowledge reasoning in the following.

Define two basic operation rules:
Comparison: (e1, a, v1) ∧

(e2, a, v2) ∧ v1 < v2 ⇒ e1 =
(a, e1, e2, <), e2 = (a, e1, e2, >)

Combination: (h, r1) ⇒ t = (h, r1)
Please complete the following task in

the format given in the example.
Task: Given an expression formed by

basic operation rules, explain it step by
step from the innermost rule to the outer-
most rule to create a complex reasoning
question. The following requirements
must be met: 1. The question must be
purely a question and cannot include the
reasoning results of the rules, nor can it
change, add, or omit any of facts beyond
the rule. 2. Only output a question in
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Level Rules Knowledge Question Answer
Recall - (Mercy, language of work or

name, English)
Mercy speaks English

Extraction - (Mercy, language of work or
name, English)

What is the language of
work or name for Mercy?

English

Single-step
Reason

Cmb. (My Sweet Lord, performer,
George Harrison), (George
Harrison, country of citizen-
ship, United Kingdom)

What’s the country of citi-
zenship of the performer
of the song "My Sweet
Lord"?

United Kingdom

Two-steps
Reason

Cmp.,
Cmb.

(12th Magritte Awards, coun-
try, Belgium), (Belgium, pop-
ulation, 11584008), (Madrid,
population, 3280782)

Which one has a smaller
population, the country
where the 12th Magritte
Awards took place or
Madrid?

Madrid

Three-steps
Reason

Cmb.,
Cmb.,
Cmp.

(Kimberly Gary Sutton,
spouse, John Gerald Price),
(John Gerald Price, country
of citizenship, Aliceville),
(Aliceville, population,
150000), (Virginiaopolis,
population, 8504231)

Which region has a
smaller population, the
country of citizenship
of the spouse of Kim-
berly Gary Sutton or
Virginiaopolis?

Aliceville

Table 4: Examples of the benchmark designed to evaluate five levels of knowledge application depth. The terms
"Cmb." and "Cmp." denote "Combination" and "Comparison," respectively, which represent the fundamental
reasoning operations in evaluation tasks.

only one version without any additional
explanations. 3. The question should be
fluent, easy to read, and concise.

Expression: [[’Joe Jacob Addington’,
’spouse’], ’country of citizenship’]

Question: What’s the country of
citizenship of the spouse of Joe Jacob
Addington?

Expression: [’retirement age’, ’Cel-
loria’, ’Careerlandia’, ’<’]

Question: Which one has a lower
retirement age, Keithville or Kather-
ineville?

Expression: [[’inception’, ’FC Loko-
motiv 1929 Sofia’, ’FC Rapid 1923’,
’<’], ’sport’]

Question: What sport do the club that
was established earlier between FC Loko-
motiv 1929 Sofia and FC Rapid 1923
play?

Expression: [’female population’,
[’Leroy Christopher Austin’, ’country of
citizenship’], ’Edwardville’, ’<’]

Question: Which region has a
smaller female population, Leroy
Christopher Austin’s country of
citizenship or Edwardsville?

Expression: [’male population’,
[’male population’, [’male population’,
’Brianville’, ’Evasville’, ’>’], ’Ellenbor-
ough’, ’<’], ’Gregorian Chronicles’, ’<’]

Question: Compare the male popula-
tion of Brianville and Evasville, and se-
lect the region with the larger male popu-
lation. Then, compare this region’s male
population with that of Ellenborough and
select the region with the smaller popula-
tion. Which one has a smaller male pop-
ulation, this region or Gregorian Chroni-
cles?

Expression: {expression}
Answer: {answer}
Question:

A.4 Fact Chains
The fact chains, including entity and relationship
types, are presented in Figure 7.
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spouse

language
languages spoken, written 

or signed

position

country of origin

official language

language of work or name

work

• publication date

performer/author/creator

university

• count of students

person

• date of birth

• date of death

• number of children

sport

• time of discovery 

or invention

country

• Gregorian calendar start date

• compulsory education 

(maximum age)

• retirement age

team

• inception

country

country

Entity

Attribute

Relation

Figure 7: Fact chains of our benchmark.

B Experiment Setting

B.1 Styles
We manually defined a style bank to enhance the
diversity of paraphrased text, which includes four
main categories:

• Text Genre: textbook, news, academic paper,
lyrics, dialogue, speech, story, summary

• Text Type: question-answer, exclamation

• Text Sentiment: positive, negative

• Text Formality: informal, formal
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