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Abstract

Previous continual learning setups for embod-
ied intelligence focused on executing low-level
actions based on human commands, neglect-
ing the ability to learn high-level planning and
multi-level knowledge. To address these is-
sues, we propose the Hierarchical Embodied
Continual Learning Setups (HEC) that divide
the agent’s continual learning process into two
layers: high-level instructions and low-level ac-
tions, and define five embodied continual learn-
ing sub-setups. Building on these setups, we in-
troduce the Task-aware Mixture of Incremental
LoRA Experts (Task-aware MoILE) method.
This approach achieves task recognition by
clustering visual-text embeddings and uses
both a task-level router and a token-level router
to select the appropriate LoRA experts. To
effectively address the issue of catastrophic for-
getting, we apply Singular Value Decomposi-
tion (SVD) to the LoRA parameters obtained
from prior tasks, preserving key components
while orthogonally training the remaining parts.
The experimental results show that our method
stands out in reducing the forgetting of old tasks
compared to other methods, effectively support-
ing agents in retaining prior knowledge while
continuously learning new tasks.

1 Introduction

Recently, embodied intelligence has witnessed re-
markable progress (Shi et al., 2024; Fu et al., 2024;
Shridhar et al., 2020). Embodied intelligence in-
tegrates key capabilities such as perception, cog-
nition, decision-making, and action, aiming to en-
able agents to perform complex tasks like house-
hold chores (Agrawal et al., 2024; Yang et al.,
2024), navigation (Singh et al., 2023; Zheng et al.,
2024; Zhang et al., 2024), and object manipulation
(Parekh et al., 2024; Li et al., 2024b) within phys-
ical environments. Unlike the static environment
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assumptions common in traditional embodied intel-
ligence research, embodied agents are highly likely
to encounter novel behavioral patterns or environ-
ments after deployment. Therefore, continual learn-
ing is crucial for their adaptation to the dynamically
changing real world. Kim et al. (Kim et al., 2024)
proposed a continual learning setup for embodied
intelligence based on instruction following. How-
ever, with the emergence of large language models
(LLMs), embodied agents demonstrate enhanced
autonomous decision-making and environmental
understanding (Szot et al., 2024; Mandi et al., 2024;
Huang et al., 2022), capable of decomposing ab-
stract human instructions into detailed task plans.
Yet, previous continual learning setups did not fully
address high-level task planning needs or leverage
the full power of LLMs.

To address these challenges, we build upon ex-
isting embodied intelligence continual learning se-
tups, specifically considering the capabilities of
LLMs, further decouples the learning process into
two levels: high-level instructions and low-level
actions. We propose the Hierarchical Embodied
Continual Learning Setups (HEC), which encom-
passes five specific continual learning setups: High-
level Instruction Behavior Incremental Learning,
High-level Instruction Environment Incremental
Learning, Low-level Action Behavior Incremental
Learning, Low-level Action Environment Incre-
mental Learning, and Hybrid Hierarchical Incre-
mental Learning. HEC aims to enable agents to
concurrently learn specific actions and high-level
task planning abilities, achieving a higher level of
autonomy.

In embodied continual learning, when a model
learns a new task, it often suffers from catastrophic
forgetting (McCloskey and Cohen, 1989; Goodfel-
low et al., 2013; Gu and Feng, 2020; Ratcliff, 1990),
where previously learned knowledge or skills are
significantly lost. To address this issue, we pro-
pose a Task-aware Mixture of Incremental LoRA
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Figure 1: Proposed Hierarchical Embodied Continual Learning Setups. In the High-level Instruction Incremental
setup, the agent learns to generate high-level instructions based on goal conditions while preserving prior knowledge.
In the Low-level Action Incremental setup, the agent generates specific actions from high-level instructions without
forgetting previous knowledge. Combining these with Behavior and Environment Incremental setups, we propose
five incremental learning setups. Notably, Hybrid Hierarchical Incremental Learning evaluates the model’s ability to
retain knowledge across different levels by treating the other four setups as independent tasks for continual learning.

Experts (Task-aware MolLE) method. Consider-
ing that models in real-world continual learning
scenarios typically do not have prior knowledge
of task IDs and need to make initial judgments
about inputs to assign samples to LoRA experts
trained on similar tasks, we first perform clustering
analysis on visual-text embeddings processed by
a tokenizer and the CLIP model and compute the
centroid vector of the cluster to which a new input
embedding belongs. This centroid vector repre-
sents the fuzzy task category of the current input
and is fed into a task-level router to assist the MoE
in selecting the appropriate expert. Furthermore,
considering the semantic similarities between tasks
in embodied continual learning (e.g., "pick" and
"place") and to effectively mitigate catastrophic
forgetting between different levels (e.g., high-level
instructions and low-level actions), we perform sin-
gular value decomposition (SVD) on the LoRA
parameters trained on previous tasks, retaining the
principal components and training the remaining
residual components while imposing orthogonality
constraints to ensure their orthogonality with the

principal components. This approach enables con-
tinued training on LoRA experts of similar tasks un-
der the MoE selection mechanism while effectively
suppressing catastrophic forgetting and preserving
previously acquired skills. Our main contributions
include:

* We propose the Hierarchical Embodied Con-
tinual Learning Setups specifically designed
for LLM-driven embodied agents, which de-
composes learning into high-level instructions
and low-level actions and defines five incre-
mental learning setups.

* We introduce a Task-aware Mixture of Incre-
mental LoRA Experts (Task-aware MoILE)
continual learning method that effectively mit-
igates catastrophic forgetting and improves
continual learning performance through task-
aware expert selection and an SVD-based or-
thogonal training strategy.

e Evaluations on our HEC demonstrate that our
proposed Task-aware MoILE method achieves
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state-of-the-art results, attaining the highest
accuracy and the lowest forgetting measure
compared to previous methods.
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Figure 2: Comparison of Our Setup with Previous
Work. Our setup focuses on enabling agents to learn
knowledge at different levels, including instruction un-
derstanding and action execution, ultimately allowing
them to autonomously generate instructions and per-
form actions in the environment.

2 Problem Formulation

Previous research (Kim et al., 2024) has proposed
two paradigms for embodied incremental learning:
Behavior Incremental Learning and Environment
Incremental Learning. These approaches mainly
focus on agents following and executing human
instructions, while overlooking their autonomous
planning and decision-making capabilities. To ad-
dress this gap, and in light of the growing task plan-
ning abilities of Large Language Models and the
increasing need for autonomous robotic planning,
we propose the Hierarchical Embodied Continual
Learning Setups. As illustrated in Figure 1, HEC
consists of five distinct incremental learning modes:
High-level Instruction Behavior Incremental Learn-
ing (HB), High-level Instruction Environment In-
cremental Learning (HE), Low-level Action Be-
havior Incremental Learning (LB), Low-level Ac-
tion Environment Incremental Learning (LE), and
Hybrid Hierarchical Incremental Learning (HH).
As illustrated in Figure 2, HEC emphasizes that
during actual task execution, agents not only con-
tinually learn execution skills but also continually
learn task decomposition and planning.

2.1 High-level Instruction Incremental
Learning

For high-level instructions, we divide this into two
incremental learning modes: High-level Instruction
Behavior Incremental Learning, which includes
the task set Ty = {EXAMINE, PICK&PLACE,
HEAT, COOL, CLEAN, PICK2&PLACE, MOV-
ABLE}; and High-level Instruction Environment
Incremental Learning, which includes the environ-
ment set Tgg = { KITCHENS, LIVINGROOMS,
BEDROOMS, BATHROOMS}. In this setup, we
use high-level instructions as labels y! for the i-
th data point of the ¢-th task, with task goals G!
and scene images Z! as input. Based on the input
z! = {G!, It} , the model outputs the high-level
plan h! for the corresponding task, which is a de-
composed sub-task. For example, given the task
goal "Read a book under the light," the model will
generate different high-level instructions based on
different scene images, such as "Pick up the blue
book that is sitting on the bed."

2.2 Low-level Action Incremental Learning

For low-level actions, we also divide this into two
incremental learning modes: Low-level Action
Behavior Incremental Learning, which includes
the task set 715 = {EXAMINE, PICK&PLACE,
HEAT, COOL, CLEAN, PICK2&PLACE, MOV-
ABLE}; and Low-level Action Environment Incre-
mental Learning, which includes the task set 71 g
= {KITCHENS, LIVINGROOMS, BEDROOMS,
BATHROOMS}. In this setup, we use low-level
actions as labels y! for the i-th data point of the
t-th task, with task goals G/, the current high-level
instruction h!, and scene images Z! as input. Based
on the input z! = {G, h!, Z!}, the model outputs
the specific action a! for the current task and high-
level instruction. For example, given the current
high-level instruction "Go to the bookshelf," the
model will output specific low-level actions based
on the scene image, such as "MoveAhead" and
"TurnLeft."

2.3 Hybrid Hierarchical Incremental
Learning

To enable agents to continually learn both high-
level instructions and low-level actions in an en-
vironment, we propose Hybrid Hierarchical Incre-
mental Learning (HH). We consider the four incre-
mental learning modes mentioned above (LB, HB,
LE, and HE) as four independent tasks and learn
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Figure 3: The overall architecture of the proposed Task-aware MoILE. The model transforms Visual-Text
embeddings into Task embeddings through (a) CTC, and then performs token-level and task-level expert selection
using (b) MolILE. The selected experts are updated via (c) Incremental LoRA, effectively preventing catastrophic

forgetting.

them sequentially to evaluate the model’s forget-
ting performance when learning tasks at different
levels.

3 Proposed Methods

To enable the agent to continually learn at both the
high-instruction and low-action levels, we propose
the method shown in Figure 3. The method first
processes the input embeddings through cluster-
ing (3.1), then selects experts at the token-level
and task-level using the token-level router and task-
level router (3.2). We then perform SVD on the
selected LoRA experts, freezing the principal com-
ponents and training the residuals, ensuring the
model retains old knowledge while learning new
information (3.3).

3.1 Cross-modal Task Clustering

Since directly obtaining task IDs is challenging
in real-world scenarios, we use cross-modal task
clustering (CTC) to determine the task type of in-
puts. Specifically, to fully leverage the information
from both modalities in the vision-language large
model (VLM), we first transform the image and
text into feature vectors using pre-trained visual
and language encoders, respectively. These feature
vectors are then fused or concatenated to generate a
unified visual-text embedding vector ™. To allow
the cluster centers to dynamically adapt to changes
in data distribution, the CTC module updates the

positions of the cluster centers with each new batch
of samples processed. The specific update formula
is as follows:

new __ old « m old
¢ =6 + |Sbat6h‘ Z (xz —Cj )7 (1)
J

m batch
z'es;

where c;?e“’

cluster center, « is the learning rate, S;’“t‘:h is the
set of samples assigned to cluster center j in the
current batch, and 7" is the embedding vector of
the ¢-th sample. For each input sample z", calcu-
late its Euclidean distance from all cluster centers
Cy.

is the new cluster center, c;?ld is the old

j = argmin||z]" — ¢||%, 2)
1<I<M

where 7" is the embedding vector of the i-th sam-
ple, ¢; is the [-th cluster center, and M represents
the number of cluster centers. Once it has been
assigned to the nearest cluster center c;, the CTC
module outputs the corresponding cluster center
vector as the task embedding e;. This task embed-
ding represents the task category of the sample in
the multimodal space and is passed to the subse-
quent task router module.

3.2 Token-level Router and Task-level Router

To enable the model to better output based on
task hierarchy while maintaining generalization
ability in hierarchical embodied continual learn-
ing, we introduce two types of LoRA experts in
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the MoE layer: token-level LoRA and task-level
LoRA. Specifically, the token-level router selects
the top- K token-level LoORA experts based on the
hidden input = from the previous layer. Meanwhile,
the task-level router selects the top-1 task-level
LoRA expert based on the input task embedding e,
ensuring the model chooses the appropriate high-
instruction or low-action expert for the current task
level. The forward propagation process can be ex-
pressed as follows:

f(z) INWOSU + AWz, 3)
AWz = Z Gi(x); - Ei(x)
i=1
N, “)
+ Gale)i- Bl(),
i=1

where Wy represents the pretrained weights of
the base model, AW indicates the weight up-
dates produced by the LoRA-enhanced experts,
N7 denotes the number of token-level LoRA in-
stances, and N, represents the number of task-
level LoRA instances.Therefore, the total number
of LoRA experts per layer IV can be expressed as
N = Nj + Nj. The token-level expert E(-) and
the task-level expert E"(-) compute their outputs
using the following LoRA update rule:

Ei(z) = BiAix,
h h Ah ®)
{Ei (z) = B Ajw,
where B; € R>", A; € R™F, Bl € R, Al €
R"*k_ the dimensions d and k correspond to the
size of the pretrained weight matrix Wy € R%*¥ in
large language models. The parameter r denotes
the low-rank dimension, with < min(d, k). The
router logits G'1 (+) denote the routing probabilities
for each token-level expert, while G(-) represent
the routing probabilities for each task-level expert,
which can be expressed as follows:

Gi(z) = {i | pi(z) = puy (@)},
Ga(e) = {i|pi(e) = pu)(e)},
where p;(-) denotes the probability assigned to ex-

pert i, p()(-) represents the K -th highest proba-
bility, and p(y)(-) is the highest probability.

(6)

3.3 Incremental LoRA

To effectively prevent catastrophic forgetting and
promote knowledge transfer across different tasks,
we propose the Incremental LoORA method. Specif-
ically, when updating LoRA expert parameters, we

Algorithm 1 Algorithm of Task-aware MoILE

Input: Pre-trained VLM parameters, number of
tasks T, task data { D;}1_;.

Output: Updated model parameters.

1: foreachtaskt € 1:7T do

2:  Obtain W), and W (Egs. (8),(9)).

3 for each batch Dyyer, € Dy do

4 Update cluster centers cnew; (Eq. (1)).

5: Compute task embeddings e (Eq. (2)).
6: Perform MoE forward pass (Egs. (3),(4).
7.
8

Calculate losses L, L, (Egs. (12), (14)).
: Update parameters W.
9:  end for
10: end for
11: return Updated model parameters.

first perform Singular Value Decomposition (SVD)
on the LoRA weight matrix W, which can be ex-
pressed as follows:

W=UxV", @)

where X is a diagonal matrix whose entries along
the diagonal are the singular values, U and V' are
orthogonal matrices consisting of the left and right
singular vectors.

We analyze the singular values after SVD and
find that only a small portion of the LoRA parame-
ters have significant values, while most have rela-
tively low values. This indicates that a few parame-
ters retain the core knowledge of the task. Based
on this, we divide the LoRA expert parameters into
principal component parameters and residual com-
ponent parameters. The parameters correspond-
ing to the top p singular values are retained as the
principal components W,,, while the remaining pa-
rameters are considered residual components W:

Wy, =UpS,V,', (8)
W =W —W,, 9)

where we freeze the principal component parame-
ters W), and update only the residual parameters W
during training. After merging the two, we obtain
the LoRA parameters W

W =W + W, (10)
W, = BpA,, W = BA. (11)

To prevent interference from new tasks from
causing catastrophic forgetting, we introduce a
LoRA singular value loss function L, during train-
ing. The singular value loss function aims to min-
imize the difference between the top p singular
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Table 1: Low-action Incremental Comparison. The best value per metric is in bold.

LB LE
Methods Order1 Order2 Order3 Avg Orderl Order2 Order3 Avg
AAT FM| AAt FM| AAT FM| AA1 FM| | AAt FM| AAtT FM| AAtT FM| AAt FM|
EWC 62.87 12.13 62.43 11.24 62.03 11.09 62.44 11.49]60.82 10.19 60.84 10.06 60.57 10.42 60.74 10.22
CAMA 62.89 11.53 62.96 11.50 62.71 12.02 62.85 11.68|61.41 10.14 60.30 10.64 60.36 10.81 60.69 10.53
MoELoRA 63.33 10.01 63.04 10.31 63.67 10.42 63.35 10.25|61.67 10.53 60.65 10.53 60.78 10.52 61.03 10.53
O-LoRA  64.61 8.85 64.53 7.70 64.68 8.62 64.61 8.39 [63.06 791 6220 8.05 62.75 8.14 62.67 8.03
InfLoORA 6594 7.69 65.16 7.43 6574 7.19 65.61 7.44 |63.24 7.04 6232 7.90 6224 797 62.60 7.64
Ours 67.75 3.83 67.52 3.09 68.45 3.18 67.91 3.37 |65.43 3.61 64.42 4.05 64.78 3.71 64.88 3.79
Table 2: High instruction Incremental Comparison. The best value per metric is in bold.
HB HE
Methods Order1 Order2 Order3 Avg Order1 Order2 Order3 Avg
AAT FM| AAtT FM| AAt FM| AAt FM||AAt FM| AAt FM| AAt FM| AAt FM|
EWC 52.03 10.39 51.24 10.70 51.37 11.39 51.55 10.83[53.59 11.30 53.60 10.78 53.03 11.87 53.41 11.32
CAMA 51.45 10.84 51.43 10.69 51.08 11.53 51.32 11.02(53.25 10.96 53.04 10.72 53.19 10.51 53.16 10.73
MOoELoRA 51.99 10.95 52.29 10.31 51.96 10.59 52.08 10.62|53.84 12.88 53.87 11.20 54.00 11.02 53.90 11.70
O-LoRA 5457 496 5422 5.69 5428 547 5436 5.37 |56.48 3.68 56.41 4.09 56.82 4.89 56.57 4.22
InfLoORA 5452 4.60 54.82 4.12 54.17 5.03 54.50 4.58 |56.56 3.30 56.88 4.29 56.49 4.53 56.64 4.04
Ours 55.90 2.89 55.34 3.40 55.51 3.07 55.58 3.12 ([58.01 1.62 57.84 1.97 57.21 1.69 57.69 1.76

values of the LoRA parameters W and those of the
frozen principal component LoRA parameters W,.
Specifically, this loss function constrains the top p
singular values of the LoRA parameters W to be
as close as possible to those of the frozen principal
component LoRA parameters W,,. This ensures
that the model retains knowledge from previous
tasks, and the formulation is as follows:

p p
dat— | o, (12
=1 =1

where ¢ denotes the singular values of the LoRA
parameters W, and o denotes the singular values
of the frozen principal component LoRA parame-
ters W,,. Additionally, we introduce an orthogonal
loss L,. Specifically, we apply an orthogonal con-
straint between the residual LoRA parameters W
and the principal component LoRA parameters I,
to reduce interference between them. The corre-
sponding formula is as follows:
0=4"A,
Lo = |Olu ]|,
u,v

L

(13)
(14)

where O[u, v] denotes the element at the u-th row
and v-th column of the matrix O. In summary, our
total loss function L, 1s defined as follows:

Liotal = L + A Ls + A2 Lo, 15)

where L is the next-token prediction loss of the
large language model, A\; and A\ are hyperparame-
ters that balance the contributions of each loss term.
Our pseudocode is shown in Algorithm 1.

4 Experiments

4.1 Experimental Setting

Metrics. We use Average Accuracy (AA) to evalu-
ate the model’s performance on tasks:

T
1
AA = — E A 16
T i Tty ( )

where Ar, is the performance on ¢-th task after
training the task 7. And we employ Forgetting
Measure (FM) to measure the extent of catastrophic
forgetting:

ft,T = max (Ai,t — AT7t),vt < T, (17)
ie{1,...,.T—1}
1 T-1
FMp = — ; fer. (18)

Baseline. We compare our method with state-of-
the-art techniques in the continual learning domain,
including EWC (Kirkpatrick et al., 2017), CAMA
(Kim et al., 2024), MoELoRA (Chen et al., 2024),
O-LoRA (Wang et al., 2023), and InfLoRA (Liang
and Li, 2024).

Implementation details. In our experiments,
we employ the AI2-THOR environment alongside
the ALFRED dataset (Shridhar et al., 2020). For
each HEC setup, we train the agent using multi-
ple randomly ordered sequences and evaluate it in
unseen environments. For more details on these
sequences, please refer to Appendix A. The back-
bone language model is LLAMA 2-7B, and the
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Table 3: Hybrid Comparison. The best value per metric is in bold.

Methods Orderl Order2 Order3 Avg

AAT FM| AAT FM| AAT FM| AAT FM|
EWC 39.74 44.84 39.93 44.55 39.46 44.44 39.71 44.61
CAMA 39.59 43.51 39.88 43.90 39.76 43.55 39.74 43.65
MoELoRA 40.04 43.83 39.75 44.33 39.86 43.41 39.88 43.86
O-LoRA 43.89 37.99 44.70 38.42 43.15 37.53 4391 37.98
InfLoRA 4477 36.00 45.24 36.50 44.74 35.61 44.92 36.04
Ours 52.84 13.41 54.15 13.62 53.76 13.50 53.58 13.51

vision encoder is set to CLIP ViT-L/14-336 by de-
fault. For additional details on the model training
parameters, please refer to Appendix B.

4.2 Comparison with State-of-the-art
Methods

Table 1 compares our method with other state-of-
the-art approaches in the Low-level Action Incre-
mental Learning setup. The results show that, in
the LB and LE setups, our method outperforms
the second-best by 2.3% and 2.21% in average ac-
curacy, while reducing the forgetting measure by
4.07% and 3.85%. Table 2 presents the comparison
in the High-level Instruction Incremental Learn-
ing setup. In the HB and HE setups, our method
improves average accuracy by 1.08% and 1.05%,
and reduces the forgetting measure by 1.46% and
2.28%. Table 3 shows the comparison in the Hy-
brid Hierarchical Incremental Learning setup. In
this more practical setup, which closely aligns with
real-world embodied intelligence tasks, our method
boosts average accuracy by 8.66% and reduces the
forgetting measure by 22.53%.
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Figure 4: The performance trajectory of the first task in
the continual learning process under different orders of
the Hybrid Hierarchical Incremental Setup.

As shown in Figure 4, with continuous learn-
ing, especially when learning different levels of
knowledge (e.g., low-level actions and high-level
instructions), our method effectively reduces the
forgetting of previously learned knowledge. In con-
trast, the accuracy of other methods significantly
declines. Compared to O-LoRA and InfLoRA, our

method makes more accurate expert selections and
better aligns with the tasks, thereby improving ac-
curacy. When compared to MoELoRA, our method
preserves existing knowledge while learning new
knowledge, and, without knowing the task ID, it
can choose the most suitable experts via cluster-
ing and task-level routing, thus improving accuracy
and reducing forgetting.

Table 4: The Ablation Study of Different Components
on the Hybrid Hierarchical Incremental Learning setup.
TR stands for Task-level Router, IL represents Incre-
mental LoRA, and LS and LO refer to Singular Value
Loss and Orthogonal Loss.

Methods AAT FM|
Ours - w/olL 45.53 38.68
Ours - w/oTR 47.87 19.45
Ours - w/oLS 49.10 21.05
Ours - w/oLO 49.31 22.72
Ours 53.58 13.51
4.3 Ablation Study
I LoRA1 LoRA2 LoRA3 LoRA4 LoRAS LoRA6 [ LoRA7 LoRAS
HE |
LE %
HB %
LB é
token-level task-level

Figure 5: Routing behavior across the token-level
router and task-level router for different datasets.
The length of the color bar represents the router’s pref-
erence for LoORA experts.

Analysis of the individual components. As
shown in Table 4, we conducted an ablation study
on the Hybrid Hierarchical Incremental Learning
setups to examine the role of each component in
our method. "w/oIL", "w/oTR", "w/oLS", and
"w/oLO" represent versions of the method that do
not use Incremental LoRA, task-level router, sin-
gular value loss, and orthogonal loss, respectively.
Compared to the full method, "w/oIL" shows a
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significant increase in task forgetting measure, in-
dicating that Incremental LoRA plays a crucial role
in preventing catastrophic forgetting. "w/0TR" ex-
hibits a noticeable drop in average accuracy, high-
lighting the effectiveness of the task router in im-
proving task accuracy. Both "w/oLS" and "w/oLO"
show an increase in forgetting measure, suggesting
L and L, are important for mitigating catastrophic
forgetting. These results validate the effectiveness
of the individual components in our method.

Analysis of Routing Results. To further explore
how our method alleviates the problem of catas-
trophic forgetting, we randomly selected a fixed
number of samples from each dataset and visual-
ized their LoRA block routing behaviors, as shown
in Figure 5. This reflects the choices of LoRA
experts made by the token-level router and task-
level router for different tasks, where the length of
the color bar represents the router’s preference for
each LoRA expert. LORA1-6 represent token-level
LoRA, and LoRA7-8 represent task-level LoRA.
From the visualization, we can see that the token-
level router makes relatively balanced choices for
token-level LoRA, although there are some pref-
erences for different tasks. On the other hand, the
task-level router effectively selects the correspond-
ing high-level instruction or low-level action LoRA
experts based on the task hierarchy. For a compar-
ison of different hyperparameters of our method,
please refer to Appendix B.

5 Related Work

Continual Learning. Traditional continual learn-
ing methods can be categorized into memory-
based (Rebuffi et al., 2017; Yan et al., 2021),
regularization-based (Wang et al., 2024), and dy-
namic expansion approaches (Xu et al., 2021). Re-
cently, parameter-efficient fine-tuning (PEFT) and
mixture-of-experts (MoE) approaches have outper-
formed traditional methods in continual learning.
PEFT methods (Yan et al., 2024; Qiao and Mah-
davi, 2024) introduce a few parameters to min-
imize modifications, preserving past knowledge
with limited flexibility. MoE-based methods (Li
et al., 2024a; Dou et al., 2023; Gou et al., 2023)
use router mechanisms for dynamic expert selec-
tion, achieving satisfactory results but still facing
catastrophic forgetting. Our approach introduces
a cluster-based hierarchical MoE structure for pre-
cise expert allocation without task-id supervision,
while promoting knowledge transfer. Additionally,

we propose Incremental LoRA, which retains the
principal components of existing LoRA parame-
ters and progressively learns new tasks, effectively
addressing continual learning challenges.

Lifelong Learning for Embodied Agents. Em-
bodied continual learning enables agents to con-
tinuously learn new tasks and adapt their behav-
ior in dynamic environments (Lesort et al., 2020),
while preserving previously acquired knowledge.
While existing research on manipulation tasks pri-
marily focuses on reinforcement learning (Wolczyk
et al., 2021) and imitation learning (Mendez et al.,
2018; Gao et al., 2021), vision-language naviga-
tion (VLN) has explored incremental learning ap-
proaches. Kim et al. (Kim et al., 2024) introduced
Behavior Incremental Learning and Environment
Incremental Learning for VLN, aiming to equip
agents with new skills and adaptability to new en-
vironments. However, these methods mainly fo-
cus on low-level action learning, neglecting the
importance of high-level planning and decision-
making. To address this, we introduce Hierarchical
Embodied Continual Learning Setups, proposing
High-level Instruction Incremental Learning and
Low-level Action Incremental Learning for VLN,
enabling agents to effectively learn high-level in-
structions for task planning and decision-making,
while retaining low-level action execution capabil-
ities, advancing embodied intelligence continual
learning.

6 Conclusion

This paper addresses the challenges of continual
learning in embodied agents driven by LLMs, and
proposes an innovative embodied continual learn-
ing setups and method. The main contributions
include: First, we design the Hierarchical Embod-
ied Continual Learning Setups that decomposes
the learning process into high-level instructions
and low-level actions, and define five incremen-
tal learning setups to enhance the agent’s ability
for autonomous continual learning. Second, the
proposed continual learning method, Task-aware
MoILE, combines cross-modal task clustering, a
hierarchical task routing mechanism, and incremen-
tal LoRA, enabling the agent to efficiently select
task-specific experts without prior knowledge of
task IDs, while ensuring compatibility and minimal
interference between new and old tasks. Through
detailed comparative experiments and ablation stud-
ies, we validate the effectiveness of each compo-
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nent in preventing catastrophic forgetting and im-
proving task execution accuracy.

7 Limitations

Despite our study making significant strides by in-
troducing Hierarchical Embodied Continual Learn-
ing Setups and the Task-aware MolILE method to
address catastrophic forgetting in cross-level learn-
ing for agents, there are several key areas that
warrant further exploration and improvement in
future work: Firstly, our research has only been
experimentally validated on the ALFRED dataset.
To more comprehensively assess the effectiveness
and generalizability of our approach, future stud-
ies should aim to extend its application to more
complex and varied real-world scenarios. Sec-
ondly, the current experiments rely on existing high-
quality datasets for training and testing. However,
in the practical application scenarios of embod-
ied intelligence, it is often challenging to obtain
large amounts or high-quality data. Therefore, an
important direction for future research is to ex-
plore how to apply our method in few-shot or semi-
supervised continual learning environments. This
would not only broaden the applicability of the
method but also enhance the adaptability and learn-
ing efficiency of agents in data-scarce conditions.
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A Details of Hierarchical Embodied
Continual Learning Setups

A.1 High-level Instruction Behavior
Incremental Learning

In our setups, there are seven distinct behavior
categories: EXAMINE, PICK&PLACE, HEAT,
COOL, CLEAN, PICK2&PLACE, and MOV-
ABLE. In the high-level Instruction Behavior In-
cremental Learning setup, the model is required to
learn high-level planning under different behavior
types. The total dataset for this setup comprises
187,103 instances. We randomly ordered these be-
havior categories to generate the following three
sequences for model training.

1. EXAMINE — HEAT — PICK2&PLACE
— COOL — PICK&PLACE — CLEAN —
MOVABLE

2. PICK2&PLACE — CLEAN — MOVABLE
— PICK&PLACE — HEAT — EXAMINE
— COOL

3. MOVABLE — COOL — PICK&PLACE
— HEAT — CLEAN — EXAMINE —
PICK2&PLACE

A.2 High-level Instruction Environment
Incremental Learning

In the dataset, four unique environments are in-
cluded: KITCHENS, LIVINGROOMS, BED-
ROOMS, and BATHROOMS. In the high-level In-
struction Environment Incremental Learning setup,
the model is tasked with acquiring the ability to
perform high-level planning across varying envi-
ronmental contexts. The total dataset for for this
setup comprises 81048 instances. We also ran-
domly ordered these environments to generate the
following three sequences for model training.

1. BEDROOMS — BATHROOMS — LIVIN-
GROOMS — KITCHENS

2. KITCHENS — BEDROOMS — LIVIN-
GROOMS — BATHROOMS

3. BATHROOMS — LIVINGROOMS —
KITCHENS — BEDROOMS

A.3 Low-level Action Behavior Incremental
Learning

In the Low-level Action Behavior Incremental
Learning setup, the model is required to acquire
low-level control capabilities across diverse behav-
ior types. We trained the model using the same
sequences as described above in A.1.

1. EXAMINE — HEAT — PICK2&PLACE
— COOL — PICK&PLACE — CLEAN —
MOVABLE

2. PICK2&PLACE — CLEAN — MOVABLE
— PICK&PLACE — HEAT — EXAMINE
— COOL

3. MOVABLE — COOL — PICK&PLACE
— HEAT — CLEAN — EXAMINE —
PICK2&PLACE

A.4 Low-level Action Environment
Incremental Learning

In the Low-level Action Environment Incremental
Learning setup, the model is required to acquire
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low-level control capabilities across diverse envi-
ronmental contexts. We trained the model using
the same sequences as described above in A.2.

1. BEDROOMS — BATHROOMS — LIVIN-
GROOMS — KITCHENS

2. KITCHENS — BEDROOMS — LIVIN-
GROOMS — BATHROOMS

3. BATHROOMS — LIVINGROOMS —
KITCHENS — BEDROOMS

A.5 Hybrid Hierarchical Incremental
Learning

In our experimental setup, we also designed three
distinct sequences comprising four incremental
learning modes, resulting in the following orders
for model training.

1. Low-level Action Behavior — High-level In-
struction Behavior — Low-level Action En-
vironment — High-level Instruction Environ-
ment

2. High-level Instruction Behavior — Low-level
Action Behavior — High-level Instruction En-
vironment — Low-level Action Environment

3. Low-level Action Behavior — Low-level Ac-
tion Environment — High-level Instruction
Behavior — High-level Instruction Environ-
ment

B Details of Model Training

In this section, we provide the detailed hyperparam-
eter settings used for training the proposed model.
The hyperparameters are set as follows. We con-
ducted the training using two NVIDIA RTX 4090
D GPUs. A complete training cycle of the Hybrid
Hierarchical Incremental Learning setup typically
requires approximately 8 hours.

* In Equation 2, M is set to 4, where M denotes
the number of clusters.

* In Equation 4, V7 is set to 6, and N is set to
2, where Nj represents the number of token-
level LoRA experts, and Ny represents the
number of task-level LORA experts.

* In Equation 6, K is set to 2, where K denotes
the number of selected token-level LoRA ex-
perts in the top-K gating mechanism of the
MoE layer.

* In Equation 15, A; is set to 1.0, and A is set
to 0.5, where \; is the weight for the LoRA
singular value loss, and As is the weight for
the orthogonal loss.

Additionally, we conducted experiments with
different hyperparameter settings to evaluate the
model’s performance.

Table 5: Model performance (AA and FM) under differ-
ent hyperparameter settings.

Ni No K X X2 M AAT FM|
2 2 1 1.0 05 4 4810 1856
6 2 2 05 10 4 5310 1427
6 2 2 10 05 8 5230 1584
6 2 2 10 05 4 5358 1351

The results summarized in Table S indicate that
the current hyperparameter setting achieves opti-
mal performance. Reducing token-level experts to
N; = 2 with K = 1 degrades AA by 5.48%, sug-
gesting insufficient capacity for token-level adapta-
tion. Setting the LoRA singular value loss weight
(A1 = 0.5) smaller than the orthogonal loss weight
(A2 = 1.0) results in slightly degraded perfor-
mance. This suggests that a stronger singular value
constraint is more effective in balancing parameter
diversity and adaptation stability. Setting cluster
number M to 8 increases FM by 2.33% and de-
grades AA by 1.28%, implying over-clustering in-
troduces noisy task-feature disentanglement. These
results demonstrate that our final hyperparameter
setting balances these factors.

Table 6: Comprehensive analysis of computational over-
heads.

Method Memory (GB) Training Time (h)
EWC 15.37 5.2
CAMA 15.38 5.8
MoELoRA 16.32 6.8
O-LoRA 19.26 7.9
InfLoRA 19.58 7.2
Ours 16.06 7.6

Table 7: Performance comparison under different num-
bers of clusters.

Number of Clusters AAT FM|
2 53.27 14.03
4 53.58 13.51
8 5230 15.84

As demonstrated in Table 6, our proposed
method achieves the highest task accuracy and the
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lowest knowledge forgetting (see Tables 1, 2, and 3
in the paper for detailed comparisons) while main-
taining memory efficiency and inference efficiency
comparable to the baseline method MoELoRA. No-
tably, this performance advantage is accompanied
by a moderate increase in training time.

In designing the cross-modal clustering mod-
ule, our primary objective was to enable the model
to effectively distinguish between high-level in-
structions and low-level actions. To this end, we
employed a fixed number of clusters. Table 7 il-
lustrates the impact of varying cluster numbers on
model performance under consistent experimental
conditions. As the results show, the number of
clusters exhibits minimal influence on overall per-
formance. Based on these findings, we adopted a
fixed number of clusters in practical applications.
Specifically, setting the number of clusters to 2
is sufficient to differentiate between high-level in-
structions and low-level actions, ensuring both sim-
plicity and effectiveness in real-world scenarios.

C Analysis of LoRA Parameters and
Visual-Text Embeddings
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Figure 6: The singular values of the LoRA parameters
after SVD.
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As shown in Figure 6, we analyze the singular
values after SVD and find that only a small portion
of the LoRA parameters have significant values,
while most have relatively low values. This indi-
cates that a few parameters retain the core knowl-
edge of the task. Based on this, we divide the LoRA
expert parameters into principal component param-
eters and residual component parameters to priori-
tize critical information during model updates.

As shown in Figure 7, we use t-SNE to visual-

t-SNE visualization of different task embeddings

Low-behavior
High-behavior

x  Low-Environment

x  High-Environment

x

Figure 7: T-SNE visualization of visual-text embed-
dings. Different colors indicating different hierarchical
continual learning datasets.

ize the visual-text embeddings of different datasets.
It is evident that tasks of the same type are clus-
tered together in the feature space, while tasks with
similar hierarchical levels, such as High-behavior
and High-Environment under High-level Instruc-
tion, are more closely distributed. This geomet-
ric arrangement provides insights for hierarchical
knowledge preservation.
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