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Abstract

Reinforcement learning from human feedback
(RLHF) has been crucial in aligning large lan-
guage models (LLMs) with human values. Tra-
ditionally, RLHF involves generating responses
to a query and using a reward model to assign
a reward to the entire response. However, this
approach faces challenges due to its reliance
on a single, sparse reward, which makes it chal-
lenging for the model to identify which parts
of the sequence contribute most significantly
to the final reward. Recent methods have at-
tempted to address this limitation by introduc-
ing token-level rewards. However, these meth-
ods often rely on either a trained credit assign-
ment model or AI annotators, raising concerns
about the quality and reliability of the rewards.
In this paper, we propose token-level reward
regularization (T-REG), a novel approach that
leverages both sequence-level and token-level
rewards for preference optimization. Harness-
ing the self-refinement capabilities of LLMs,
our method uses contrastive prompting to en-
able LLMs to self-generate token-level rewards.
These self-generated rewards then act as re-
ward regularization, guiding the model to more
effectively distribute sequence-level rewards
across tokens. This facilitates better token-level
credit assignment and enhances alignment per-
formance. Experiments on the instruction fol-
lowing benchmarks, including Alpaca Eval 2
and Arena-Hard, show that our method consis-
tently outperforms baseline methods by up to
3.8% and 4.4%, respectively.

1 Introduction

Recent advancements in large language models
(LLMs; Tunstall et al. 2023; Chung et al. 2024;
Team et al. 2024) have centered on aligning model
outputs with human intentions and preferences.
Reinforcement learning from human feedback
(RLHF; Christiano et al. 2017; Glaese et al. 2022)
has become a dominant approach for achieving this
alignment by incorporating human feedback into

the training process. The RLHF process typically
consists of two phases. In the first phase, responses
are generated either with the model being opti-
mized (on-policy RL; Schulman et al. 2017; Guo
et al. 2024) or with different models (off-policy
RL; Rafailov et al. 2023; Ethayarajh et al. 2024).
In the second phase, a reward is obtained based
on feedback from either humans (Schulman et al.,
2017) or AI annotators (Lee et al., 2023), and this
reward is then used to optimize the policy model
through algorithms such as PPO (Schulman et al.,
2017) and DPO (Rafailov et al., 2023). During this
process, the quality of the reward signal is critical
to the success of RLHF, where poor or misaligned
rewards can lead to issues such as reward hack-
ing (Gao et al., 2023) and model collapse (Wang
et al., 2024a; Chowdhury et al., 2024).

Current RLHF methods typically use sequence-
level rewards, where reward signals are provided
at the end of an entire sequence. Recent studies
have shown that incorporating finer-grained reward
signals (Wu et al., 2024; Lightman et al., 2023),
ultimately at the token level (Zhong et al., 2024),
can significantly enhance the performance and con-
vergence of the policy model. However, annotating
token-level rewards is challenging for humans, es-
pecially when sequences may span thousands of
tokens. As a result, current token-level RLHF meth-
ods often rely on token-level rewards labeled by
AI annotators (Guo et al., 2023; Yoon et al., 2024)
or utilize credit assignment models that learn to
redistribute sequence-level rewards to individual
tokens (Yang et al., 2024b; Zhong et al., 2024).
These token-level rewards are then used to train
policy models through algorithms such as PPO.
However, the quality of these automatically gen-
erated rewards remains a concern. AI-generated
annotations and credit assignment models are prone
to errors, raising questions about the reliability of
the rewards and, consequently, the overall quality
of the trained policy models.
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Figure 1: Overview of the Token-Level Reward Regularization (T-REG). Existing DPO directly optimizes the
sequence-level rewards to align with user preferences. T-REG prompts LLMs to generate the token-level reward
and utilize it as regularization during the preference optimization.

In this paper, we investigate the integration of
auto-labeled token-level rewards into preference
optimization. We introduce T-REG, a novel token-
level preference optimization algorithm that lever-
ages both sequence-level and token-level rewards.
Our approach is motivated by the observation that
DPO inherently learns token-level rewards. In-
stead of directly optimizing the policy model with
auto-labeled token-level rewards, T-REG retains
sequence-level preference optimization while us-
ing these token-level rewards as weak supervision.
This weak supervision regularizes the token-level
reward signals implicitly learned during prefer-
ence optimization. This design enables T-REG to
optimize the overall sequence-level reward while
also achieving effective token-level credit assign-
ment. Inspired by the self-refinement capabilities
of LLMs (Madaan et al., 2024), we derive token-
level rewards through contrastive prompting, where
revision-based prompts rewrite the output in oppos-
ing directions. By comparing the token probabil-
ities generated from these prompts, we compute
the token-level rewards. This approach assigns
token-level rewards effectively without requiring
additional training or token-level annotations.

We evaluate T-REG on two instruction follow-
ing benchmarks, including Alpaca Eval 2 (Li et al.,
2023) and Arena-Hard (Li et al., 2024). T-REG
demonstrates consistent improvements across both
Llama-3-Instruct-8B and Gemma-2-9B-it models.
On Alpaca Eval 2, T-REG increases the length-
controlled win rate by up to 24.8% over the SFT
checkpoint, surpassing DPO by up to 3.8%. On the
more challenging Arena-Hard benchmark, T-REG
improves the win rate by up to 20.0%, outperform-
ing DPO by as much as 4.4%. Moreover, we find
that T-REG can be integrated into different prefer-
ence optimizations (e.g., SimPO) and shows con-
sistent improvements. Additionally, we analyze the

token-level rewards learned by T-REG, demonstrat-
ing that it effectively achieves token-level credit
assignment.

Our contributions are summarized as follows:

• We propose T-REG, a token-level prefer-
ence optimization method that utilizes both
sequence-level and token-level rewards to en-
hance alignment with human preferences.

• T-REG utilizes token-level rewards derived
through contrastive prompting to guide the
token-level rewards learned during preference
optimization, enabling effective token-level
credit assignment without the need for exter-
nal token-level reward annotations.

• T-REG achieves consistent improvements on
instruction-following benchmarks including
Alpaca Eval 2 and Arena-Hard, outperforming
DPO by up to 3.8% and 4.4%, respectively,
and showing compatibility with other prefer-
ence optimization algorithms.

2 Related Work

Reinforcement learning from human feedback.
Reinforcement Learning from Human Feedback
(RLHF) has become a cornerstone in aligning
Large Language Models (LLMs) with human in-
tentions, allowing for fine-tuning of models to pro-
duce more useful and aligned responses (Ziegler
et al., 2019). The early implementations of RLHF
typically used the proximal policy optimization
algorithm (PPO; Schulman et al. 2017), which op-
erates by optimizing policies through episodic re-
wards, calculated using a reward model trained on
human preferences (Bai et al., 2022; Ouyang et al.,
2022). However, applying deep RL techniques
such as PPO to LLMs has proven challenging due
to instability and inefficiency in training (Engstrom
et al., 2019). To address these challenges, alter-
native methods have emerged that employ super-
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vised fine-tuning (SFT) to simulate the RL process,
using high-quality responses to create more sta-
ble training signals (Lu et al., 2022; Zhao et al.,
2023; Yang et al., 2024b). In contrast to classi-
cal RLHF methods, a new line of research has
proposed direct alignment algorithms (Zhao et al.,
2023; Rafailov et al., 2023; Meng et al., 2024; Azar
et al., 2024; Zhou et al., 2024a; Wang et al., 2024b),
which optimize a supervised target directly based
on preference data, without the need for a sepa-
rate reward model. Despite their advantages, these
methods rely solely on sequence-level rewards. In
this work, we extend this paradigm by prompting
LLMs to generate token-level rewards using con-
trastive prompting, integrating these rewards as
regularization during preference optimization.

Token-level RLHF. While sequence-level rewards
provide effective supervision for RLHF, the ex-
tended length of LLM generations means that dif-
ferent parts of a sequence contribute unequally to
the final rewards, making sequence-level rewards
less data-efficient and effective (Chan et al., 2024;
Zhong et al., 2024). To address these limitations,
recent efforts have shifted from sequence-level to
token-level rewards, with a focus on how to effec-
tively derive these finer-grained signals. Existing
methods have adopted various approaches to token-
level reward derivation. For instance, Token-Level
Direct Preference Optimization (TDPO; Zeng et al.
2024) uses Markov decision processes (MDPs) to
derive token-level rewards. Other methods, such
as token-level continuous reward (TLCR; Yoon
et al. 2024), FIGA (Guo et al., 2023), and RLMEC
(Chen et al., 2024), rely on off-the-shelf LLMs
to auto-label token-level rewards. Additionally,
since DPO has been shown to implicitly learn
token-level rewards (Rafailov et al., 2023), some
approaches (Zhong et al., 2024; Yang et al., 2024a)
leverage DPO for this purpose. Once token-level
rewards are derived, existing methods typically op-
timize the policy using algorithms such as PPO
(Zhong et al., 2024; Yoon et al., 2024) or token
selection strategies (Yang et al., 2024a). How-
ever, these approaches often depend heavily on
auto-labeled token-level rewards, which introduces
potential challenges due to the inherent noise of
auto-labeled token-level rewards. In our approach,
we use token-level rewards derived from LLMs
as guidance in preference optimization to enhance
token-level credit assignment. Therefore, we mit-
igate the risks of solely relying on auto-labeled

Algorithm 1: Token-Level Reward Regu-
larization (T-REG)

Input: Dataset (D) with prompts and respon-
ses, policy model πθ, total number of iterations
T , learning rate αt,
for t = 0 to T do

Sample a mini-batch of tuples (x, yw, yl)
from D,
Generate token-level rewards via Eq. (3),
Define the regularization at token-level
rewards via Eq. (1),
Compute LDPO-REG via Eq. (2),
Update policy parameters θ using gradient
descent: θ ← θ − αt∇θ(x, yw, yl, θ).

end for

token-level rewards, achieving a more robust and
effective optimization process.

3 Method

In this section, we present in detail our proposed
method, T-REG (Algorithm 1). We first provide
the theoretical background of RLHF in Section 3.1.
Next, we introduce the token-level credit assign-
ment problem and explain how to guide preference
optimization using a token-level regularization in
Section 3.2. Finally, we present our contrastive
prompting method for generating token-level re-
wards in Section 3.3.

3.1 Preliminaries

RLHF. Reinforcement learning from human feed-
back (RLHF; Schulman et al. 2017) is a widely
used technique for aligning LLMs with human pref-
erences. Using human or AI annotations, RLHF
enables LLMs to generate outputs that align bet-
ter with human expectations. Consider a prefer-

ence dataset D =
(
x(i), y

(i)
w , y

(i)
l

)N
i=1

, where each

sample consists of a prompt x(i) and two outputs,
y
(i)
w (preferred) and y

(i)
l (dispreferred), as judged

by annotators, the core of RLHF lies in a reward
model, r∗(x, y), which assigns a score to each can-
didate output y based on how well it aligns with
the prompt x. A commonly adopted framework for
modeling preference distributions is the Bradley-
Terry (BT; Bradley and Terry 1952) model, which
defines the probability that yw is preferred over yl
as:

p(yw ≻ yl|x) = exp(r∗(x,yw))
exp(r∗(x,yw))+exp(r∗(x,yl))

.
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The RLHF process typically consists of two phases:
learning the reward model from preference data,
followed by using reinforcement learning to op-
timize a policy model based on this reward. In
the first phase, the reward model is trained using
maximum likelihood estimation, producing an esti-
mated reward function r̂(x, y). The reward model
can be structured to return feedback either at the
end of a sequence (Liu et al., 2023; Dong et al.,
2023; Xiong et al., 2024), where the evaluation
is based on the entire output, or at each step of
the sequence (Uesato et al., 2022; Lightman et al.,
2023), where feedback is provided based on inter-
mediate reasoning steps. Once the reward model is
trained, it is used to finetune the policy model by
optimizing the following objective:

maxπθ
Ex∼D,y∼πθ(·|x)

[
r̂(x, y)− β log πθ(·|x)

πref(·|x)

]
,

where β is a KL penalty coefficient to regularize
the deviation between the policy model πθ and the
reference model πref.

DPO implicitly learns token-level rewards. In
RLHF, rewards are typically assigned at the end
of sequences, which can extend to thousands
of tokens. However, not all tokens contribute
equally to the final reward (Chan et al., 2024;
Rafailov et al., 2024; Yang et al., 2024a). To ad-
dress this, it is crucial for a preference optimiza-
tion algorithm to effectively distribute sequence-
level rewards across individual tokens. Previous
work (Zhong et al., 2024; Rafailov et al., 2024)
has shown that Direct Preference Optimization
(DPO; Rafailov et al. 2023) implicitly learns token-
level rewards under sequence-level reward super-
vision. Specifically, with the token-level reward
defined as r∗token(yt|x, y<t) = β log π∗(yt|x,y<t)

πref(yt|x,y<t)
,

the sequence-level reward is computed as1:

rDPO(x, y) = V ∗(x) +
T∑

t=1

β log
π∗(yt|x, y<t)

πref(yt|x, y<t)
,

where T is the number of tokens in the sequence,
π∗ is the optimal policy, πref is the reference policy,
and V ∗ is the value function of π∗. For a pair of
outputs (yw, yl), the probability that yw is preferred

1For a detailed derivation, refer to Rafailov et al. (2024).

over yl, modeled using the BT model, is given by:

p(yw ≻ yl|x) =σ

(
Tw∑

t=1

β log
π∗(ywt |x, yw<t)

πref(ywt |x, yw<t)

−
Tl∑

t=1

β log
π∗(ylt |x, yl<t)

πref(ylt |x, yl<t)

)
,

where V ∗(x) cancels out because yw and yl cor-
respond to the same prompt x. By applying
maximum likelihood estimation to the preference
dataset, the policy model π can be optimized by
the following loss function:

LDPO = −E(x,yw,yl)∼D [log p(yw ≻ yl|x)] ,

which resembles the original DPO loss (Rafailov
et al., 2023). Therefore, performing RLHF with
DPO is redistributing the sequence-level reward
into the token level as β log π(yt|x,y<t)

πref(yt|x,y<t)
, where π

is the policy trained by DPO. This redistribution
ensures token-level credit assignment while opti-
mizing the sequence-level objective.

3.2 Regularized Token-level Preference
Optimization

Token-level reward as regularization. In prefer-
ence optimization, our objective is to ensure con-
sistency between the model’s pairwise rankings
and human preference while also achieving effec-
tive token-level credit assignment to enhance the
model’s generalization capabilities. Since DPO
models are trained with sequence-level rewards as
supervision, they can capture pairwise rankings at
the sequence level (Lambert et al., 2024). How-
ever, since token-level rewards are implicitly de-
rived through the redistribution of sequence-level
rewards in DPO, they often lack direct guidance.
Recent studies have demonstrated that LLMs can
serve as dense token-level reward functions with-
out fine-tuning, by employing techniques such
as contrastive decoding (Li et al., 2022) or con-
trastive prompting (Kim et al., 2024; Zhao et al.,
2024b). These methods infer token-level rewards
from the difference in token probabilities between
a strong model and a weak model, expressed as
log

πstrong(yt|x,y<t)
πweak(yt|x,y<t)

(see details in Section 3.3). How-
ever, these methods do not guarantee that the ac-
cumulated sequence-level rewards align with the
ground-truth sequence-level rewards provided by
the preference data. In this paper, we propose in-
tegrating token-level and sequence-level rewards
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Prompting Template for Revising an Output

Instruction: Below is a conversation between an user and an AI Assistant.
[User Question]
{instruction}
[The start of Assistant’s Answer]
{answer}
[The end of Assistant’s Answer]
Please rewrite the Assistant’s Answer to make it {direction}. Specifically, the rewritten {direction} answer should
closely resemble the original answer but is {direction} in terms of one or multiple of the following aspects:
helpfulness, correctness, coherence, verbosity.
IMPORTANT: Please strictly follow the following format: First, choose one or multiple aspects to generate a
{direction} answer, such as rewrite the original answer to be {detailed_description}, etc.
[The start of a rewritten {direction} answer]
<provide a {direction} answer here>
[The end of a rewritten {direction} answer]

Figure 2: Prompt template for revising the output to either a better or worse one. To make the output better, we set
use “helpful, correct, coherent, concise” as the description. To make the output worse, we use “unhelpful, incorrect,
incoherent, verbose” as the description.

to leverage the strengths of both. Our approach
incorporates token-level rewards as regularization
in preference optimization to improve token-level
credit assignment, thereby improving generaliza-
tion of the policy model.

Specifically, we introduce a regularization term
to ensure that the token-level rewards learned by
DPO align with dense token-level rewards derived
from LLMs. Let rtoken denote the token-level re-
ward learned by policy π, and r̂token denote the
given dense token-level reward, we can compute
their similarity at yt by:

sim(yt | x, y<t) = rtoken(yt | x, y<t) r̂token(yt | x, y<t).

Our goal is to maximize the alignment between the
token-level rewards across the entire output. The
regularization term, therefore, is formulated as:

Lreg = −
T∑

t=1

sim(yt | x, y<t)

= −∑T
t=1 βr̂token(yt | x, y<t) log

π(yt|x,y<t)
πref(yt|x,y<t)

.

Here, the term πref(yt|x, y<t) is a constant refer-
ence probability, which does not affect the gradient
and can thus be omitted. This leads to the following
modified regularization term:

Lreg = −∑T
t=1 βr̂token(yt | x, y<t) log π(yt|x, y<t). (1)

This term acts as a weighted language modeling
loss, increasing the likelihood of tokens with posi-
tive token-level rewards while decreasing the like-
lihood of tokens with negative token-level rewards,
thereby improving token-level credit assignment.
Regularized token-level preference optimization.
During preference optimization, we then optimize

both the preference optimization loss (e.g., LDPO)
and the regularization loss (Lreg). The prefer-
ence optimization loss aims to increase the mar-
gin between the probabilities of preferred and dis-
preferred sequences, while the regularization loss
maximizes the probabilities of high-reward tokens.
Since these two objectives optimize in different di-
rections, balancing them is critical for effective
optimization. To achieve this balance, we use
sequence-level gradient norms (Chen et al., 2018).
Recall that the gradient of the DPO loss is:

∇LDPO = −βσ (rDPO(x, yl)− rDPO(x, yw))

(∇ log π (yw|x)−∇ log π (yl|x)) .
where for each sequence, the gradient norm
with respect to each token is proportional to
σ (rDPO(x, yl)− rDPO(x, yw)). To ensure that the
regularization loss does not dominate the prefer-
ence optimization loss for each sequence, we in-
troduce a sequence weight to modulate the regu-
larization loss. The final regularized token-level
preference optimization objective is:

LDPO-REG = LDPO + αE(x,yw,yl)∼D
[
w(x,yw,yl)

(LREG(x, yw) + LREG(x, yl))] ,

(2)

where w(x,yw,yl) = σ (rDPO(x, yl)− rDPO(x, yw))
is the sequence weight and is detached from back
propagation, α is a hyperparameter that controls
the strength of regularization. As shown in our ab-
lation study (see Section 4.2), sequence weighting
achieves the best performance.

3.3 Self-generated Token-level Rewards
In this section, we focus on deriving the
dense token-level rewards by LLMs. Existing

27880



work (Zhou et al., 2024b; Zhao et al., 2024a) often
approximates this reward by contrasting a strong
model against a weak model, where:

r̂(yt|x, y<t) = log
πstrong(yt|x, y<t)

πweak(yt|x, y<t)
.

The strong model can be a model from the same
family but at a larger scale (Li et al., 2022), a
model that is more aligned with human expecta-
tions (Zhou et al., 2024b; Zhong et al., 2024; Huang
et al., 2024), or a model with better prompts (Kim
et al., 2024; Zhao et al., 2024b). In this paper,
we focus on using contrastive prompting to derive
token-level reward, as this approach only requires
a single model and does not require additional fine-
tuning. Specifically, we utilize two contrastive,
revision-based prompts, xbetter and xworse designed
to refine the current output y in positive or negative
directions to evaluate token quality. Building on
prior work in self-refinement (Madaan et al., 2024),
we leverage the demonstrated ability of LLMs to
adjust outputs in diverse directions. The revision
prompt, adapted from Wang et al. (2024e) and il-
lustrated in Fig. 2, refines an output based on four
aspects: helpfulness, correctness, coherence, and
verbosity. Given a token yt and a causal language
model πeval for generating the rewards, we calcu-
late the token-level reward by:

r̂(x, y<t, yt) = σ
(
log πeval(yt|xbetter,y<t)

πeval(yt|xworse,y<t)

)
− 0.5, (3)

where σ clips the reward value, and −0.5 clips re-
centers the original reward into range of [−0.5, 0.5].
This normalization helps mitigate extreme token-
level reward values, thereby stabilizing the pref-
erence optimization process. Thanks to the au-
toregressive nature of causal language models, the
rewards for all tokens in an output can be derived
with only two forward passes. Due to tokenization
issues, πeval should ideally share the same vocabu-
lary as the reference model πref

2. In this work, we
specifically focus on the self-generated token-level
rewards, where we use the reference model πref to
generate the token-level rewards.

4 Experiments

In this section, we outline our experimental set-
tings in Section 4.1, present the main results and
ablations in Section 4.2, and provide qualitative

2Although there are methods to resolve mismatches in
vocabulary (Kasai et al., 2022), we consider models with the
same vocabulary for simplicity.

case studies in Section 4.3. Additional analysis of
T-REG can be found in Appendix A.

4.1 Experimental Settings

Model configurations. Our methods are imple-
mented using the official repo of Zephyr3. Prefer-
ence optimization is performed based on two large
language models: Llama-3-8B-Instruct (Dubey
et al., 2024) and Gemma-2-9B-it (Team et al.,
2024). We use the hyperparameters used by Meng
et al. (2024), who conducted an extensive hyperpa-
rameter search. For our newly introduced hyperpa-
rameter, α, we search in the range {0.1, 0.25, 0.5}.
Training data. We perform RLHF in an on-policy
setting, where outputs are sampled from the pol-
icy being optimized. However, generating outputs
during training is computationally expensive. To
address this, we adopt an approximate method sim-
ilar to that used by Meng et al. (2024), where out-
puts are sampled using the reference policy before
preference optimization. Specifically, the refer-
ence policy generates five outputs for each prompt,
which are then evaluated using an external reward
model. The best and worst outputs are selected
to form a preference pair. For our experiments,
we use the preference data generated by Meng
et al. (2024), derived from prompts in Ultrafeed-
back (Cui et al., 2023) and scored using the Ar-
moRM reward model (Wang et al., 2024d,c).

Evaluation. We evaluate the models on two bench-
marks: Alpaca Eval 2 (Li et al., 2023) and Arena-
Hard (Li et al., 2024). Alpaca Eval 2 is an auto-
mated benchmark designed to assess the alignment
of LLMs with human preferences across 805 rep-
resentative instructions. For each instruction, the
evaluated model’s response is compared head-to-
head with the response generated by gpt-4-turbo
using an automatic evaluator (with gpt-4-turbo
as the default evaluator). The win rate reflects the
probability that the evaluator prefers the responses
of the evaluated model over those of gpt-4-turbo.
Additionally, Alpaca Eval 2 introduces a length-
controlled win rate (Dubois et al., 2024) to mitigate
length bias in gpt-4-turbo. We use the genera-
tion configurations recommended by Zheng et al.
(2024) to generate the outputs during evaluation.

Arena-Hard is an automated benchmark consist-
ing of 500 user queries that emphasize challenging
topics, such as coding and expert-level knowledge.

3https://github.com/huggingface/
alignment-handbook
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Method

Llama-3-Instruct (8B) Gemma-2-Instruct (9B)

Alpaca Eval 2.0 Arena-Hard Alpaca Eval 2.0 Arena-Hard

Len-control. Win Rate Win Rate Len-control. Win Rate Win Rate
Win Rate vs GPT-4 vs GPT-4 Win Rate vs GPT-4 vs GPT-4

SFT 26.0 25.3 22.3 51.1 38.1 40.8

RTO 49.2 47.2 37.6 67.6 68.7 63.1
SePO 48.5 45.5 33.1 - - -4

TDPO1 45.4 37.4 29.1 66.5 56.6 46.7
TDPO2 43.2 40.2 34.0 64.3 59.3 55.7

DPO 47.0 46.0 35.9 68.9 66.9 58.6
SimPO 52.5 47.1 33.1 73.5 70.7 63.0

DPO-REG 50.8 51.1 40.3 70.3 66.4 60.2
SimPO-REG 53.8 48.8 34.4 74.5 70.5 64.2

Table 1: Evaluation results (%) on Alpaca Eval 2 and Arena-Hard benchmarks. Scores that are underlined denote
statistically significant gains (p < 0.05).

The model’s response is compared head-to-head
with the response generated by gpt-4-0314. No-
tably, Arena-Hard exhibits the highest correlation
with Chatbot Arena and offers the best separability
among widely used open-ended LLM benchmarks.
In our experiments, we use the official generation
configurations provided by Arena-Hard.

Compared methods. We consider two preference
optimization algorithms, DPO and SimPO (Meng
et al., 2024)5, as the base algorithms for applying
T-REG. Additionally, we evaluate the following
token-level preference optimization algorithms for
comparison: (1) RTO. Reinforced token optimiza-
tion (Zhong et al., 2024) first trains a DPO model
to derive the dense token-level rewards. It then
uses PPO (Schulman et al., 2017) to directly opti-
mize the policy model based on these token-level
rewards. (2) SePO. Selective preference optimiza-
tion (Yang et al., 2024a) also derives token-level
rewards using DPO. It then performs preference op-
timization on a subset of tokens by selecting those
with the highest reward values in the preferred out-
put and the lowest reward values in the dispreferred
output. (3) TDPO. Token-level direct preference
optimization (Zeng et al., 2024) optimizes prefer-
ences at the token level and includes forward KL
divergence constraints for each token. This ap-
proach has two variants, TDPO1 and TDPO2. This
method does not utilize explicit token-level rewards
as supervision. As these methods do not report
their numbers on our base models, we reproduce
them and search for the best set of hyperparameters

4Despite extensive hyperparameter tuning, we find that
Gemma-2-Instruct, fine-tuned by SePO, suffers severely from
degeneration and fails to produce reasonable results.

5While T-REG is derived based on DPO, it can be adapted
to other preference optimization algorithms by adjusting the
sequence-level weighting term according to their gradients.

within their recommended range.

4.2 Main Results and Ablation

T-REG consistently outperforms the baselines
and the compared methods. The results on Al-
paca Eval 2 and Arena-Hard are presented in Ta-
ble 1. We observe that T-REG, when applied to
both DPO and SimPO, consistently outperforms
these methods on both benchmarks. Specifically,
on Alpaca Eval 2, T-REG increases the length-
controlled win rate by up to 24.8% over the SFT
checkpoint, surpassing DPO by up to 3.8%. On the
more challenging Arena-Hard benchmark, T-REG
improves the win rate by up to 20.0%, outperform-
ing DPO by as much as 4.4%. Similar improve-
ments are observed with SimPO, indicating that
although T-REG is primarily derived from DPO,
it generalizes well to other preference optimiza-
tions. Among other token-level preference opti-
mization methods, RTO, which conducts PPO on
token-level rewards derived from DPO, is the best
performing one and achieves results comparable to
or better than DPO, especially on the Arena-Hard
benchmark. However, RTO’s gains are smaller or
even negative on Alpaca Eval 2, which focuses
on general questions, while T-REG consistently
yields positive improvements across both bench-
marks. These results highlight the effectiveness of
T-REG in enhancing preference optimization.
Selective regularization on high-reward tokens
yields better results. As shown in Eq. 1, T-REG
can be interpreted as performing weighted SFT
on high-reward tokens. Previous methods (Dubey
et al., 2024; Xu et al., 2024) apply an SFT loss
over the entire preferred output yw, which has been
shown to help prevent degeneration:

LDPO-SFT = LDPO + αE(x,yw,yl)∼D [log π(yw|x)] .
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Method
Alpaca Eval 2.0 Arena-Hard

Len-control. Win Rate Win Rate
Win Rate vs GPT-4 vs GPT-4

DPO 47.0 46.0 35.9
DPO-REG 50.8 51.1 40.3

DPO-SFT on yw 46.0 43.4 32.7
Static weigh. 48.0 46.3 35.1
DPO reward 49.8 51.0 36.9

Table 2: Results of different variants of T-REG based
on Llama-3-Instruct (8B).

However, as shown in Table 2, incorporating this
loss results in significant performance degradation
on both tasks, even with a small α value. This
is likely because optimizing over the entire yw in-
cludes tokens of lower quality. In contrast, T-REG
— focuses exclusively on high-reward tokens —
achieves consistent improvements over DPO.
Sequence weighting enhances performance. To
evaluate the impact of sequence-level weighting
on performance, we trained DPO-REG using static
weighting by removing the weighting term from
the loss. However, as shown in Table 2, this ap-
proach did not result in consistent improvements
over DPO, showing the effectiveness of sequence-
level weighting.
Self-generated reward outperforms DPO re-
ward. In line with prior approaches like RTO and
SePO, we also experimented with using the token-
level rewards derived from DPO for regularization.
As shown in Table 2, this approach achieved similar
performance to self-generated rewards on Alpaca
Eval 2 but performed much worse on Arena-Hard,
underperforming self-generated rewards by 3.4%.
These results indicate that self-generated token-
level rewards are comparable to or better than those
derived from DPO.

4.3 Case Study
In this section, we examine the quality of token-
level rewards learned by T-REG. Since no existing
evaluation datasets specifically assess token-level
rewards, we perform a qualitative analysis instead.
Figure 3 presents three example tokens from Chat-
bot Arena (Chiang et al., 2024). We calculate the
token-level rewards with log πθ(yt|x,y<t)

πref(yt|x,y<t)
, where

πθ and πref are the policy and reference models,
respectively. The positive and negative rewards are
visualized in red and blue. Our analysis demon-
strates that integrating T-REG into DPO enhances
the precision of token-level reward assignments.

• Prompt 1: The prompt specifies that only

Prompt 1 Write "Test"

DPO

DPO-REG

Prompt 2 Alice loves her dog and Bob does too. In a 
few words, how many dogs are involved?

DPO

DPO-REG

Prompt 3 What is 2+2?

DPO

DPO-REG

Figure 3: Case study on the token-level rewards learned
by DPO and DPO-REG, where red means positive re-
ward and blue means negative reward. We use Llama-3-
Instruct (8B) as the base model.

the initial letter of the word “Test” should
be capitalized, but the response is entirely in
uppercase. Here, T-REG assigns a negative
reward to capture the mismatch, whereas DPO
incorrectly assigns a positive reward.

• Prompt 2: The correct response is one dog,
yet DPO erroneously assigns a positive reward
to the incorrect answer. In contrast, T-REG
accurately reflects the error by assigning a
negative reward.

• Prompt 3: The correct answer is 4, and the
response matches. While DPO fails to assign
a positive reward to this response, T-REG cor-
rectly assigns a positive reward.

These examples underscore the effectiveness of
T-REG in achieving precise token-level reward as-
signments.

5 Conclusion

In this study, we addressed the challenge of token-
level credit assignment in preference optimization
by introducing T-REG, a novel method that lever-
ages self-generated token-level rewards derived
through contrastive prompting as regularization.
This approach allows for more effective and fine-
grained credit assignment, seamlessly integrating
with sequence-level preference optimization to en-
hance alignment with human preferences. Exper-
iments on instruction-following benchmarks in-
cluding Alpaca Eval 2 and Arena-Hard, as well
as our qualitative case study, demonstrate that T-
REG not only enhances alignment performance
but also achieves more precise token-level credit
assignment.
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Limitations

Lack of quantitative results on token-level credit
assignment. In this paper, we only provide qual-
itative results on the token-level rewards learned
by T-REG. Therefore, there lacks a systematic and
more rigorous study on the accuracy of token-level
rewards. While we believe this analysis will pro-
vide valuable insights, to the best of our knowl-
edge, no benchmarks currently exist for evaluating
token-level rewards. Future work should focus on
constructing dedicated evaluation datasets to facili-
tate quantitative assessment of token-level reward
accuracy.

Rewards in other levels. Our approach focuses on
utilizing rewards at the token and sequence levels.
However, intermediate levels, such as step-level
and span-level rewards, also provide useful infor-
mation for alignment tasks and have been widely
applied, especially in math and coding problems.
The current method does not account for these in-
termediate reward levels. Future research could
explore methods that incorporate multiple levels of
rewards, potentially enhancing the flexibility and
effectiveness of preference optimization.
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Method IFEval BHH MATH-Hard GPQA MUSR MMLU-Pro Average

Llama-3-Instruct (8B)

SFT 74.08 28.24 8.69 1.23 1.60 29.60 23.91
DPO 65.13 26.53 4.75 5.47 8.77 28.72 23.23
DPO-REG 68.69 29.16 7.70 6.97 5.17 31.44 24.86
SimPO 71.74 28.01 4.16 7.36 8.05 29.63 24.82
SimPO-REG 67.78 27.30 5.13 5.17 8.06 29.44 23.85

Gemma-2-Instruct (9B)

SFT 74.36 42.14 0.23 14.77 9.74 31.95 28.86
DPO 71.43 41.11 0.00 15.88 7.96 29.09 27.58
DPO-REG 70.67 42.10 0.00 14.53 6.46 31.29 27.51
SimPO 73.29 41.14 0.00 14.56 10.00 33.03 28.67
SimPO-REG 70.56 41.06 0.00 14.36 10.10 32.69 28.13

Table 3: Results on the OpenLLM leaderboard v2.
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Figure 4: Performance on Alpaca Eval 2 across various α values using Llama-3-Instruct.

A Additional Analysis

Results on downstream tasks. We evaluate the models on the OpenLLM leaderboard v2 (Fourrier
et al., 2024) to assess their capabilities on general downstream tasks. We use the lm-evaluation-harness6,
the official code base for the OpenLLM leaderboard v2. Results are shown in Table 3. Overall, we
observe that RLHF models exhibit performance on par with, or slightly below, that of the SFT model on
downstream tasks. Similarly, a comparison between T-REG and the baseline models reveals no significant
performance differences. These findings align with previous research (Askell et al., 2021), which suggests
that improved alignment does not necessarily correlate with enhanced general task performance.

Sensitivity analysis of α. In our experiments, we focus solely on tuning the value of α, while adopting all
other hyperparameters directly from prior work. To evaluate its impact, we present a sensitivity analysis
of α in Figure 4. The results indicate consistent performance improvements for smaller α values, such
as 0.1 and 0.25, but a decline as α increases, ultimately resulting in degeneration as α approaches∞.
These findings underscore the importance of balancing sequence-level and token-level rewards, with
sequence-level rewards playing a more significant role, as evidenced by the small optimal α values.

B Additional Details

Scientific artifacts. This work utilizes various scientific resources, including LLMs, preference datasets,
and evaluation tools or benchmarks. We provide references to all the artifacts used, where details about
their licenses, supported languages, data coverage, parameter sizes, and any safety considerations can be

6https://github.com/EleutherAI/lm-evaluation-harness
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accessed. Given the broad scope of data types and domains covered by modern LLMs and preference
datasets, we do not detail these specifics here but encourage readers to refer to the original sources for
more comprehensive information. All resources in this study were used strictly for non-distributive and
non-commercial research purposes, adhering to the terms of their respective licenses.

Budget. We conduct all experiments using 8 × H100 GPUs. The experiments take approximately 4 hours
for Llama-3-Instruct and 7 hours for Gemma-2-it.

Use of AI assistants. We employed ChatGPT exclusively to refine the language and improve the
readability of the paper. The tool was used solely for stylistic enhancements and clarity improvements,
without influencing the scientific content or analysis.
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