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Abstract

Personal travel planning is a challenging task
that aims to find a feasible plan that not only
satisfies diverse constraints but also meets the
demands of the user’s explicit and implicit pref-
erences. In this paper, we study how to in-
tegrate the user’s implicit preference into the
progress of travel planning. We introduce Re-
alTravel, an augmented version of the Trav-
elPlanner by incorporating real user reviews
and point-of-interest metadata from Google Lo-
cal. Based on RealTravel, we propose Personal
Travel Solver (PTS), an integrated system that
combines LLMs with numerical solvers to gen-
erate travel plans that satisfy both explicit con-
straints and implicit user preferences. PTS em-
ploys a novel architecture that seamlessly con-
nects explicit constraint validation with implicit
preference modeling through five specialized
modules. The experimental results demonstrate
the system’s effectiveness, achieving better per-
formance than baseline methods, and improve-
ment in the level of personalization. Our data
and code are available at PersonalTravelSolver.

1 Introduction

Recent advances in Large Language Models
(LLMs) have demonstrated remarkable capabilities
in understanding complex instructions and reason-
ing across diverse domains (Huang et al., 2022a,b).
While LLMs show promise in planning tasks (Song
et al., 2023; Huang et al., 2022a), their application
to real-world planning scenarios remains challeng-
ing, particularly when dealing with multiple inter-
acting constraints and personalization requirements.
Travel planning serves as an example of such chal-
lenges (Xie et al., 2024): given a natural language
query like “I’m planning a 3-day trip from Grand
Rapids to Atlanta from March 18-20, 2022. I'd like
a private room for accommodation, and I’m inter-
ested in trying both Latin American and European
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restaurants. Could you help me plan this within
a $1500 budget?”, a travel planner must not only
satisfy constraints (e.g., time, budget) but also un-
derstand user preferences (e.g., dining preferences)
while coordinating numerous interdependent de-
cisions (e.g., flights, accommodations, activities).
Even for humans, this task requires significant ef-
fort, involving iterative information seeking, con-
straint checking, and preference-based decision-
making.

Recent efforts have attempted to address travel
planning through various approaches. Xie et al.
(2024) introduce TravelPlanner, a benchmark for
U. S. domestic travel planning. However, results
show that even state-of-the-art LLMs like GPT-4
(Achiam et al., 2023) achieve only a 4.4% success
rate in generating valid plans (Xie et al., 2024).
While some approaches have formalized travel
planning as a constraint satisfaction problem us-
ing numerical solver (Hao et al., 2024), achieving
better constraint satisfaction rates, they often over-
look the crucial aspect of personalization, thereby
producing technically feasible but potentially unsat-
isfying plans. Conversely, attempts to incorporate
personalization through synthetic user profiles (e.g.,
TravelPlanner+ (Singh et al., 2024), TravelAgent
(Chen et al., 2024a)) or multi-turn dialogues (Jiang
et al., 2024) fail to reflect the complexity of real-
world user preferences (Yan et al., 2023).

To address the challenge of modeling real-world
users’ implicit travel preferences, we present Real-
Travel, a novel dataset that extends the TravelPlan-
ner benchmark by incorporating authentic user re-
views and metadata sourced from Google Local
(Li et al., 2022). Specifically, we extract point-of-
interest (POI) data and user reviews for cities cov-
ered in the TravelPlanner benchmark. RealTravel
provides a comprehensive resource grounded in
real user behaviors, thereby fostering research in
personalized travel planning.

To generate travel plans that rigorously satisfy
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user constraints while reflecting individual prefer-
ences, we propose Personal Travel Solver (PTS),
a personalized travel planning system that inte-
grates large language models (LLMs), the SCIP
solver (Bestuzheva et al., 2021), and a robust data
processing framework to address the aforemen-
tioned challenges. PTS comprises five distinct mod-
ules: the Translator Module, Search Module, Pref-
erence Encode Module, Re-rank Module, and Plan-
ning Module. All modules are carefully designed
and can operate seamlessly together. The Transla-
tor Module converts natural language queries into
structured JSON representations, ensuring precise
interpretation of user requirements. The Search
Module then retrieves contextually relevant can-
didate information from integrated databases. To
further refine personalization, the Preference En-
code Module extracts implicit user constraints from
review histories. The Re-rank Module performs
secondary filtering on these candidates, prioritizing
high-quality options aligned with user expectations.
Finally, the Planning Module leverages the SCIP
solver to generate feasible travel plans that holisti-
cally satisfy constraints.

We evaluate our framework on the RealTravel
dataset, demonstrating its effectiveness in generat-
ing high-quality travel plans. Our approach demon-
strates superior constraint satisfaction compared
to baseline methods. For personalization evalua-
tion, we leverage the "LLM as judge" paradigm,
where a large language model assesses travel plans
based on user preference alignment, providing an
objective measure of personalization quality. The
experiments demonstrate that our framework im-
proves personalization of travel plan.

Our contributions include:

* We introduce RealTravel, a novel dataset that
augments existing travel planning benchmarks
with real user reviews and POI metadata, en-
abling research on preference-driven travel
planning.

* We develop Personal Travel Solver (PTS),
an integrated system that effectively bridges
the gap between explicit constraint satisfac-
tion and implicit preference understanding
through a five-module architecture.

* The experiments show that our framework can
generate travel plans that satisfy explicit con-
straints and capture implicit user preference.

2 Related Works

2.1 Travel Planning

The global tourism boom fuels a strong demand for
personalized travel assistance, as today’s travelers
seek personal experiences beyond generic sight-
seeing. While major travel platforms like Expe-
dia (Expedia Group, 2024) and Booking (Booking
Holdings Inc., 2024) introduced booking integra-
tions and categorical recommendations, and others
like Roadtrippers (Roadtrippers, LLC, 2024) pro-
vide foundational route planning, they still face
considerable limitations in satisfying the deep per-
sonalization needs of travelers. These platforms
often fail to effectively mining users’ underlying
preferences, and still heavily relies on manual se-
lection of points of interest (POI) by users, thus
making it difficult to deliver automated and person-
alized travel plans.

Large language models (LLMs) (Achiam et al.,
2023) have recently shown significant potential in
few-shot learning (Huang et al., 2022a), tool us-
ing (Schick et al., 2023) and reasoning (Huang
et al., 2022b), prompting researchers to explore
their application in planning tasks (Song et al.,
2023; Huang et al., 2022a). Initial efforts fo-
cused on benchmarking LLMs’ planning capabili-
ties (Bohnet et al., 2024) and developing reasoning
frameworks for multi-phase planning tasks (Xie
and Zou, 2024).

As for travel planning, it is a complex task in-
volving information gathering, point-of-interest
(POI) selection, route mapping, and personaliza-
tion to meet diverse user needs (Halder et al., 2024).
Benchmarks such as NaturalPlan (Zheng et al.,
2024) and TravelPlanner (Xie et al., 2024) aim
to rigorously evaluate logical constraint satisfac-
tion in cross-city planning tasks. However, due
to the complexity of constraints and diverse user
requirements, directly employing LLMs for travel
planning often yields suboptimal results (Xie et al.,
2024). To address these limitations, recent studies
propose architectural and methodological enhance-
ments. (Chen et al., 2024c¢) introduces feedback-
aware fine-tuning (FAFT) to improve planning per-
formance through supervised fine-tuning, while
(Gundawar et al., 2024) augments LLMs with ex-
ternal verifiers for iterative constraint validation.
(Lee et al., 2025) integrated iterative travel plan
sampling with optimization algorithms, achieving
appealing performance on the TravelPlanner bench-
mark.

27623



Translator Module

“Please create a travelplan forme

where I'll be departing from Gral
and headingto Atla:

3-day trip from 2022-0

Search Module Planning Module

[Tool] FlightSearchl;
ta, 2022-03-18]

[Tool] HotelSearch[Atlanta]
[Tool] tlanta]

[Plan] L]
Day1: -

Current_city: from
Transportation: Flight Number: F3523983, from

. I needa priva T
for accommodation. I'd like to have

atir n C
European Cuisine options for dining.
Can you help me keep this journey
within a budget of $ ?”

Grand Rapids to Atlanta, Dep: 12:31, Arr: 14:28

[Tool] AttractionSearch{Atlantz] ) Breakfast: Fireside Jamaican Restaurant
Lunch: Porto Brasil Restaurant
Dinner: La Urbana Mexican Restaurant
[Result] Attraction: Memorial Drive Greenway;South
View Cemetery Asscciation;Oakland Cemetery;
[Result] Accommodation: Spacious private room close
[Result] St. Barnabas Hospital
[Result] Day2:

Current_city:

Preference Encode Module
User_id:1,

Top Likes]: \
Rating: 4, [Top Likes]

5 1.Historical significance
Text: Wal 2.Architectural preservation !

nmunity Par 3.Scientific Interest
Gmap_id: 1000

[Top Dislikes]:

1.Minimal parking I
2.No café

“Select Top likes
and dislikes”

\
lgl

“Summarize User
Profile”

“Extract Likes&Dislikes

from review”

[Likes]:
Historical significance
Architectural preservation

Scientific Interest
Free entry
play fields. !

[Dislikes]:

[User Profile]
This user has a deep
appreciation for history,
cultural heritage, and
architectural
preservation......

Minimal parking

No café I
Poor quality souvenirs
High price..

Breakfast: Nyamminz & Jamminz Jamaican
Restaurant
Lunch: La Fiesta Mexican Restaurant
Dinner: Foxx Original Jamaican Restaurant
Attraction: Margaret Mitchell Square;Ellsworth
Park;Pittman Park;

Accommodation: Spacious private room close
ENCODE

St. Barnabas Hospital
Day3........

SASRec  Top50

Candidate

Re-rank Module

Generate
Candidata Plan
[Flight] Flight POIs
Number: SCIP
F123F3523983,
Cost: $120...
[Hotel] Big
bedroom in
Astoria...
[Restaurant]
Orange Garden

preference
Restaurant ...... tags for
‘- LLMas [Attraction] o .E,
Judge Clybourn Place
Bridge...

—

[Caididate POIs]

ENCODE

Provide
values of

Figure 1: Overview of Personal Travel Solver. Given a natural language query, the system employs five intercon-
nected modules to generate personalized travel plans. The Translator Module converts user queries into structured
JSON format, while the Search Module retrieves candidate information from databases. The Preference Encode
Module analyzes user review histories to identify key preferences, and the Re-rank Module employs SASRec and
text embeddings to select top candidate POIs. Finally, the Planning Module utilizes the SCIP solver to generate
feasible travel plans that satisfy both explicit constraints and implicit user preferences.

2.2 Hybrid System of LLM and Solvers

Recent research has explored the integration of
symbolic solvers with large language models
(LLMs) in both abstract planning tasks (e.g., (Pan
et al., 2023; Deng et al., 2024; Silver et al., 2024;
de la Rosa et al., 2024)) and real-world planning
applications (e.g., (Tang et al., 2024; Hao et al.,
2024; Ju et al., 2024)).

These hybrid systems combine the natural lan-
guage understanding capability of LLMs with the
precise constraint satisfaction mechanisms of for-
mal solvers. (Hao et al., 2024) focus on formal con-
straint verification, prompting LLMs to generate
code executable by SMT solvers to ensure gener-
ated plans strictly adhere to explicit constraints. In
contrast, (Ju et al., 2024) tackle guaranteed itinerary
scheduling by employing mixed-integer linear pro-
gramming (MILP) solvers to enforce spatial and
temporal feasibility, relying on synthesized virtual
data derived from real-world statistics. (Tang et al.,
2024) integrate LLMs with spatial optimization
for urban itinerary planning. While these works
demonstrate the power of hybrid systems for con-
straint satisfaction and feasibility guarantees, they
primarily focus on explicitly stated requirements

or synthesized data.

2.3 User Modeling and Personalization

User modeling constructs comprehensive user pro-
files by aggregating multi-dimensional user data
(e.g., behavioral patterns, interests, and prefer-
ences). The integration of large language mod-
els (LLMs) with these profiles enables more per-
sonalized user experiences. For instance, recom-
mendation engines utilize behavioral histories and
content analysis to generate highly targeted sug-
gestions (Liao et al., 2024), while chatbot systems
employ adaptive mechanisms to refine linguistic
patterns dynamically during interactions (Li and
Zhao, 2021). Furthermore, multi-modal systems
enhance the relevance of generated text and images
by leveraging user profiles (Xu et al., 2024).

In the domain of travel planning, privacy con-
cerns often limit the availability of real-world user
behavior data, thereby posing a substantial chal-
lenge to effective user profiling. As a result, exist-
ing approaches mainly rely on synthetically gen-
erated virtual user profiles to improve personaliza-
tion. For example, (Jiang et al., 2024) propose a
dialogue-driven preference extraction agent, while
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(Singh et al., 2024; Chen et al., 2024a) adopt LLM-
synthesized virtual personas for personalized travel
planning. Nevertheless, these methods are inher-
ently limited by their reliance on artificially con-
structed persona data, which may not accurately
reflect authentic user preferences in real-world sce-
narios.

3 Personal Travel Solver

3.1 RealTravel Dataset

To address the gap in capturing real-world users’
implicit travel preferences, we constructed a novel
dataset derived from authentic user reviews of
points of interest (POIs) obtained from Google Lo-
cal.

Specifically, we extracted POI metadata and user
reviews from the Google Local dataset (Yan et al.,
2023), focusing on cities included in the Trav-
elPlanner benchmark. The Google Local dataset
comprises business listings and review data from
Google Maps, with coverage extending through
September 2021 in the United States. From this
dataset, we selected 1,155 users with the highest
review activity, while excluding POIs with insuffi-
cient reviews and cities with inadequate POI cov-
erage. We adopted the evaluation framework from
TravelPlanner (Xie et al., 2024), along with associ-
ated flight and accommodation data.

Since the original TravelPlanner benchmark
lacks symbolic grounding for user requests, we de-
veloped a travel request generator to produce struc-
tured symbolic queries. Each request was gener-
ated by sampling multiple variables (summarized in
table 3), with constraint values randomly selected
and validated via a verification program to ensure
feasible solutions. These symbolic requests were
subsequently converted into natural language de-
scriptions using a large language model (LLM) via
prompt-based generation. The final dataset consists
of 1,000 test samples and 155 validation samples.
For additional details on dataset, see Appendix A.

3.2 Overview of Personnel Travel Solver

Based on the RealTravel dataset, we propose Per-
sonal Travel Solver (PTS), a personalized travel
planning system that integrates large language mod-
els (LLMs), the SCIP solver (Bestuzheva et al.,
2021), and a structured data processing pipeline. It
leverages explicit user requests and review history
to extract implicit travel preferences, generating
feasible, personalized travel plans.

PTS consists of five modular components work-
ing in concert:

(1) Translation Module: Converts natural lan-
guage travel queries into a structured JSON
representation, ensuring machine-readable in-
put for downstream processing.

(2) Search Module: Retrieves candidate travel-
related entries (e.g., attractions, accommo-
dations) from the database based on user-
specified query parameters.

(3) Preference Encode Module: Extracts latent
user constraints and preferences by analyzing
review histories, augmenting explicit input
with inferred behavioral insights.

(4) Re-rank Module: Applies secondary filtering
to refine candidate selections, producing a
high-quality subset for optimization.

(5) Planning Module: Formulates travel planning
as a constraint satisfaction problem, mapping
structured user inputs into decision variables
and constraints. This module employs a nu-
merical solver to generate optimal personal-
ized plans that adhere to user-defined and in-
ferred preferences.

3.3 Translator Module

The Translator module leverages a large language
model (LLM) to convert natural language user re-
quests into a structured symbolic JSON representa-
tion, facilitating seamless interoperability with the
numerical solver.

During parsing, the LLM-generated JSON out-
put is cross-referenced against predefined JSON
tags derived from reference queries to ensure
semantic fidelity between the extracted struc-
tured data and the original natural language input.
Further details on the natural language-to-JSON
methodology are provided in Appendix D.1.

3.4 Search Module

The Search Module queries the database to retrieve
entries that satisfy the criteria specified in the struc-
tured JSON output generated by the Translator
Module.

The module integrates several specialized search
tools, including flight, restaurant, attraction, and
hotel search functionalities. The corresponding
database entry counts for each search category are
provided in table 4.
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By reducing the solution space during the prelim-
inary search phase, the Search Module improves
computational efficiency. The candidate set is sub-
sequently forwarded to the Re-rank Module for
further refinement before planning.

3.5 Preference Encode Module

The Preference Encode Module extracts implicit
user constraints from review history and formats
them into a structured preference representation.
Since user-generated reviews are often unstructured
and noisy, directly inferring preferences presents
a significant challenge for LLMs. To address this,
we adopt a dual-perspective approach that models
user interests by identifying both positively and
negatively evaluated features of POlIs.

We first curate the input data by selecting each
user’s 25 most substantial reviews, excluding those
shorter than 20 words to ensure adequate contextual
information. This filtered corpus enables the LLM
to identify specific POI features that generated ex-
plicit positive or negative reactions. However, ini-
tial extractions often include ephemeral factors like
weather conditions or crowd levels—elements un-
related to a POI’s inherent qualities. We therefore
implement a refinement stage where the LLM fil-
ters out these transient attributes through targeted
prompting.

The remaining preference tags reveal different
individual variation across users. To create man-
ageable yet expressive profiles, we apply two nor-
malization procedures: prioritizing the five most
frequently mentioned preferences in each cate-
gory, and merging semantically equivalent tags
(e.g., "overpriced" and "expensive") through LLM-
assisted clustering. The resulting standardized pref-
erences feed into a final profiling step, where the
LLM synthesizes a summary of each user’s travel
priorities. These comprehensive profiles enable
assessment of preference alignment in generated
travel plans. The complete prompting strategy, in-
cluding all filtering and normalization instructions,
appears in Appendix D.

3.6 Re-rank Module

The Re-rank Module applies a secondary filter-
ing step to produce a refined set of high-quality
candidate points of interest (POIs). Specifically,
we leverage a pre-trained sequential recommender
model (e.g., SASRec (Kang and McAuley, 2018))
to identify the top POIs that best align with user
preferences.

We adapted SASRec by removing the embed-
ding and positional encoding layers, using it as
an encoder to update the initialized user and POI
embeddings. User embeddings were initialized
by encoding "likes" and "dislikes" tags into 1024-
dimensional vectors using the BGE text embedding
model (Chen et al., 2024b), then reduced to 50 di-
mensions via PCA (Abdi and Williams, 2010). POI
embeddings followed a similar process, based on
the POI’s name, description, and category. The
modified SASRec architecture further refines these
embeddings to capture nuanced user-POI interac-
tion patterns. Finally, we compute cosine similarity
between user and POI embeddings and retain the
top 50 POIs as the candidate set for downstream
planning.

3.7 Planning Module

The Planning Module generates travel plans based
on candidate POIs filtered by other modules. It
models the travel planning task as a constrained
satisfiability problem and derives a solution that
meets the constraints specified in the user’s travel
query.

The planning module considers the Explicit
Request Constraint and Implicit Preference Con-
straint:

Explicit Request Constraint. The Explicit Re-
quirement Constraint refers to constraints explicitly
specified by users in their travel requests, such as
the destination, departure time, and dietary require-
ments. In our framework, it includes the cuisine
type, room type, and budget. These constraints are
formalized as a system of equations:

r; < I[cuisine; € Cy], VieR
h; < Ifroom; = room,,], Vi e H
Cllight = Z pifi
1€EF1UF2
Chotet = d Y pih;
=
Cdim'ng =n Z CkTk
kER
Ctiight + Chotel + Caining < B
(1

The first two constraints utilize binary variables r;
(restaurants) and h; (hotels) to enforce selection
rules that align with user preferences. The remain-
ing equations decompose the total cost into three
components: transportation (C'tyigns), accommo-
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dation (C}yete1) over d nights, and dining (Cgining)
for n travelers, with their sum constrained by the
budget B.

To ensure the generated travel plans adhere to
commonsense requirements and practical consid-
erations, we introduce the following fundamental
constraints:

dfi=1 Y fi=1, Vie AUR
1€F1 1€F2
d hi=1, VieH
1€EH
h; <Ifocc; > n], VieH
Y ri=3d, VieR
IER
2d< > a;<3d, VieA
jeA
(2)

The constraints ensure the travel plan meets fun-
damental practical requirements through several
mechanisms. For transportation, the binary vari-
ables f; € {0,1} (where i € F; for outbound
flights and ¢ € JF; for return flights) guarantee
complete round-trip travel by requiring exactly one
selection from each flight set. Accommodation
requirements are handled through hotel selection
variables h; € {0, 1} (i € H), ensuring the chosen
hotel’s occupancy capacity occ; matches the group
size n. Dining needs are addressed via restaurant
selection variables r; € {0,1} (i € R), with the
constraint ) | r; = 3d scheduling three meals per
day throughout the d-day trip. For activities, at-
traction selection variables a; € {0,1} (j € A)
maintain balanced itineraries by limiting daily vis-
its to 2-3 points of interest. Together, these binary
selection variables (f; for flights, h; for hotels, 7;
for restaurants, and a; for attractions) completely
define the travel itinerary while satisfying all com-
monsense constraints.

Implicit Preference Constraint. The Implicit
User Preference Constraint captures users’ latent
preferences that are not explicitly stated in their
travel requests. In our framework, these prefer-
ences are inferred from users’ expressed positive or
negative responses toward points of interest (POls),
derived from associated characteristic tags. For
each candidate attraction j € A, we introduce an
integer-valued score variable s; to quantify its pref-
erence alignment.

The scoring metric incorporates a dual-

component weighting scheme: liked attributes (L)
contribute 10 points each, while avoiding disliked
attributes (D) contributes 20 points each. This
weighting strategy reflects that avoiding negative
experiences is often more critical for user satisfac-
tion than simply including preferred features, as
negative experiences can significantly impact the
overall quality of the trip.

The preference score s for each attraction can be
formulated as:

score; = 10 Z attr; , + 20 Z(l —attr; ) (3)
kel keD

where attr; ;. denotes a binary indicator indicating
whether attraction j possesses attribute k. The
value of attr; . is determined by the LLM through a
comprehensive analysis of the attraction’s metadata
and the pros and cons extracted by the preference
extraction module. Details of the prompts used are
presented in the appendix.

To ensure preference scores are only considered
for selected POIs, we apply the Big M method
(Cococcioni and Fiaschi, 2021), a common opti-
mization technique for enforcing logical conditions
through linear constraints. In this case, the prefer-
ence score of an attraction is counted only if it is
included in the travel plan:

sj < scorej + M (1 —a;),Vje A
sj > score;j — M (1 —a;),Vje A
s; < Maj,Vj cA
Sj > O,V] c A

“)

where M represents a sufficiently large constant
(set to 10000 in implementation), a; is a binary de-
cision variable indicating the selection of attraction
J» and s; represents the actual score assigned to at-
traction j. This constraint set ensures that when an
attraction is selected (a; = 1), its score equals the
theoretical preference score, and when not selected
(aj = 0), its score is zero.

Optimization objective The optimization objec-
tive combines cost management with preference
satisfaction by minimizing the deviation from bud-
get while maximizing preference score:

> s )

min Croal — B —
\W—/ .
JjeA

Cost Deviation

Preference Score

where Ciora represents the cost of the plan, B is the
budget in travel request, s; denotes the preference
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score of attraction j. This mixed optimization ob-
jective enables our system to generate travel plans
that not only satisfy explicit constraints but also
align with users’ implicit preferences, enabling the
generation of travel plans that maintain financial
feasibility while optimizing for personal user satis-
faction.

3.8 LLM as a Judge

We employ the LLM as a judge framework (Singh
et al., 2024) to assess the degree of personaliza-
tion in different travel plans. Prior research has
demonstrated that this approach effectively approx-
imates human evaluative preference (Dong et al.,
2024; Senel et al., 2024; Zheng et al., 2023). In our
evaluation, the LLM judge is presented with pairs
of travel plans alongside user profiles, which are
aggregated from liked and disliked characteristics
derived from the user’s review history.

The LLM judge then determines which plan
aligns more closely with the user’s preference and
need. This evaluation serves to assess the efficacy
of the LLM in generating personalized travel plans.
Our findings indicate that travel plans generated by
our proposed method achieve a higher level of per-
sonalization compared to those produced directly
by the large language model. Further details re-
garding the evaluation methodology are provided
in Appendix B.

4 Evaluation

4.1 Evaluation Strategies

In this study, we evaluate the quality of the gener-
ated travel plans from two perspectives:

Explicit Constraint Satisfaction We assess
how well the generated plans adhere to constraints
explicitly stated in the user’s query (Hard Con-
straints) and those derived from real-world com-
mon sense (Commonsense Constraints). Our
evaluation methodology is adapted from the Trav-
elPlanner benchmark (Xie et al., 2024). Key met-
rics include: Delivery Rate, Commonsense Con-
straint Pass Rate, Hard Constraint Pass Rate and
Final Pass Rate. Detailed descriptions of each met-
ric are provided in Appendix B.

Implicit Preference Alignment. To evaluate
how well generated plans conform to users’ un-
derlying preferences, we assess their alignment
with preferences inferred from user review his-
tories. This evaluation employs the "LLM as a
Judge" methodology (Singh et al., 2024). In this

approach, an Large Language Model (LLM) acts
as an evaluator, performing pairwise comparisons
of plans based on a summarized user profile con-
structed from their past reviews. The primary met-
ric is the Preference Rate, which indicates the fre-
quency with which plans generated by our model
are judged as more aligned with the user’s inferred
preferences compared to alternatives. A detailed
description of this evaluation methodology can be
found in Appendix B.5.

4.2 Baselines

Greedy Search To evaluate the performance of
rule-based strategy, we implement a greedy search
algorithm. This approach identifies flights and
points of interest (POIs) with the minimal costs.
Additional details are provided in Appendix E.
Planning Strategies To evaluate the effectiveness
of LLM planning strategies, we assess four promi-
nent approaches: Direct, CoT (Wei et al., 2022),
ReAct (Yao et al., 2022), and Reflexion (Shinn
et al., 2024). For more details, please refer to Ap-
pendix E.

4.3 Explicit Preference Evaluation Results

In this section, we evaluate the effectiveness of dif-
ferent planning strategies on RealTravel. In our
experiments, we used the GPT-40 model with the
temperature parameter set to 0, ensuring determin-
istic outputs. The experiments were conducted on
both the validation and test sets. For numerical
solver, we utilized the SCIP solver (Bestuzheva
et al., 2021). The table 1 provides a detailed com-
parison of performance in terms of the constraint
pass rate between direct planning using the LLM
and our proposed method.

The results reveal fundamental limitations in di-
rectly using LLM for travel planning. While achiev-
ing near-perfect delivery rates (98.9-99.35%), these
baselines fail to deliver the feasible plan with only
0.65% in the final pass rate. It shows that cur-
rent agents still struggle with complex planning in
real-world cases. Even given all the necessary in-
formation, these planning strategies still fail to gen-
erate a feasible plan. The agent failed to achieve
a high macro-level pass rate. Although perform
well in micro commonsense pass rate, their macro-
level performance remains low. This discrepancy
indicates that LL.M-generated plans, though syn-
tactically correct, frequently overlook explicit and
implicit constraints inherent in user queries and
candidate information.
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Commonsense  Hard Constraint

Deli s Final
Methods % 1a\iee:ry Pass Rate Pass Rate Pacs
Micro Macro Micro Macro Rate
Valid Split (#155)
Greedy 100.00  75.00 0.00 28.57 0.00  0.00
Direct 100.00 85.08 10.32 23.96 10.32  0.65
CoT 100.00  72.42 3.23 3097 3290 0.00
ReAct 99.35  74.27 0.65 34.65 46.45  0.00
Reflexion 92.26  53.63 0.00 26.36 0.00  0.00
Ours 100.00 100.00 100.00 99.61 98.06 98.06
Test Split (#1000)
Greedy 100.00  75.00 0.00 28.71 0.00  0.00
Direct 100.00  84.18 13.00 23.37 840 0.40
CoT 100.00  72.20 1.40 30.70 3140 0.10
ReAct 98.90 74.28 0.50 35.76 5480  0.30
Reflexion 9240  52.55 0.00 26.46 0.50  0.00
Ours 100.00 100.00 100.00 99.32 96.60 96.60

Table 1: Performance comparison of different planning
strategies on the RealTravel dataset, detailing constraint
satisfaction rates across validation and test splits.

Constraint Type Greedy Direct COT React Reflexion Ours
Commonsense Constraint
Within Sandbox 100 69.6  26.2 6.5 2.7 100
Complete Information 100 35.7 212 444 6.2 100
Within Current City 100 99.3 91.2 934 79.3 100
Diverse Restaurants 0.0 72.0 55.6  80.0 60.7 100
Diverse Attractions 100 98.6 96.3  97.7 92.3 100
Hard Constraint
Budget 100 23.8  67.7 753 92.3 100
Cuisine 1.0 39.8 47.2 76.1 0.5 96.6
Room Type 100 100.0 100.0  98.9 924 100

Table 2: Detailed pass rates for specific commonsense
and hard constraint types, comparing the performance
of different planning methods on the RealTravel test
split.

In contrast, our method demonstrates substan-
tial improvements across all metrics, achieving a
near-optimal final pass rate. These results indicate
that when large language models successfully for-
malize natural language requirements into logical
constraints, their integration with numerical solvers
can effectively address real-world constraint satis-
faction problems. To further dissect these results,
Table 2 provides a more granular breakdown of the
pass rates for specific sub-categories of Common-
sense and Hard constraints, offering a clearer view
of how each method performs against individual
constraint types.

4.4 TImplicit Preference Evaluation Result

The evaluation results of the preference rate in the
personalized setting are presented in the table, with
DeepSeek-V3 serving as the judge. Experiments
were conducted on both the validation and test sets.

The results indicate that both the re-rank module
and preference encode module in our method con-
tribute to improving the personalization level in the
generated plans.

Valid Split Test Split

= w/o preference encode
mm w/ preference encode

= w/o preference encode
s w/ preference encode

Preference Rate (%)
Preference Rate (%)

w/ re-rank w/ re-rank

w/o re-rank

wj/o re-rank

Valid Split Test Split

= w/o re-rank
. w/ re-rank

= w/o re-rank
. w/ re-rank

a
g

Preference Rate (%)
IS
8

Preference Rate (%)

S

0
w/o preference
encode

0
w/o preference
encode

w/ preference
encode

w/ preference
encode

Figure 2: Impact of re-rank module and preference en-
code module on preference rate for both validation and
test split. The results demonstrate that incorporating
preference encode module and the re-rank module im-
prove the preference rate, indicating better alignment
with user preference.

4.5 Case Study

To illustrate how our system effectively incor-
porates user preference into travel planning, we
present a detailed case study comparing two can-
didate plans generated for a user traveling from
Nashville to San Antonio. For more details, please
refer to Appendix F.

5 Conclusion

In this paper, we introduced RealTravel, a novel
dataset augmented with real user reviews and POI
metadata from Google Local, enabling more realis-
tic preference-driven travel planning research.

Building upon RealTravel, we proposed the Per-
sonal Travel Solver (PTS), an innovative integrated
system that synergizes the capabilities of Large
Language Models (LLMs) with numerical solvers.
The PTS system employs a novel five-module ar-
chitecture—Translator, Search, Preference Encode,
Re-rank, and Planning—that seamlessly connects
explicit constraint validation with implicit prefer-
ence modeling.

The experimental results demonstrate the ef-
fectiveness of PTS, showcasing superior perfor-
mance in constraint satisfaction compared to base-
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line methods and improvement in the level of per-
sonalization.

6 Limitations

The Personal Travel Solver (PTS) effectively gener-
ates personalized travel plans by integrating LLMs
with numerical solvers. However, several key limi-
tations persist.

First, while our system infers implicit user pref-
erences from reviews, this approach is contingent
upon the quality and representativeness of the data.
Sparse or unrepresentative reviews may result in
incomplete or inaccurate preference modeling, po-
tentially undermining personalization efficacy.

Second, the current PTS framework generates
plans based on static datasets, which fails to ac-
count for the highly dynamic nature of real-world
travel scenarios. Critical factors—such as real-
time fluctuations in flight and hotel availability,
abrupt weather disruptions, or local traffic con-
ditions—can significantly impact the feasibility
of generated plans. At present, our system lacks
mechanisms for real-time updates or dynamic re-
planning in response to such unpredictable vari-
ables.

Finally, although LLMs facilitate preliminary
personalization assessments, human evaluations re-
main essential for comprehensively evaluate how
well the generated plans align with user expec-
tations. Future work should investigate the rela-
tionship between human feedback and automated
evaluations to further refine personalization perfor-
mance.
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A RealTravel

This appendix provides supplementary informa-
tion regarding the composition of the RealTravel
dataset. Table 3 outlines the various factors and
constraints considered during the generation of
travel requests within the dataset. Table 4 details
the scale of the database used in this study, enumer-
ating the number of entries available for different
categories such as cities, flights, restaurants, attrac-
tions, and accommodations.

Table 3: Factors considered in travel request generation.

Item

Airline Constraints
Hotel Constraints
Restaurant Constraints
Budget Constraints

Description
location, date, price.
room type, price.
cuisines, price.

total budget.

Table 4: The number of entries in the database.

Tool Data Entries (#)
City 77
Flight 3,827, 361
Restaurant 15, 738
Attraction 12, 869
Accommodation 5, 064

B Evaluation Metrics

In this section, we present the definition of the
evaluation metrics used in our experiments.

B.1 Delivery Rate

It measures the percentage of queries for which
the agent successfully generates a final plan within
predefined operational limits (e.g., 30 interaction
steps or avoiding fatal error loops). If the agent
fails to generate a plan for a given query, it receives
a score of 0 for delivery rate and all subsequent
evaluation metrics associated with that query.

B.2 Commonsense Constraint Pass Rate

This metric evaluates adherence to implicit real-
world travel logic. Validation of the generated plan
against these commonsense constraints considers
the following aspects:

* Within Sandbox: All information incorpo-
rated into the plan must originate from the
predefined, closed sandbox environment. Any
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information external to this sandbox is classi-
fied as a hallucination.

* Complete Information: The plan must not
omit critical information. For instance, a fail-
ure to include accommodation arrangements
for the duration of the travel would constitute
an incompleteness.

¢ Within Current City: All scheduled activi-
ties for a given day must be located within the
designated city for that particular day.

* Diverse Restaurants: Selections for din-
ing establishments should exhibit variety and
avoid repetition throughout the entirety of the
trip.

* Diverse Attractions: Choices of attractions
should not be duplicated across the travel
itinerary.

B.3 Hard Constraint Pass Rate

This metric measures the fidelity of the generated
plan to all constraints explicitly stipulated within
the user’s query. The checks include:

* Budget: The total budget of the trip.

* Room Type: Room types include “Entire
Room”, “Private Room”.

¢ Cuisine: Cuisines include “American Cui-
sine”, “Latin American Cuisine”, “Eastern
Asian Cuisine”, “Eastern Asian Cuisine”,
“Chinese Cuisine”, “African & Middle Eastern
Cuisine”, “Seafood & Organic Cuisine” and
“European Cuisine”.

B.4 Final Pass Rate

The Final Pass Rate denotes the proportion of gen-
erated plans that concurrently satisfy a/l Common-
sense and Hard constraint checks.

B.5 Micro and Macro Pass Rates

To provide a comprehensive understanding of con-
straint satisfaction, both Commonsense and Hard
Constraint Pass Rates are analyzed from two per-
spectives:

Micro Pass Rate: This metric calculates the ag-
gregate percentage of individual constraint checks
successfully passed across the corpus of all gener-
ated plans, considering all constraints within each
plan. It offers a detailed assessment of performance
with respect to specific constraint types.

ZpEP ZCGCP passed(c, p)
ZPGP |CP|

where P represents the set of all plans under
evaluation, C), denotes the set of constraints perti-
nent to a specific plan p in P, and passed(X,Y) is
a binary function indicating whether plan Y satis-
fies constraints X .

Macro Pass Rate: This metric computes the
percentage of plans wherein all applicable con-
straints of a specific type (i.e., Commonsense or
Hard) were satisfied. It assesses the agent’s holistic
capability to meet all relevant constraints for an
individual planning request.

Micro Pass Rate =

ZpEP passed(Cy, p)

Macro Pass Rate =
P

where P represents the set of all plans being
evaluated, C), denotes the set of constraints perti-
nent to a specific plan p in P, and passed(X,Y) is
a binary function determining whether Y satisfies
all constraints within the set X.

Preference Rate

The Preference Rate assesses the alignment of gen-
erated plans with implicit user preferences, employ-
ing the "LLM-as-Judge" paradigm (Singh et al.,
2024). The evaluation process is as follows:

1. A user profile captures preferences (e.g., likes
and dislikes) is generated from review history.

2. For a given user query, two distinct plans, gen-
erated by different methods, are presented to
an LLM judge (e.g., DeepSeek-V3).

3. The LLM judge is instructed to assessing
which plan more closely aligns with the user’s
preferences.

4. The Preference Rate is the percentage of com-
parisons where a plan was judged as better
than the plan generated by other method.

C Example input queries and output
plans

In this section, we provide an example of an input
query together with its associated output plans.
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Input query:

User ID: 101555027339334930973. Please
create a travel plan for me where I'll be
departing from Grand Rapids and heading
to Atlanta for a 3-day trip from 2022-03-18
to 2022-03-20, 2022. I need a Private room
for accommodation. I'd like to have Latin
American Cuisine and European Cuisine
options for dining. Can you help me keep
this journey within a budget of 1500?
Corresponding output plan:

{

"days": 1,

"current_city": "from Grand Rapids to
Atlanta",

"transportation": "Flight = Number:

F3523983, from Grand Rapids to At-
lanta, Dep: 12:31, Arr: 14:28",

"breakfast": "Fireside Jamaican Restaurant,
Atlanta",

"attraction”: "Lionel Hampton-Beecher
Hills Park, Atlanta; Six Springs Wetlands,
Atlanta ;Cathedral of Christ the King,
Atlanta;",

"lunch": "Porto Brasil Restaurant, Atlanta",
"dinner": "La Urbana Mexican Restaurant,
Atlanta",

"accommodation": "Spacious private room
close St. Barnabas Hospital, Atlanta"

|8

{

"days": 2,

"current_city": "Atlanta",

"transportation": "-",

"breakfast”: "Nyamminz & Jamminz

Jamaican Restaurant, Atlanta",

"attraction": "The Physical Post, At-
lanta;CNN Atlanta, Atlanta;Peachtree Hills
Park, Atlanta;",

"lunch": "La Fiesta Mexican Restaurant,
Atlanta",

"dinner": "Foxx Original Jamaican Restau-
rant, Atlanta",

"accommodation": "Spacious private room
close St. Barnabas Hospital, Atlanta"

b

{

"days": 3,
"current_city":
Rapids",

"from Atlanta to Grand

"transportation": "Flight  Number:
F3528969, from Atlanta to Grand Rapids,
Dep: 17:15, Arr: 18:58",

"breakfast": "El Mexicano Restaurant,
Atlanta",
"attraction": "MODA, Atlanta;Sidewalk
Scooter, Atlanta;Binders Disco Mural,
Atlanta;",

"lunch": "Do Restaurant, Atlanta",
"dinner": "La Tapatia Mexican Restaurant,
Atlanta",
"accommodation":

}

non

D Prompts

D.1 Prompt for query to JSON

27634

Please generate structured JSON data
> based on the following user
< requirements:

{query}

The generated JSON data should contain
— the following fields:

- budget: Budget (e.g., 1000)

- date: Date range (e.g., ["2023-01-01",
— "2023-01-05"1)

- days: Number of days (e.g., 5)

- dest: Destination (e.g., "New York")

local_constraint: Local constraints

(e.g., {{'cuisine': ["American

Cuisine”, "Latin American

Cuisine”, "Eastern Asian

Cuisine”, "Chinese Cuisine”,

"African & Middle Eastern

Cuisine”, "European Cuisine”,

"Seafood & Organic Cuisine”],

"house rule': None, 'room type':

'Private room', 'transportation':

None}})

- org: Departure location (e.g., "Los
—> Angeles")

TELLLLLLTY

Here are some examples of how to convert
< natural language to JSON:

Example 1:

Input: "I want to travel from Los Angeles
to New York for 5 days from
January 1st to January 5th with a
budget of 1000. I prefer American
Cuisine and Latin American
Cuisine. "

"budget"”: 1000,

"date": ["2023-01-01", "2023-01-05"],
"days": 5,

: "New York",
"local_constraint”: {{'house rule':
< None, 'room type': None,



< 'cuisine': ['American Cuisine',
< 'Latin American Cuisine'],
< 'transportation': None}},

"org": "Los Angeles”
13

Example 2:

Input: "Plan a 3-day trip from Chicago to
< Miami starting on March 15th with
< a budget of 800. I need a private
< room and prefer American cuisine.

% n

Output:

{{
"budget”: 800,
"date”: ["2023-03-15", "2023-03-17"1,
"days": 3,
"dest": "Miami”,
"local_constraint”: {{'house rule':
< None, 'cuisine': ['American
< Cuisine'], 'room type': 'Private
< room', 'transportation': None}},
"org": "Chicago"”

13

Now, please generate the JSON data for
— the following input:
{query}

D.2 Prompt for extracting likes and dislikes

from review

"Given a review written by a user, list
< the preferences the user liked
< and disliked about the attraction
< under [Like] and [Dislike] in
— bullet points, respectively.

"If there is nothing to mention about

like/dislike, simply write 'None’

under the corresponding tag. "

"DO NOT write any content that is not

revealed in the review. Please do

not repeat the expressions in the
original text, but use one or
more words to describe the
characteristics of the
attractions that the user is

interested in. \n”

"Analyze user reviews of attractions
— through these lenses:\n"

"Attraction type, Cultural Value,
<~ Facilities & Services,

— Activities\n"

n

I

URUSRASSN

"List preferences under [Likel/[Dislike]
< using these strict criteria:\n"

"1. Focus on: Attraction Type, Cultural
— Value, Facilities & Services,
— On-site Activities\n”

"2. EXCLUDE: Transportation, weather,
< personal scheduling, or off-site
— locations\n"

"3. Require direct textual evidence in
— the review\n"

"4. Express characteristics as concise
— descriptors (1-3 words)\n\n"

"For EACH bullet point, validate:\n"
"- Directly concerns the attraction's
< core features/services\n"
"- Not affected by external/temporary
— factors\n"

"- Not about adjacent
< locations/activities outside
< attraction boundaries\n\n"

"If no valid aspects exist for a section,
< output 'None'. \n”

"Now, analyze the following review and
< extract meaningful likes and
— dislikes:\n"

"### Output Format:\n"

"[LikeI\n"

"- Encapsulate the preferences the user
> liked in bullet points. \n”

"If no relevant likes found: None\n\n"

"[Dislike]\n"

"- Encapsulate the preferences the user
— disliked in bullet points. \n"

"If no relevant dislikes found: None\n\n"

f"Review: {review_text}\n"

D.3 Prompt for filter out tags

D4
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Given these user preference tags: {',

— join(batch)}

Please identify and filter out tags that

< are NOT relevant to describing
— features of a tourist attraction.
<> Follow these updated rules:

1. *xKeep tags that describe specific
— features, characteristics, or
<> experiences of a tourist
— attraction. #**

2. x*Remove tags that are irrelevant to

< tourist attractions. *x

3. *xReturn a JSON object with two keys:x*

- "relevant_tags”: A list of tags that
< are relevant to tourist
— attractions.

- "irrelevant_tags”: A list of tags
< that are irrelevant and should be
— removed.

Prompt for generating user profile

f"User Preferences:\n"
f"Likes: {likes_text}\n"
f"Dislikes: {dislikes_text}\n\n"

"Based on these preferences, please
< generate a concise user profile.
— \n"

"Guidelines:\n"

"1. Focus on high-level characteristics.
— \n"

"2. Avoid directly repeating the
— preference lists; infer



— underlying traits. \n"
"3. Output in this format:\n"
"Profile: [user profile]\n"

D.5 Prompt for generating POI pro and con

You are a travel review expert. Please
— read the following user reviews
— for the attraction
— "{attraction_name}" .
Based on the reviews, please summarize
—» the advantages and disadvantages
— of the attraction by considering
—» the following aspects:
1. Environment (landscapes, cleanliness,
— etc. );
2. Facilities and Services (guided tours,
—» rest areas, restrooms, staff
— service, etc. );
3. Accessibility and Convenience
< (location, parking, public
< transportation, etc. );
4. Activities and Experience (interactive
— features, historical/cultural
—» aspects, entertainment, etc. );
5. Value for Money (ticket prices,
— overall experience, etc. ).
Please output your summary using the
— following format with special
— markers:
<PRO>: [Your summary of advantages]
<CON>: [Your summary of disadvantages]
Only output exactly as above (with the
— markers) and nothing else.
Here are some user reviews:
{reviews_text}

D.6 Prompt for selecting top likes and dislikes
features

Given the following user preference tags
— after filtering irrelevant ones:

Likes: {', '. join(filtered_likes)}

Dislikes: {', '. join(filtered_dislikes)}

Please select the top 5 tags for likes
— and top 5 tags for dislikes that
> best represent the user's most
— important preferences regarding
— tourist attractions.

If there are fewer than 5 tags in a
—» category, return all of them.
Return a JSON object with two keys:
< "likes_top5" and "dislikes_top5".

D.7 Prompt for merging same label

Given these user preference tags: {',
— join(tags)}

Please standardize similar tags into
— consistent categories. Return a
< JSON dictionary mapping original
— tags to standardized tags.

D.8 Prompt for generating plans

=<
o
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a proficient planner. Based on
the provided information and
query, please give me a detailed
plan, including specifics such as
flight numbers (e.g., FQ123456),
restaurant names, and
accommodation names. Note that
all the information in your plan
should be derived from the
provided data. You must adhere to
the format given in the example.
Additionally, all details should
align with commonsense. The
symbol '-' indicates that
information is unnecessary. For
example, in the provided sample,
you do not need to plan after
returning to the departure city.
When you travel to two cities in
one day, you should note it in
the 'Current City' section as in
the example (i.e., from A to B).

A A A RN

*xkkx Example x*xxx*

Query: Could you create a travel plan for
— 7 people from Ithaca to Charlotte
< spanning 3 days, from March 8th
<~ to March 14th, 2022, with a
< budget of 30, 2007?

Travel Plan:

Day 1:

Current City: from Ithaca to Charlotte

Transportation: Flight Number: F3633413,
< from Ithaca to Charlotte

Breakfast: Nagaland's Kitchen, Charlotte

Attraction: The Charlotte Museum of
< History, Charlotte; Marion L. Fox
< Memorial Park, Charlotte; The Big
< Zoo, Charlotte.

Lunch: Cafe Maple Street, Charlotte

Dinner: Bombay Vada Pav, Charlotte

Accommodation: Affordable Spacious
< Refurbished Room in Bushwick!,

— Charlotte

Day 2:
Current City: Charlotte
Transportation: -
Breakfast: Olive Tree Cafe, Charlotte
Attraction: The Mint Museum, Charlotte;
<> Romare Bearden Park, Charlotte;
< USS Bullhead Memorial Park,
< Charlotte.
Lunch: Birbal Ji Dhaba, Charlotte
Dinner: Pind Balluchi, Charlotte
Accommodation: Affordable Spacious
< Refurbished Room in Bushwick!,
— Charlotte
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Day 3:
Current City: from Charlotte to Ithaca
Transportation: Flight Number: F3786167,
< from Charlotte to Ithaca
Breakfast: Subway, Charlotte
Attraction: Books Monument, Charlotte;
< The National WWII Museum,
< Charlotte; Tifft Nature Preserve,
< Charlotte.
Lunch: Olive Tree Cafe, Charlotte
Dinner: Kylin Skybar, Charlotte
Accommodation: -

*%x%%% Example Ends xxxx
Given information: {text}

Query: {query}
Travel Plan:

D.9 Prompt for LLM as judge

You are a travel itinerary evaluation
< assistant. Your task is to
< compare two travel plans and
— choose the one that better
—» matches the user's preferences.

*xUser Profile:#*x
{user_profile if user_profile else "No
—» specific profile provided. "}

*xPlan 1 Attractions:*x
{json. dumps(planl, ensure_ascii=False,
— indent=2)}

**%Plan 1 - Attraction List:**
{json. dumps(part_datal,
— ensure_ascii=False, indent=2)}

*xPlan 1 - Detailed Attraction Info (from
— attractions.csv):**

{json. dumps(attraction_details_1,
< ensure_ascii=False, indent=2)}

*xPlan 1 - Attraction Pros and Cons (from
< summary.json via gmap_id):xx*
{json. dumps(attraction_summaries_1,
—» ensure_ascii=False, indent=2)}

*xPlan 2 Attractions:*x
{json. dumps(plan2, ensure_ascii=False,
< indent=2)}

*xPlan 2 - Attraction List:*x
{json. dumps(part_data2,
—» ensure_ascii=False, indent=2)}

**%Plan 2 - Detailed Attraction Info (from
< attractions.csv):*x

{json. dumps(attraction_details_2,
<> ensure_ascii=False, indent=2)}

**Plan 2 - Attraction Pros and Cons (from
< summary.json via gmap_id):*x

{json. dumps(attraction_summaries_2,
<> ensure_ascii=False, indent=2)}

Based on the above information, please
< evaluate the two plans and choose
— the one that better matches the
— user's preferences. Your answer
< should be one of the following:

- <choose plan 1> if Plan 1 is better.

- <choose plan 2> if Plan 2 is better.

D.10 Prompt for getting attribute

Based on the following comprehensive
< information about an attraction:

Name: {attraction_info.get('name')?}
Description: {description}

Amenities: {', '.join(amenities)}
Accessibility: {', '.join(accessibility)}
Categories: {', '.join(categories)?}

Additional Analysis:
Positive Aspects: {pros}
Negative Aspects: {cons}

Please analyze if this attraction
— satisfies the attribute
< "{attribute}"”. Consider both the
— general information and the
— detailed positive/negative
—» aspects provided.

Required Response Format: Respond with
— exactly one word - either "True”,
<~ "False"”, or "Uncertain"”, where:

"True" means the attribute is
— definitely present
"False" means the attribute is
— definitely not present
"Uncertain” means there isn't enough
< information to make a
— determination

Evaluation Guidelines:

1. Consider both explicit mentions and
— implicit indicators in all
< provided information

2. Look for both supporting and
< contradicting evidence

3. If there's significant uncertainty,
< prefer "Uncertain” over making an
< assumption

E Baseline

We evaluate different planning strategies on Per-

sonal Travel Planning task:
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* Greedy Search: This method selects the POIs

and flights with the lowest cost.

* Direct: This strategy directly provides the



user’s query and relevant POI information to
the large model, instructing it to generate a
travel plan that meets the user’s requirements.

e CoT (Wei et al., 2022): Based on the Direct
method, this approach prompts the LLM to
"think step by step" to guides the model to
articulate its deductive process, often leading
to more robust results on complex tasks.

* ReAct (Yao et al., 2022): It integrates rea-
soning with actionable steps within an envi-
ronment. It enables the LLM to interleave
verbal reasoning traces ("Reason") with ac-
tions ("Act") such as querying an external tool,
and then incorporating the resulting observa-
tions back into its reasoning loop, allowing
dynamic interaction.

» Reflexion (Shinn et al., 2024): It leverages
self-critique and refinement over multiple at-
tempts. After an initial attempt, the model
reflects on its own generated trajectory and
output, identifies flaws or areas for improve-
ment, and uses this self-generated feedback
to guide subsequent, more refined attempts at
solving the problem.

The specific prompts used for each planning

strategy are provided in the appendix below.

E.1 Prompt for Direct

You are a proficient planner. Based on
the provided information and
query, please give me a detailed
plan, including specifics such as
flight numbers (e.g., F0123456),
restaurant names, and
accommodation names. Note that
all the information in your plan
should be derived from the
provided data. You must adhere to
the format given in the example.
Additionally, all details should
align with commonsense. The
symbol '-' indicates that
information is unnecessary. For
example, in the provided sample,
you do not need to plan after
returning to the departure city.
When you travel to two cities in
one day, you should note it in
the 'Current City' section as in
the example (i.e., from A to B).

TELLLLLLLLLLLLLLLL L]

**kxx*% Example xkx*xx

Query: Could you create a travel plan for
—» 7 people from Ithaca to Charlotte
< spanning 3 days, from March 8th

<~ to March 14th, 2022, with a
— budget of $30, 2007?
Travel Plan:
Day 1:
Current City: from Ithaca to Charlotte
Transportation: Flight Number: F3633413,
< from Ithaca to Charlotte
Breakfast: Nagaland's Kitchen, Charlotte
Attraction: The Charlotte Museum of
< History, Charlotte; Marion L. Fox
< Memorial Park, Charlotte; The Big
< Zoo, Charlotte;
Lunch: Cafe Maple Street, Charlotte
Dinner: Bombay Vada Pav, Charlotte
Accommodation: Affordable Spacious
— Refurbished Room in Bushwick!,
< Charlotte

Day 2:
Current City: Charlotte
Transportation: -
Breakfast: Olive Tree Cafe, Charlotte
Attraction: The Mint Museum, Charlotte;
<> Romare Bearden Park, Charlotte;
< USS Bullhead Memorial Park,
< Charlotte;
Lunch: Birbal Ji Dhaba, Charlotte
Dinner: Pind Balluchi, Charlotte
Accommodation: Affordable Spacious
— Refurbished Room in Bushwick!,
< Charlotte

Day 3:
Current City: from Charlotte to Ithaca
Transportation: Flight Number: F3786167,
— from Charlotte to Ithaca
Breakfast: Subway, Charlotte
Attraction: Books Monument, Charlotte;The
< National WWII Museum,
< Charlotte;Tifft Nature Preserve,
< Charlotte;
Lunch: Olive Tree Cafe, Charlotte
Dinner: Kylin Skybar, Charlotte
Accommodation: -
*xx*xx Example Ends xx*x*

Given information: {text}

Query: {query}
Travel Plan:

E.2 Prompt for CoT

You are a proficient planner. Based on
the provided information and
query, please give me a detailed
plan, including specifics such as
flight numbers (e.g., FQ123456),
restaurant names, and hotel
names. Note that all the
information in your plan should
be derived from the provided
data. You must adhere to the
format given in the example.
Additionally, all details should
align with common sense.
Attraction visits and meals are

TLLLLLLLLLLLL
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expected to be diverse. The
symbol '-' indicates that
information is unnecessary. For
example, in the provided sample,
you do not need to plan after
returning to the departure city.
When you travel to two cities in
one day, you should note it in
the 'Current City' section as in
the example (i.e., from A to B).
*kxx*% Example xkx*xx
Query: Could you create a travel plan for
—» 7 people from Ithaca to Charlotte
< spanning 3 days, from March 8th
< to March 14th, 2022, with a
— budget of $30, 2007?
Travel Plan:
Day 1:
Current City: from Ithaca to Charlotte
Transportation: Flight Number: F3633413,
— from Ithaca to Charlotte
Breakfast: Nagaland's Kitchen, Charlotte
Attraction: The Charlotte Museum of
< History, Charlotte; Marion L. Fox
< Memorial Park, Charlotte; The Big
< Zoo, Charlotte;
Lunch: Cafe Maple Street, Charlotte
Dinner: Bombay Vada Pav, Charlotte
Accommodation: Affordable Spacious
— Refurbished Room in Bushwick!,
< Charlotte

TILLLLLLLYL

Day 2:
Current City: Charlotte
Transportation: -
Breakfast: Olive Tree Cafe, Charlotte
Attraction: The Mint Museum, Charlotte;
—» Romare Bearden Park, Charlotte;
< USS Bullhead Memorial Park,
< Charlotte;
Lunch: Birbal Ji Dhaba, Charlotte
Dinner: Pind Balluchi, Charlotte
Accommodation: Affordable Spacious
—» Refurbished Room in Bushwick!,
< Charlotte

Day 3:

Current City: from Charlotte to Ithaca

Transportation: Flight Number: F3786167,
— from Charlotte to Ithaca

Breakfast: Subway, Charlotte

Attraction: Books Monument, Charlotte;The
< National WWII Museum,
< Charlotte;Tifft Nature Preserve,
< Charlotte;

Lunch: Olive Tree Cafe, Charlotte

Dinner: Kylin Skybar, Charlotte

Accommodation: -

**xx*% Example Ends ***x*

Given information: {text}

Query: {query}

Travel Plan: Let's think step by step.
— First,

E.3 Prompt for ReAct
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a proficient planner. Based on
the provided information and
query, please give me a detailed
plan, including specifics such as
flight numbers (e.g., FQ123456),
restaurant names, and hotel
names. Note that all the
information in your plan should
be derived from the provided
data. You must adhere to the
format given in the example.
Additionally, all details should
align with common sense.
Attraction visits and meals are
expected to be diverse. The
symbol '-' indicates that
information is unnecessary. For
example, in the provided sample,
you do not need to plan after
returning to the departure city.
When you travel to two cities in
one day, you should note it in
the 'Current City' section as in
the example (i.e., from A to B).
Solve this task by alternating
between Thought, Action, and
Observation steps. The 'Thought'
phase involves reasoning about
the current situation. The
'Action' phase can be of two
types:

(1) CostEnquiry[Sub Plan]: This function

calculates the cost of a detailed

sub plan, which you need to input
the people number and plan in

JSON format. The sub-plan should

encompass a complete one-day

plan. An example will be provided
for reference.

(2) Finish[Final Plan]: Use this function
< to indicate the completion of the
< task. You must submit a final,

— complete plan as an argument.

*kxkx Example xxkxxx

Query: Could you create a travel plan for

7 people from Ithaca to Charlotte

spanning 3 days, from March 8th

to March 14th, 2022, with a

budget of $30, 2007?

call CostEnquiry like

CostEnquiry[{{"people_number"”: 7,

"day"”: 1, "current_city": "from

Ithaca to Charlotte”,

"transportation”: "Flight Number:

F3633413, from Ithaca to

Charlotte”, "breakfast"”:

"Nagaland's Kitchen, Charlotte”,

"attraction”: "The Charlotte

Museum of History, Charlotte”,

"lunch"”: "Cafe Maple Street,

Charlotte”, "dinner": "Bombay

Vada Pav, Charlotte”,

"accommodation”: "Affordable

Spacious Refurbished Room in

Bushwick!, Charlotte”}}]

call Finish like Finish[Day: 1
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Current City: from Ithaca to Charlotte
Transportation: Flight Number: F3633413,
— from Ithaca to Charlotte
Breakfast: Nagaland's Kitchen, Charlotte
Attraction: The Charlotte Museum of
— History, Charlotte; Marion L. Fox
< Memorial Park, Charlotte; The Big
< Zoo, Charlotte;
Lunch: Cafe Maple Street, Charlotte
Dinner: Bombay Vada Pav, Charlotte
Accommodation: Affordable Spacious
< Refurbished Room in Bushwick!,
— Charlotte
Day 2:
Current City: Charlotte
Transportation: -
Breakfast: Olive Tree Cafe, Charlotte
Attraction: The Mint Museum, Charlotte;
<> Romare Bearden Park, Charlotte;
— USS Bullhead Memorial Park,
< Charlotte;
Lunch: Birbal Ji Dhaba, Charlotte
Dinner: Pind Balluchi, Charlotte
Accommodation: Affordable Spacious
< Refurbished Room in Bushwick!,
— Charlotte
Day 3:
Current City: from Charlotte to Ithaca
Transportation: Flight Number: F3786167,
< from Charlotte to Ithaca
Breakfast: Subway, Charlotte
Attraction: Books Monument, Charlotte;
< The National WWII Museum,
< Charlotte; Tifft Nature Preserve,
< Charlotte;
Lunch: Olive Tree Cafe, Charlotte
Dinner: Kylin Skybar, Charlotte
Accommodation: -]
**xx% Example Ends **x*xx*
{reflections}
You must use Finish to indicate you have
— finished the task. And each
< action only calls one function
< once.
Given information: {text}
Query: {query}{scratchpad}

E.4 Prompt for Reflexion

You are an advanced reasoning agent that
can improve based on self
reflection. You will be given a
previous reasoning trial in which
you were given access to an
automatic cost calculation
environment, a travel query to
give a plan and relevant
information. Only the selection
whose name and city match the
given information will be
calculated correctly. You were
unsuccessful in creating a plan
because you used up your set
number of reasoning steps. In a
few sentences, Diagnose a
possible reason for failure and

TILLLLLLLLLLLLL]

—» devise a new, concise, high-level
— plan that aims to mitigate the
— same failure. Use complete
<~ sentences.

Given information: {text}

Previous trial:

Query: {query}{scratchpad}

Reflection:

F Case Study

To illustrate how our system effectively incorpo-
rates user preferences into travel planning, we
present a detailed case study comparing two can-
didate plans generated for a user traveling from
Nashville to San Antonio. "query": "Please create
a travel plan for me where I’ll be departing from
Nashville and heading to San Antonio for a 3-day
trip from 2022-03-01 to 2022-03-03, 2022. I need
a Private room for accommodation. I’d like to have
American Cuisine and Chinese Cuisine options for
dining. Can you help me keep this journey within
a budget of 1400?"

User Profile: This user values experiences that
are rich in historical and cultural significance, with
a strong preference for locations that offer educa-
tional value and family-friendly activities. They
appreciate well-maintained, clean, and accessible
facilities, particularly those that provide unique ob-
servation opportunities, such as 360-degree views
or the ability to see the curvature of the Earth. The
user enjoys attractions that blend seamlessly with
their surroundings, whether it’s an iconic skyline
presence, natural landscapes, or culturally authen-
tic settings. They favor destinations that offer di-
verse and engaging exhibits, from historical statues
and memorials to interactive play areas and wildlife
sightings. Additionally, they prefer sites that are
less commercialized, providing a more genuine and
immersive experience, and they have a particular
fondness for venues that offer free admission, good
food options, and relaxing environments. Their
ideal location would be one that combines these ele-
ments with modern amenities, like air conditioning
and on-site dining, while also offering memorable
photo opportunities and a touch of architectural
uniqueness.

The user’s profile, constructed from their review
history, revealed a strong appreciation for several
key characteristics:

* Historical and cultural significance in attrac-
tions
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* Educational value and learning opportunities

n_n

accommodation”:
* Family-friendly environments
The first plan included attractions such as Ter-

ror On The Plaza Haunted House (rating: 3.9)
* Less commercialized, more authentic settings  and Extreme Escape - Colonnade. While these

* Unique observational experiences

venues are popular tourist destinations, they repre-
sent more commercialized, entertainment-focused
experiences that don’t align with the user’s docu-
mented preferences for historical and educational
content.

This profile was automatically extracted by our
Preference Encode Module through analysis of the
user’s previous reviews and ratings.

Plan 1 (Generated without preference integra-

tion):
Plan 2 (Generated with PTS):
days"”: 1,
current_city": "-", "days": 1,
transportation”: "Flight Number: current_city”: "from Nashville to San
<~ F3935015, from Nashville to San < Antonio”,
— Antonio”, transportation”: "Flight Number:
breakfast”: "Los Reyes Mexican < F3935015, from Nashville to San
<> Restaurant, San Antonio”, <> Antonio, Dep: 07:44, Arr: 10:00",
lunch”: "Wahkee Chinese Seafood breakfast”: "Samurai Sushi Restaurant,
< Restaurant, San Antonio”, < San Antonio”,
dinner”: "Royal Cuisine - International lunch”: "Oaks Crossing Restaurant & Bar,
< Restaurant, San Antonio”, < San Antonio”,
attraction”: "St. Joseph Parish, San dinner"”: "Las Palapas Mexican Restaurant,
< Antonio;Extreme Escape - < San Antonio”,
< Colonnade, San Antonio;Texas attraction”: "Fort Craig National
< Transportation Museum, San < Historic Site, San
< Antonio;", < Antonio;Mission San Jose Church,
accommodation”: "Accommodation Number < San Antonio;Natural Bridge
< 480, San Antonio” < Caverns, San Antonio;",
accommodation”: "Williamsburg Gardens
days"”: 2, — Flat, Large Room Private Bath,
current_city”: "-", < San Antonio”
transportation”: "-",
breakfast”: "Jimador Restaurant & Bar, days": 2,
< San Antonio”, current_city”: "San Antonio”,
lunch”: "Oaks Crossing Restaurant & Bar, transportation”: "-"
< San Antonio", breakfast”: "Valentina's Mexican
dinner”: "Koi Kawa Japanese Restaurant, < Restaurant, San Antonio”,
< San Antonio", lunch”: "54th Street Restaurant &
attraction”: "Galeria E.V.A., San — Drafthouse- The Rim, San Antonio”,
—» Antonio;Morgan's Wonderland, San dinner”: "Hsiu Yu Chinese Restaurant, San
< Antonio;San Fernando Cathedral, <~ Antonio”,
< San Antonio;", attraction”: "The Deco District, San
accommodation”: "Accommodation Number < Antonio;The Stray Grape Urban
—» 480, San Antonio” > Winery, San Antonio;GO RIO San
— Antonio River Cruises, San
days"”: 3, < Antonio;",
current_city": "-", accommodation”: "Williamsburg Gardens
transportation”: "Flight Number: <~ Flat, Large Room Private Bath,
<~ F3966925, from San Antonio to < San Antonio”
< Nashville”,
breakfast”: "Mama Margie's Mexican days”: 3,
—» Restaurant, San Antonio”, current_city”: "from San Antonio to
lunch”: "Blanquita Mexican Restaurant, < Nashville”,
< San Antonio", transportation”: "Flight Number:
dinner”: "Thai Lucky Sushi Bar & < F3966926, from San Antonio to
<> Restaurant, San Antonio”, < Nashville, Dep: 06:59, Arr:
attraction”: "Yanaguana Garden at <~ 09:03",
< Hemisfair, San Antonio;Fort Sam breakfast”: "Restaurant Le Reve, San
— Houston, San Antonio;Terror On < Antonio”,
< The Plaza Haunted House, San lunch”: "Pearl Inn Chinese Restaurant,
< Antonio;", < San Antonio”,
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dinner”: "House of Joy Chinese

< Restaurant, San Antonio”,
attraction”: "Camden Street Riverwalk

— Bridge, San Antonio;Military

<> Working Dog Teams National

< Monument, San Antonio;San Antonio

—» Explorer Pass??, San Antonio;”,
accommodation”: "-"

In contrast, the second plan, generated by our
preference-aware system, includes historically sig-
nificant sites such as Mission San Jose Church (rat-
ing: 4.8) and Fort Craig National Historic Site
(rating: 4.3). The plan also incorporates Natural
Bridge Caverns, which offers unique geological
observations and educational value, directly match-
ing the user’s interest in distinctive observational
experiences.

G Hardware Setup

The hardware setup includes the following specifi-
cations:

¢ Processor: Intel(R) Xeon(R) Gold 6348
* Memory: 128GB DDR4 RAM
e Graphics Card: NVIDIA RTX3090

¢ Operating System: Ubuntu 20.04 LTS
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