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Abstract

Continual learning (CL) is crucial for deploy-
ing large language models (LLMs) in dynamic
real-world environments without costly retrain-
ing. While recent model ensemble and model
merging methods guided by parameter impor-
tance have gained popularity, they often strug-
gle to balance knowledge transfer and forget-
ting, mainly due to the reliance on static impor-
tance estimates during sequential training. In
this paper, we present Recurrent-KIF, a novel
CL framework for Recurrent Knowledge Identi-
fication and Fusion, which enables dynamic es-
timation of parameter importance distributions
to enhance knowledge transfer. Inspired by
human continual learning, Recurrent-KIF em-
ploys an inner loop that rapidly adapts to new
tasks while identifying important parameters,
coupled with an outer loop that globally man-
ages the fusion of new and historical knowledge
through redundant knowledge pruning and key
knowledge merging. These inner-outer loops
iteratively perform multiple rounds of fusion,
allowing Recurrent-KIF to leverage intermedi-
ate training information and adaptively adjust
fusion strategies based on evolving importance
distributions. Extensive experiments on two
CL benchmarks with various model sizes (from
770M to 13B) demonstrate that Recurrent-KIF
effectively mitigates catastrophic forgetting and
enhances knowledge transfer.1

1 Introduction

Incorporating continual learning (CL) capability
into large language models (LLMs) is essential for
enabling them to acquire knowledge from diverse
tasks sequentially, a critical requirement for adapt-
ing to ever-changing environments without exten-
sive retraining (Wang et al., 2024b; Jiang et al.,
2024; Yu et al., 2024; Chang et al., 2024). An ef-
fective CL system must address two key challenges:

∗Equal contribution.
†Corresponding author.

1https://github.com/WoodScene/Recurrent_KIF
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Figure 1: Conceptual illustration of Recurrent-KIF. In-
spired by the CLS theory, Recurrent-KIF iteratively em-
ploys an inner learner to localize new knowledge and an
outer learner to manage the global fusion of knowledge.

(1) Catastrophic Forgetting (CF) (McCloskey and
Cohen, 1989), where previously acquired knowl-
edge is lost when learning new tasks, and (2)
Knowledge Transfer (KT) (Ke et al., 2021), which
involves leveraging new, related tasks to improve
performance on prior tasks, and vice versa.

Recently, model mixture-based methods have
emerged as a mainstream approach for CL in LLMs
(Chen et al., 2023; Wu et al., 2024a; Rypeść et al.,
2024; Chen et al., 2024). By leveraging parameter-
efficient fine-tuning (PEFT) techniques, which re-
duce the computational burden, these methods can
be broadly classified into two categories: model
ensemble and model merging. Model ensemble
methods assign a dedicated PEFT block to each
task, capturing task-specific knowledge, which is
then stored in a pool and dynamically selected dur-
ing inference (Shengyuan et al., 2023; Zhu et al.,
2024; Wang et al., 2024c). While effective, these
methods require storing all task-specific models,
leading to high memory consumption that grows
with the number of tasks, which limits their scala-
bility for long task sequences.
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Another line of research focuses on model merg-
ing approaches (Dou et al., 2024; Wan et al., 2024;
Yadav et al., 2024a), which integrate new task
knowledge after training into the historical model,
maintaining a single unified model and reducing
memory costs compared to model ensemble meth-
ods. Consequently, our work primarily focuses on
model merging approaches. However, determin-
ing which parameters to merge and how to merge
remains an open challenge (Qin et al., 2024).

Localizing important parameters in LLMs has
recently gained significant interest, a topic widely
explored in fields like model pruning and compres-
sion (Lu et al., 2021a; Panigrahi et al., 2023; Sun
et al., 2023; Yadav et al., 2024b). Building on this
foundation, Feng et al. (2024b) and Du et al. (2024)
have utilized gradient-based importance metrics,
such as Hessian approximations, to identify criti-
cal parameters. By selectively or partially merg-
ing weights based on parameter importance, these
methods have shown effectiveness in CL tasks.

However, the success of these approaches is con-
tingent on the accurate estimation of parameter
importance. A key limitation lies in their reliance
on static importance estimations, where the param-
eter importance scores for previous tasks remain
unchanged and are not updated during subsequent
training. Over time, as model parameters gradually
diverge from the state at which the Hessian was
originally computed, these unadjusted importance
estimates become increasingly inaccurate due to
the growing truncation error in the Taylor expan-
sion. This issue is further detailed in the experi-
ments section (Figure 5).

The human brain demonstrates remarkable CL
ability through two alternating systems: the hip-
pocampus, which quickly acquires representations
for specific experiences, and the neocortex, which
selectively consolidates useful memories into long-
term storage. This process is known as the Com-
plementary Learning Systems (CLS) theory (Mc-
Clelland et al., 1995) in neuroscience.

Drawing inspiration from the CLS theory, we
propose Recurrent Knowledge Identification and
Fusion (Recurrent-KIF), a novel CL framework
that dynamically estimates parameter importance
and iteratively fuses knowledge. Recurrent-KIF in-
tegrates an inner learner, which rapidly adapts to
new task-specific knowledge, and an outer learner,
which manages the global fusion of new and histor-
ical knowledge (see Figure 1).

In detail, the inner learner adapts to new knowl-
edge while utilizing the proposed knowledge iden-
tification method to identify important parame-
ters. The outer learner then retrieves historical
task information from a memory buffer based on
the latest model state, enabling dynamic updates
of the importance distributions for previous tasks.
Subsequently, a knowledge fusion mechanism is
employed to integrate new and historical knowl-
edge by pruning redundant information to miti-
gate CF and merging key knowledge to enhance
KT. Through iterative cycles of multiple rounds of
fusion, Recurrent-KIF effectively captures valu-
able information throughout the model training
process, distinguishing it from traditional post-
training fusion methods. Each knowledge fusion
step adaptively updates fusion weights according to
the most recent importance distributions, resulting
in smoother and more controlled optimization.

We conduct extensive experiments to assess the
effectiveness of Recurrent-KIF on two CL bench-
marks for LLMs. The results consistently highlight
the superiority of Recurrent-KIF in mitigating CF
while exhibiting exceptional KT capabilities, out-
performing state-of-the-art methods. Furthermore,
Recurrent-KIF exhibits robust scalability across
various model architectures and sizes (from 770M
to 13B), underscoring its generalization ability.

Our main contributions are summarized as:
• We propose Recurrent-KIF, a novel CL frame-

work for recurrent knowledge identification and
fusion that dynamically estimates parameter im-
portance and iteratively integrates knowledge.

• We introduce a new learning paradigm for
Recurrent-KIF, featuring an inner learner that
rapidly captures and localizes new information,
and an outer learner that globally controls the
fusion of new and historical knowledge.

• Extensive evaluation validates the effectiveness
of Recurrent-KIF in addressing CL challenges.

2 Related Work

2.1 Continual Learning for LLMs
Continual learning (CL) (Zhou et al., 2024) focuses
on developing algorithms that accumulate knowl-
edge from non-stationary data. In the LLM era,
model mixture-based methods using PEFT have be-
come dominant (Wang et al., 2023b; Huang et al.,
2024; Wang et al., 2024e), typically divided into
model ensemble and merging approaches.

Model ensemble methods isolate parameters by
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assigning independent PEFT blocks to each task
(Feng et al., 2023; Pham et al., 2023; Ke et al.,
2023; Li et al., 2024; He et al., 2024; Wang et al.,
2024a; Zhang et al., 2025a). For example, O-LoRA
(Wang et al., 2023a) enforces orthogonality among
LoRA adapters, while SAPT (Zhao et al., 2024)
uses a selection module to combine blocks based
on task correlations. While preserving task-specific
knowledge, they hinder inter-task transfer and in-
cur high memory overhead as the number of tasks
increases, limiting their scalability.

In contrast, model merging methods combine
multiple models into a single model (Cheng et al.,
2024; Alexandrov et al., 2024; Ren et al., 2024;
Shengyuan et al., 2023; Zhang et al., 2025a), alle-
viating memory constraints. For example, global
model merging approaches (Wortsman et al., 2022;
Ilharco et al., 2023) perform a weighted fusion
of models before and after training, typically as-
suming that all model weights contribute equally
to each task. However, determining which and
how to merge parameters remains an open problem.
In this paper, we propose Recurrent-KIF, a novel
framework that leverages the dynamic importance
of parameters across different tasks by employing
knowledge identification and fusion techniques to
mitigate CF and promote KT.

2.2 Parameter Importance Identification

Identifying important parameters or knowledge re-
gions within LLMs has gained significant attention
in the NLP community (Zhao et al., 2023; Liu et al.,
2023; Feng et al., 2024a; Xu et al., 2024; Shi et al.,
2024; Zhang et al., 2025b). This research improves
our understanding of LLMs and enhances their per-
formance across a variety of tasks, including model
editing (Wang et al., 2024d; Feng et al., 2025), com-
pression (Zhang et al., 2023; Jiang et al., 2023).

In the context of CL, Du et al. (2024) use the
gradient magnitudes to selectively update param-
eters. Feng et al. (2024b) employ gradient-based
metrics to compare the parameter importance dis-
tributions of current and historical tasks, merging
task-shared regions to promote KT and retaining
task-specific regions to prevent CF. However, these
approaches are limited by their reliance on static
importance estimations for previous tasks, which
become outdated as the model evolves.

To address this limitation, Wu et al. (2024b) in-
troduce VR-MCL, a replay-based method that dy-
namically updates importance information while re-

ducing variance from random sampling. Although
VR-MCL achieves dynamic importance estimation
for historical tasks, it mainly focuses on preserving
task-specific knowledge and does not update task-
shared regions, thus limiting KT across tasks. In
contrast, inspired by the CLS theory, we propose a
dynamic importance estimation method that itera-
tively updates parameter importance through inner
and outer loops. Our approach performs multi-
round knowledge fusion, adaptively adjusting the
integration of new and historical knowledge based
on the latest model state. This method outperforms
traditional post-training fusion by enhancing ro-
bustness and enabling smoother optimization.

3 Proposed Method: Recurrent-KIF

Problem Formulation Continual learning aims
to progressively accumulate knowledge from a se-
quence of tasks {T1, . . . , TK}. Each task Tk in-
cludes a distinct dataset Dk =

{(
xki , y

k
i

)}Nk

i=1
of

size Nk, where xki ∈ Xk and yki ∈ Yk. The model,
parameterized by Θ, is trained sequentially on these
tasks to minimize the following objective:

L = E(x,y)∼⋃K
k=1 Dk

[− log pΘ(y | x)] (1)

In this work, we consider a practical scenario
where a small portion of data from previous tasks
is stored in a memory buffer to facilitate the CL
process. Specifically, we randomly store |M| sam-
ples from each task Ti in memory Mi. During
training, the model is jointly optimized on the new
task data Dk and the memory buffer M<k.

Notation We consider a pre-trained model θ ∈
Rn with n parameters. After training on task Tk−1,
the model are denoted as θk−1. Fine-tuning on
a new task Tk produces updated parameters θk.
The difference τk = θk − θk−1, referred to as
the task vector or training residual (Ilharco et al.,
2023), represents task-specific parameter updates.
In the Recurrent-KIF framework, we obtain tran-
sient training residuals through each iteration of
the inner and outer loops. Specifically, two task
vectors are employed to capture and quantify the
new knowledge learned in the inner loop and the
historical knowledge retrieved in the outer loop.

Overview Recurrent-KIF restructures the train-
ing process into multiple iterative learning cycles,
each comprising two key components as illustrated
in Figure 2: (i) Inner Learner with Knowledge
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Figure 2: Iterative update process of Recurrent-KIF for the b-th iteration. The notation ϵqk represents training
samples drawn from Dk, while ϕb refers to samples drawn from M<k. Inner Learner (Step 1): Performs Q
iterations to rapidly adapt to the new task while identifying the parameter importance distribution. Outer Learner
(Step 2): Retrieves historical task information using memory data and performs knowledge fusion, guided by the
importance distributions of both current and historical tasks. Recurrent Updates (Step 3): This inner-outer loop
cycle is repeated, ensuring that each fusion knowledge step is based on up-to-date importance distributions.

Identification: rapidly acquires new task knowl-
edge while estimating the corresponding parameter
importance, and (ii) Outer Learner with Knowl-
edge Fusion: utilizes a memory buffer to retrieve
historical task information. By leveraging the im-
portance distributions of both current and histor-
ical tasks, it provides global control for effective
knowledge transfer through redundant knowledge
pruning and key knowledge merging.

3.1 Inner Learner with Knowledge
Identification

Assume the current task is Tk, and the iterative
update for the model parameters θk−1 at the b-th
iteration are denoted by θk−1

b
2. In the inner loop,

the model initializes with θb(0) = θb and is rapidly
updated over Q gradient steps using batch data ϵqk
sampled from Dk at the q-th step. After obtaining
θb(Q) the task-specific updates are encapsulated in
the task vector τ inb ∈ Rn:

τ in
b = θb(Q) − θb(0) (2)

This task vector captures the knowledge ac-
quired for the current task. However, τ in often
contains redundant information, and directly merg-
ing it into the model may compromise historical
knowledge, leading to catastrophic forgetting. To

2For simplicity, we omit the superscripts k − 1 in subse-
quent descriptions.

address this, we propose a knowledge identifica-
tion technique to identify the key parameters which
storing critical knowledge within the task vector.

We use a commonly adopted importance metric
in model pruning (Konishi et al., 2023), defined as
the magnitude of the gradient-weight product:

Ī (wij) =
∣∣wij∇wijL

∣∣ (3)

where wij represents trainable parameters.
Due to stochastic batch sampling and training

dynamics, the metric in Eq. (3) may be unreliable,
introducing variability (Zhang et al., 2022). To
mitigate this, we apply an exponential moving av-
erage (Zhang et al., 2023) to smooth the trajectory
gradients over Q inner loop iterations:

Ib(q) = α1Ib(q−1) + (1− α1) Īb(q) (4)

where α1 is the smoothing factor, q ∈ {1, 2, ..., Q}
is the iteration number in the inner loop, and Ib(q)
represents smoothed importance. The inner task
vector τ in

b and its associated parameter importance
I in
b are then passed to the outer learner.

3.2 Outer Learner with Knowledge Fusion
The outer loop manages the global merging of
knowledge, guided by parameter importance. To
access historical knowledge, after acquiring θb(Q),
the outer loop samples data ϕb from the memory
buffer M<k. It then performs several training iter-
ations, updating the parameters to θb(M). Then the
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outer task vector τ out
b ∈ Rn, capturing historical

task information, is defined as:

τ out
b = θb(M) − θb(Q) (5)

Dynamic Update of Historical Importance Dis-
tribution. While obtaining the outer task vector,
we calculate the historical task importance distribu-
tion based on the latest model state θb(Q), using Eq.
(3). The update process is then expressed as:

Īout
b = P(Īout

b | θb(Q)) (6)

This update, based on conditional probability,
enables the computation of the historical impor-
tance distribution Iout

b using the current model state.
This distinguishes it from traditional static impor-
tance estimation methods and ensures more accu-
rate knowledge identification. However, the limited
sample size from the memory buffer can introduce
significant variance in the importance estimates. To
address this, we also apply exponential smoothing
to the previous outer loop distribution Iout

b−1:

Iout
b = α2Ī

out
b + (1− α2)I

out
b−1 (7)

where α2 is the smoothing factor, enhancing stabil-
ity and robustness in importance estimation.

Knowledge Fusion via Importance-based Binary
Mask. Knowledge fusion is guided by the impor-
tance distributions I in

b and Iout
b . To binarize the

importance distributions, a quantile-based thresh-
old δ is applied to select the top 20% of parameters
from both I in

b and Iout
b . This generates binary masks

min
b ∈ Rn and mout

b ∈ Rn, defined as:

min
b = I(I in

b ≥ δinb ),mout
b = I(Iout

b ≥ δoutb ) (8)

where I(·) is the indicator function that outputs 1 if
the condition is met and 0 otherwise. Knowledge
fusion is then performed as follows:

θb+1 = θb + (min
b ⊙ τ in

b +mout
b ⊙ τ out

b ) (9)

where ⊙ denotes element-wise multiplication.
This knowledge fusion mechanism provides pre-

cise global control, effectively tackling key chal-
lenges in CL. First, redundant information in the
task vectors τ in and τ out is filtered out via the mask
operation. Second, task-shared knowledge is ef-
fectively merged to facilitate knowledge transfer.
Lastly, task-specific knowledge is preserved to pre-
vent catastrophic forgetting.

The inner and outer loops operate iteratively,
enabling multi-round fusion of knowledge. This
iterative process facilitates the capture and absorp-
tion of useful information generated during train-
ing, providing smoother optimization compared to
traditional post-training fusion methods. Detailed
implementation of Recurrent-KIF algorithm is pro-
vided in the Appendix (Algorithm 1).

4 Experiments and Analysis

Dataset We adopt the experimental setup from
Du et al. (2024), using two CL benchmark datasets:
(i) Standard CL Benchmark, which consists
of five text classification tasks from Zhang et al.
(2015): AG News, Amazon Reviews, Yelp Re-
views, DBpedia, and Yahoo Answers. (ii) Long
Sequence Benchmark, a more challenging evalua-
tion scenario comprising 15 tasks (Razdaibiedina
et al., 2023): five from the Standard CL Benchmark,
four from the GLUE benchmark (Wang, 2018),
five from SuperGLUE (Wang et al., 2019), and the
IMDB Movie Reviews dataset (Maas et al., 2011).
Following Wang et al. (2023a), we sample 1000
instances for training on each task and reserve 500
per class for validation. Three task sequences are
evaluated for each benchmark, with detailed de-
scriptions and orderings provided in Appendix C.

Metrics Let ai,j denote the testing performance
on task Ti after training on task Tj . We evaluate the
overall performance (OP) (Chaudhry et al., 2018)
and backward transfer (BWT) (Lopez-Paz and Ran-
zato, 2017) after training on the final task:

OP =
1

K

K∑

i=1

ai,K (10)

BWT =
1

K − 1

K−1∑

i=1

(ai,K − ai,i) (11)

Baselines We compare Recurrent-KIF against a
range of baseline methods, including traditional
CL approaches, recent PEFT-based model ensem-
ble and merging methods. (1) SeqLoRA: LoRA
parameters are trained on a task sequence without
regularization or sample replay. (2) IncLoRA: in-
cremental learning of LoRA parameters without
regularization or sample replay. (3) LoRAReplay:
LoRA fine-tuning with a memory buffer. (4) EWC
(Kirkpatrick et al., 2017): finetune LoRA with
a regularization loss to prevent interference with
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Method
Standard CL benchmarks Long Sequence Benchmark
OP↑ BWT↑ OP↑ BWT↑

SeqLoRA 43.7 -50.4 11.6 -73.4
IncLoRA 66.4 -20.0 61.2 -26.7
LoRAReplay 68.8 -11.7 70.9 -15.4
EWC∗ (Kirkpatrick et al., 2017) 50.3 - 45.1 -
L2P∗ (Wang et al., 2022b) 60.7 - 56.1 -16.3
LFPT5∗ (Qin and Joty, 2021) 72.7 - 69.2 -12.8
MoELoRA∗ (Luo et al., 2024) 54.1 - 27.6 -
O-LoRA∗ (Wang et al., 2023a) 75.8 -3.8 69.6 -4.1
TaSL (Feng et al., 2024b) 76.3 -4.0 74.4 -5.3
VR-MCL (Wu et al., 2024b) 76.0 -3.7 74.8 -4.9
MIGU∗ (Du et al., 2024) 76.6 - 76.5 -
Recurrent-KIF (ours) 78.4 -2.8 77.8 -3.6

MTL 80.3 - 81.8 -
SAPT-LoRA (Zhao et al., 2024) - - 82.0 -1.3

Table 1: Overall results on two CL benchmarks using the T5-large model. We report Overall Performance (OP) and
Backward Transfer (BWT) after training on the final task. All results are averaged over three different task orders.
Methods marked with ∗ are copied from previous papers. The last two rows represent upper bound performance.

previous tasks. (5) L2P (Wang et al., 2022b): dy-
namically selects and updates prompts from a pool
on an instance-by-instance basis. (6) LFPT5 (Qin
and Joty, 2021): learns a soft prompt that solves
tasks and generates training samples for replay. (7)
O-LoRA (Wang et al., 2023a): extends IncLoRA
to learn different LoRAs in orthogonal subspaces.
(8) MoELoRA (Luo et al., 2024): a vanilla MoE
with LoRA number equals to the task number. (9)
SAPT (Zhao et al., 2024): uses pseudo samples
and a shared attention framework to align PEFT
block learning and selection (10) TaSL (Feng et al.,
2024b): selectively updates or retains skill regions
based on parameter importance. (11) MIGU (Du
et al., 2024): updates important parameters based
on gradient magnitude. (12) VR-MCL (Wu et al.,
2024b): dynamically updates historical task param-
eter importance distributions using memory replay.
Additionally, multi-task learning with LoRA, re-
ferred to as MTL, serves as the upper bound.

Training Details We evaluate Recurrent-KIF us-
ing two distinct language model architectures: the
encoder-decoder T5 model (Raffel et al., 2020) (T5-
large and T5-xl), and the decoder-only LLaMA
model (Touvron et al., 2023) (LLaMA2-7B and
LLaMA2-13B)3. Hyperparameters α1 and α2 in
Eq. (4) and Eq. (7) are set to 0.55, with the number
of inner loop iterations Q set to 8, and the number
of outer loop iterations set to 4. Following Zhao

3Due to being limited by an academic computing budget,
we employed 8-bit quantization for LLaMA models.

et al. (2024), 2% of the original training set is used
for replay samples. All experiments are averaged
over 3 runs. More details are in Appendix D.

4.1 Main Results

The overall CL results using the same T5-large
backbone are summarized in Table 1.

Our Recurrent-KIF effectively addresses the
challenges of CF and KT simultaneously.
Compared to both traditional CL methods (Lo-
RAReplay, L2P) and model ensemble-based meth-
ods (MoELoRA, O-LoRA), Recurrent-KIF outper-
forms them in both CF (increasing average OP
from 72.7% to 78.1% compared to O-LoRA) and
KT (increasing average BWT from -13.6% to -
3.2% compared to LoRAReplay). SAPT achieves
the highest performance by leveraging generative
replay-based data augmentation, surpassing MTL
result. However, it relies heavily on external data
synthesis, which can be costly in LLM settings.

Moreover, when compared to parameter
importance-based methods like TaSL and VR-
MCL, Recurrent-KIF consistently delivers the best
OP and BWT scores. Notably, Recurrent-KIF out-
performs the state-of-the-art CL method, MIGU,
increasing OP from 76.6% to 78.1%. These re-
sults underscore the effectiveness of our recurrent
knowledge identification and fusion framework,
validating the advantages of dynamic parameter
importance estimation in mitigating forgetting and
promoting knowledge transfer.
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Figure 3: Performance of Recurrent-KIF with different
backbones on the Long Sequence Benchmark.

Recurrent-KIF demonstrates consistent supe-
riority across various backbones. To further
validate the robustness of Recurrent-KIF, we con-
duct experiments across different backbones (Fig-
ure 3). Across all backbone sizes, from 770M to
13B, Recurrent-KIF consistently outperforms all
baseline models. For instance, using the LLaMA2-
7B backbone, Recurrent-KIF boosts the OP met-
ric from 75.6% to 78.2% compared to VR-MCL.
These results emphasize the critical role of accurate
parameter importance estimation and demonstrate
the robust generalization capability of Recurrent-
KIF across different model scales.

Dynamic importance estimation enables effec-
tive knowledge retention and transfer. Figure
4 illustrates the performance of various methods
across all historical tasks after completing the fi-
nal task. It highlights that Recurrent-KIF opti-
mally restores the model’s performance on previ-
ous tasks, with significant improvements on Ama-
zon and Copa. Notably, on IMDB and AG News,
Recurrent-KIF performs comparably to multi-task
learning results. These demonstrate that Recurrent-
KIF strikes an effective balance between preserving
prior knowledge and excelling in new tasks.

4.2 Ablation Study

We conduct ablation studies to assess the effective-
ness of the proposed techniques in Recurrent-KIF.
The results for task order 1 on the Long Sequence
Benchmark are shown in Table 2. Additional ex-
periments, such as time complexity analysis, the
impact of memory size, and hyperparameter sensi-
tivity, are provided in Appendix B.

Effect of Dynamic Importance Estimations. To
validate the role of dynamic importance estimation,

LoRAReplay VR-MCL Recurrent-KIF (Ours)

(a) T5-large on Task Order 1 (b) LLaMA2-7B on Task Order 3

0.5
0.625

0.75

0.875

1.0

Figure 4: Impact of Catastrophic Forgetting in Con-
tinual Learning. After fine-tuning on the final task
(in orange), Recurrent-KIF demonstrates superior re-
sistance to performance decline on previously learned
tasks (in blue), outperforming baseline methods.

Method OP BWT

Recurrent-KIF 77.9 -3.4

- DIE 74.8 -4.8
- KI 52.3 -21.5
+ GM 72.1 -11.2
+ Adaptive 76.1 -4.1
- Share 75.8 -4.3

Table 2: Ablation study. “- DIE”, “- KI”, “- Share” re-
fer to the removal of dynamic importance estimation,
knowledge identification, and task-shared region up-
dates, respectively. “+ GM”, “+ Adaptive” represent
replacing the knowledge fusion mechanism with global
merging and adaptive merging strategy, respectively.

we replace it with a static version (“- DIE”), where
importance scores for historical tasks remain fixed
after their initial computation. The significant per-
formance decline (3.1% on OP and 1.4% on BWT)
highlights the necessity of dynamically updating
historical task importance distributions. By main-
taining up-to-date importance scores, our approach
improves both robustness and accuracy, thereby
enhancing knowledge retention and transfer.

Effect of Importance-Based Binary Mask Strat-
egy in Knowledge Fusion. We replace our
knowledge fusion mechanism with three alternative
model merging strategies: (i) Without knowledge
identification (“- KI”): Directly merge τ in and τ out

in Eq.(9) without applying importance-based fu-
sion. (ii) Global importance-based merging (“+
GM”): Use a global weighted sum of importance
scores I in

b and Iout
b for fusion instead of apply-

ing element-wise masking. (iii) Adaptive Fusion
(Yang et al., 2024) (“+ Adaptive”): A soft-masking
method that uses raw importance scores directly

27402



Distribution of Inner Task Vector 𝜏in

Encoder Decoder

Importance Distribution 𝐼in for Current Task 

Im
p
o
rt

a
n
c
e 

S
co

re
M

a
g
n
it

u
d
e
 o

f 
C

h
a
n
g
e

(a) Normalized inner task vector and corresponding pa-
rameter importance distribution for the current task.

Im
p

o
rt

a
n

c
e 

S
co

re

Importance Distribution 𝐼𝑜𝑢𝑡 for Previous Tasks Before Training

Im
p

o
rt

a
n

c
e 

S
co

re

Encoder Decoder

Importance Distribution 𝐼𝑜𝑢𝑡 for Previous Tasks After Training

(b) Normalized parameter importance scores for a histori-
cal task across model states.

Figure 5: Visualizations of task vector and parameter importance distributions on T5-large.

for fusion instead of binary masks. Additionally,
we evaluate the effectiveness of updating the task-
shared region by introducing “- Share”, where min

is set to 0 when both min and mout are 1.
The results in Table 2 confirm the effectiveness

of importance-based binary masking in filtering re-
dundant information and preserving task-specific
knowledge. Moreover, disabling updates to the
task-shared region leads to performance drops of
2.1% and 0.9% on two evaluation metrics, demon-
strating that updating task-shared parameters is crit-
ical for effective knowledge transfer between tasks.

Effect of Multi-Round Knowledge Fusion. We
compare multi-round fusion with traditional single-
step fusion methods and analyze the impact of the
number of knowledge fusions by adjusting the in-
ner loop iteration size Q. In Recurrent-KIF, with
the total number of iterations for the inner loop
fixed at N ′, increasing Q reduces the number of
fusion steps, which is N ′/Q. A detailed analysis
and the model’s time complexity are provided in
Appendix B.5.

Figure 6 presents two key findings: (i) Multi-
round fusion consistently outperforms single-step
fusion by leveraging intermediate training informa-
tion, resulting in smoother knowledge integration,
similar to the distinction between gradient descent
and stochastic gradient descent; and (ii) perfor-
mance improves with the number of fusion steps
up to a certain point, after which diminishing re-
turns are observed. This decline occurs because
excessive fusion introduces noise and redundant
updates, disrupting the balance between new and

Figure 6: Ablation study on the number of fusions.

prior knowledge, and potentially causing overfit-
ting to unconverged intermediate states.

4.3 Visualization

We present two key visualizations to analyze the
effectiveness of our proposed methods:

Can the Magnitude of the Task Vector Reflect
Parameter Importance? We explore the rela-
tionship between task vector magnitude and param-
eter importance scores. As shown in Figure 5(a),
although the magnitude of parameter updates is
generally large, only a subset of parameters, mainly
in the encoder, are truly important. This indicates
that a large portion of the parameters are redundant,
highlighting the need for our importance-based
knowledge fusion mechanism.

Does the Importance Distribution of Historical
Tasks Change with Model State? Figure 5(b)
illustrates the shift in the importance distribution
of historical tasks before and after training on a
new task. While the overall distribution remains
stable across model states, notable changes in spe-
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cific importance scores are observed, highlighted
by the dashed box. This demonstrates the value of
dynamic estimation, enabling more precise identifi-
cation of key parameters and enhancing knowledge
fusion across tasks. A more detail analysis is pro-
vided in Appendix A.

5 Conclusion

In this paper, we introduce Recurrent Knowl-
edge Identification and Fusion (Recurrent-KIF),
a novel CL framework that dynamically estimates
the importance of parameters for previous tasks.
Recurrent-KIF iteratively employs an inner learner
to localize new knowledge and an outer learner
to manage the global fusion of knowledge, en-
abling real-time and adaptive adjustments to the
fusion strategy based on evolving importance dis-
tributions. Extensive experiments demonstrate the
effectiveness of Recurrent-KIF in addressing con-
tinual learning challenges.

Limitations

We acknowledge two limitations in this work.
Firstly, Recurrent-KIF is a rehearsal-based method.
The outer loop relies on memory data to retrieve
and dynamically update the parameter importance
distributions of historical tasks. This reliance may
limit its applicability in scenarios where privacy
concerns or data retention restrictions are present.
Generative replay techniques could provide a solu-
tion by simulating the distribution of previous tasks
without direct access to historical data.

Secondly, the time complexity of Recurrent-KIF
increases with larger backbone models, primarily
due to element-wise operations and multi-round fu-
sion. For element-wise operations, global merging
strategies have proven suboptimal, highlighting the
need for balanced fusion granularity. Future work
could explore focusing on specific important layers
or adopting modular approaches to enhance effi-
ciency. For multi-round fusion, we could further
investigate how fusion frequency impacts perfor-
mance and analyze the semantic knowledge learned
at different stages of the training process. This
could help minimize unnecessary iterations, while
still preserving the benefits of iterative integration.
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A Limitations of Static Parameter
Importance Estimation

In this section, we empirically demonstrate the limi-
tations of static parameter importance estimation by
analyzing how historical parameter importance dis-
tributions change under different conditions. Static
importance estimation assumes that the importance
scores of historical tasks remain fixed, which is
both inaccurate and introduces biases during the
knowledge fusion process. To highlight the dy-
namic nature of parameter importance, we analyze
the following two aspects:

Changes in Historical Importance After Learn-
ing Different New Tasks. We investigate how
the parameter importance distribution for a fixed
historical task changes after the model is fine-tuned
on different new tasks. Specifically, the model is
trained sequentially on various new tasks, and the
importance scores of the same historical task are
re-evaluated using the updated model parameters.
As shown in Figure 7, although the regions iden-
tified as important for the historical task remain
largely consistent after learning different new tasks,
the specific importance values exhibit noticeable
differences. This variability demonstrates that his-
torical parameter importance is heavily influenced
by the specific characteristics of the new task, mak-
ing static importance estimation insufficient for
accurately capturing the evolving model dynamics.

Temporal Changes in Historical Importance
During New Task Training. We further analyze
how the historical parameter importance distribu-
tion evolves during the training process of a sin-
gle new task. As shown in Figure 8, by periodi-
cally evaluating the importance scores of a fixed
historical task at different stages of training, we
also observe temporal changes in the parameter
importance distribution. These changes indicate
that historical importance is not static even within
the training process of a single task, reflecting the
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Figure 7: Visualization of the parameter importance
distribution for the fixed historical task “AG News” after
training on different new tasks.
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Figure 8: Visualization of the parameter importance
distribution for a fixed historical task at different stages
of training on a new task.

continuous interactions between new and historical
knowledge. Static estimation fails to capture these
temporal dynamics, which can lead to suboptimal
knowledge fusion.

Our analysis confirm that historical parameter
importance distributions are dynamic, influenced
by both the characteristics of the new task being
learned and the training stage. These observa-
tions provide strong empirical evidence support-
ing the need for dynamic importance estimation
approaches. Static importance estimation fails to
account for these variations, potentially causing
biases and inaccuracies in knowledge fusion. In
contrast, dynamic importance estimation, as pro-
posed in our framework, addresses these issues by
continuously updating importance distributions to
align with the most recent model state, ensuring
more effective and accurate knowledge integration.

B Additional Results

B.1 Effect on the SuperNI Benchmark

To further validate the effectiveness of Recurrent-
KIF in more complex CL scenarios, we have
conducted additional experiments on the SuperNI
Benchmark (Wang et al., 2022a), which includes
tasks like dialogue generation, information extrac-
tion, question answering, and summarization. Us-
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ing T5-large as the backbone, we assessed 15 tasks
following the experimental setup in (Zhao et al.,
2024). The results are shown in the table 3.

Method OP BWT

Replay 35.4 -15.8
O-LoRA 25.9 -24.6
TaSL 41.3 -12.7
VR-MCL 40.5 -10.9
Recurrent-KIF 43.3 -8.4
MTL (Upper Bound) 50.7 -

Table 3: Overall results on the SuperNI Benchmark.

While performance decreases due to task com-
plexity, Recurrent-KIF consistently outperforms
other methods, demonstrating its robustness and
ability to handle more sophisticated CL scenarios.

B.2 Effect of the Memory Size
We investigate the impact of varying memory size
on the performance of LoRAReplay and Recurrent-
KIF. By adjusting the memory size per task |M |
to 2%, 5%, 10%, 50%, the results are shown in
Table 4. As expected, increasing the memory size
generally improves the performance of all meth-
ods. Recurrent-KIF leverages its knowledge fusion
mechanism to effectively preserve the parameters
that store historical knowledge, thereby achieving
better performance than LoRAReplay.

Memory Size

2% 5% 10% 50%

LoRAReplay 71.2 72.4 73.8 76.1
Recurrent-KIF 77.9 78.7 79.8 80.5

Table 4: Ablation study on memory size, using T5-large
as the backbone.

B.3 Effect of Different LoRA Adapters
We further investigate which components within
a transformer block should incorporate LoRA. A
typical transformer block consists of the query,
key, and value (QKV) linear layers, the output lin-
ear layer (O) in the multi-head attention module,
and the two linear layers in the feedforward net-
work (FFN). Our analysis, presented in Table 5,
shows that applying LoRA to all these linear lay-
ers yields the best overall performance. Notably,
adding LoRA to the FFN layers results in better

BWT performance than applying it to the multi-
head attention layers.

LoRA Target Modules OP BWT

Attention Q V 77.9 -3.4
Attention Q K V O 77.7 -3.3
FFN 77.7 -2.5
Attention All + FFN 78.0 -3.2

Table 5: Ablation study on LoRA target modules, using
T5-large as the backbone.

B.4 Sensitivity Analysis for Hyperparameters

The proposed framework incorporates three key
hyperparameters, including the smoothing factor
α for computing importance scores in Equations
(4) and (7), the threshold δ for determining the
importance of parameters, and the number of inner
and outer loop training steps. Our analysis aims to
assess the impact of varying these hyperparameters
on our method’s performance, testing on the T5-
large backbone model.

As evidenced in Table 6, we determine that the
optimal setting for α is 0.55. An α value too low
results in a performance decline, indicating that the
calculated importance scores are not accurate.

α1,α2 OP BWT

0.35 77.7 -3.4
0.55 78.1 -2.8
0.85 77.9 -3.4
0.95 77.8 -2.7

Table 6: Performance comparisons of Recurrent-KIF
equipped with different α.

Regarding the selection of the threshold for
important parameters, Table 7 below shows the
model’s performance with varying thresholds δ on
T5-large. It can be seen that setting a high thresh-
old (50%) reduces model effectiveness by cate-
gorizing less significant parameters as important,
which can contaminate historical knowledge and
lead to forgetting. Conversely, a 1% threshold still
maintains strong performance owing to our effec-
tive knowledge fusion approach, which preserves
task-specific knowledge and prevents forgetting.
Considering the 28-law of diminishing returns, we
opted for a 20% threshold to distinguish between
important and less significant parameters.
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Importance Thresholds δ OP BWT

1% 77.4 -3.3
10% 77.8 -3.1
20% 77.9 -3.4
50% 77.6 -2.4

Table 7: Performance comparisons of Recurrent-KIF
equipped with different δ.

Inner Steps (Q) Outer Steps OP BWT

4 1 76.7 -4.4
8 1 77.7 -3.2
8 4 77.9 -3.4
16 4 76.8 -5.4

Table 8: Performance comparisons of Recurrent-KIF
(using T5-large as the backbone) equipped with different
inner and outer loop training steps.

Finally, we investigate the effect of varying the
number of inner and outer loop training steps on
model performance. As shown in Table 8, increas-
ing the number of iterations for both the inner and
outer loops can lead to improved performance, par-
ticularly in terms of the BWT metric. However,
we observe diminishing returns beyond a certain
point. Specifically, the performance gain becomes
less significant when the number of iterations ex-
ceeds 8 for the inner loop and 4 for the outer loop.
This suggests that our framework reaches an opti-
mal balance between computational efficiency and
performance with a modest number of iterations.

In conclusion, it is worth noting that there is a
small performance difference observed when vary-
ing the hyperparameters. This suggests that the
proposed Recurrent-KIF method exhibits robust-
ness and is not highly sensitive to the choice of
hyperparameters.

B.5 Time Complexity Analysis

In this section, we discuss the time complex-
ity issues introduced by the techniques used in
Recurrent-KIF. The additional time complexity can
be explained qualitatively: assuming the number of
training iterations for vanilla training is N ′, we set
the total number of iterations for the inner loop
to N ′ as well. This ensures a fair comparison
with traditional methods, while also minimizing
the number of iterations in our approach. In this
case, the total number of iterations for our method

Training Time
(Min/Epoch) T5-large FlanT5-XL LLaMA2-7B LLaMA2-13B

LoRAReplay 1.4 1.4 4.5 6.6
O-LoRA 1.4 1.4 4.5 6.7
VR-MCL 1.5 1.8 6.0 10.2
TaSL 1.4 1.4 4.6 6.7
Recurrent-KIF 1.4 1.6 5.5 9.1

Table 9: Training time comparison across backbones.

is N ′ + (N ′/Q), where N ′/Q corresponds to the
iterations of the outer loop. Typically, N ′ is 1024,
and with Q set to 8, this results in an additional
12% increase in training time.

Regarding the time consumption of knowledge
identification and fusion, the variables used in the
knowledge identification phase are derived from
the gradients produced during normal training, re-
quiring no extra computation time, only additional
space to store parameter importance information.
The knowledge fusion phase involves only simple
univariate calculations, as shown in Equation (9).
Therefore, the overall time complexity does not
increase significantly.

Quantitatively, we compare the training time of
our method with LoRA Replay, as shown in Fig-
ure 9. Compared to traditional LoRA replay meth-
ods, the addition of knowledge identification and
fusion does not significantly increase training time
across different backbones. For instance, when us-
ing LLaMA2-13B as the backbone, adding knowl-
edge identification and fusion results in a 1.37x
increase in training time compared to the original
setup. However, for smaller models like T5-large
and T5-xl, the training time remains relatively con-
sistent, with no significant impact observed from
the inclusion of the reasoning components.

B.6 Effect of the Different Importance Metric
in Knowledge Identification

We compare two alternative importance scoring
approaches with Eq. (3): (i) using absolute gradi-
ents (Michel et al., 2019),

∣∣∇wijL
∣∣, instead of the

gradient-weight product; and (ii) removing expo-
nential moving average, relying only on importance
scores computed from a single batch.

As shown in Table 10, our method with exponen-
tial smoothing outperforms the alternatives, with
performance drops of up to 2.0% and 1.3% with-
out smoothing. Similarly, using absolute gradi-
ents leads to lower performance compared to the
gradient-weight product, underscoring the effec-
tiveness of our approach in enhancing knowledge
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identification and model performance.

Method OP BWT

I (·) =
∣∣∇wijL

∣∣ 74.5 -5.2
I (·) =

∣∣wij∇wijL
∣∣ 75.9 -4.7

Recurrent-KIF (ours) 77.9 -3.4

Table 10: Ablation study. Evaluating the impact of dif-
ferent importance metrics on knowledge identification.

C Dataset Statistics

Table 11 show details of the datasets we used
for our experiments, along with their evaluation
metrics (Wang et al., 2023a; Feng et al., 2024c;
Xu et al., 2023). For the Long Sequence bench-
mark, this includes five tasks from the standard
CL benchmark (AG News, Amazon reviews, Yelp
reviews, DBpedia and Yahoo Answers), four from
GLUE benchmark (MNLI, QQP, RTE, SST2), five
from SuperGLUE benchmark (WiC, CB, COPA,
MultiRC, BoolQ), and the IMDB movie reviews
dataset. We report 6 different task orders used
for our experiments in Table 12. Table 13 shows
prompts for different tasks. NLI denotes natural
language inference (Lu et al., 2021b), including
MNLI, RTE and CB. SC denotes sentiment analy-
sis, including Amazon, Yelp, SST-2 and IMDB. TC
denotes topic classification, including AG News,
Dbpedia and Yahoo (Xu et al., 2025; Chen et al.,
2024).

D Implementation Details

Experiments are implemented using PyTorch and
the Transformer library, running on a single
NVIDIA A100 GPU with 80GB memory. The
following hyperparameters are used:
• T5-large (770M) and FLAN-T5-XL (3B):

Learning rate of 3e-4 for both loops, inner and
outer batch sizes of 8, max input length 512, max
target length 128, and 10 epochs. LoRA settings:
r = 8, α = 32, dropout = 0.05, targeting mod-
ules [q,v]. Testing: max new tokens = 128.

• LLaMA-2 (7B) and LLaMA-2 (13B): Learning
rate of 3e-4 for both loops, inner and outer batch
sizes of 64, cutoff length 512, and 10 epochs.
LoRA settings: r = 8, α = 32, dropout =
0.05, targeting modules [q_proj,v_proj]. Test-
ing: temperature = 0.02, top_p = 0, top_k = 1,
num_beams = 1, max new tokens = 128.

It is worth noting that we used the same hyperpa-
rameters across different datasets and backbones,
demonstrating the generalizability of our method
without requiring extensive hyperparameter tuning
for each specific setting.

E Algorithm

In this section, we provide the detailed implementa-
tion of Recurrent-KIF algorithm (see Algorithm 1).
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Dataset name Category Task Domain Metric

1. Yelp CL Benchmark sentiment analysis Yelp reviews accuracy
2. Amazon CL Benchmark sentiment analysis Amazon reviews accuracy
3. DBpedia CL Benchmark topic classification Wikipedia accuracy
4. Yahoo CL Benchmark topic classification Yahoo Q&A accuracy
5. AG News CL Benchmark topic classification news accuracy
6. MNLI GLUE natural language inference various accuracy
7. QQP GLUE paragraph detection Quora accuracy
8. RTE GLUE natural language inference news, Wikipedia accuracy
9. SST-2 GLUE sentiment analysis movie reviews accuracy
10. WiC SuperGLUE word sense disambiguation lexical databases accuracy
11. CB SuperGLUE natural language inference various accuracy
12. COPA SuperGLUE question and answering blogs, encyclopedia accuracy
13. BoolQA SuperGLUE boolean question and answering Wikipedia accuracy
14. MultiRC SuperGLUE question and answering various accuracy
15. IMDB SuperGLUE sentiment analysis movie reviews accuracy

Table 11: The details of 15 datasets used in our CL experiments. First five tasks correspond to the standard CL
benchmark, all other tasks are used in long-sequence experiments.

Order Model Task Sequence
1 T5, LLaMA dbpedia → amazon → yahoo → ag
2 T5, LLaMA dbpedia → amazon → ag → yahoo
3 T5, LLaMA yahoo → amazon → ag → dbpedia

4 T5
mnli → cb → wic → copa → qqp → boolqa → rte → imdb →
yelp → amazon → sst-2 → dbpedia → ag → multirc → yahoo

5 T5
multirc → boolqa → wic → mnli → cb → copa → qqp → rte
→ imdb → sst-2 → dbpedia → ag → yelp → amazon → yahoo

6 T5
yelp → amazon → mnli → cb → copa → qqp → rte → imdb →
sst-2 → dbpedia → ag → yahoo → multirc → boolqa → wic

Table 12: Six different orders of task sequences used for continual learning experiments. Orders 1-3 correspond
to the standard CL becnhmark adopted by prior works. Orders 4-6 are long-sequence orders spanning 15 tasks,
following (Razdaibiedina et al., 2023).

Task Prompts

NLI
What is the logical relationship between the "sentence 1" and the "sentence 2"?
Choose one from the option.

QQP
Whether the "first sentence" and the "second sentence" have the same meaning?
Choose one from the option.

SC What is the sentiment of the following paragraph? Choose one from the option.
TC What is the topic of the following paragraph? Choose one from the option.

BoolQA
According to the following passage, is the question true or false? Choose one
from the option.

MultiRC
According to the following passage and question, is the candidate answer true
or false? Choose one from the option.

WiC
Given a word and two sentences, whether the word is used with the same sense
in both sentence? Choose one from the option.

Table 13: Instructions for different tasks.
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Algorithm 1 The Algorithm of the proposed Recurrent-KIF

Input: Current task dataset Dk, memory buffer M<k, model weights θ, initial inner-loop learning rate
βin, outer-loop learning rate βout, number of inner-loop steps Q, number of outer-loop steps S,
hyperparameters α1, α2, total number of fusion steps N .

1: # training iterations.
2: for b = 1, . . . , N do
3: sample training data ϵqk (q = 1, . . . , Q) from Dk

4: θb(0) = θb
5: # inner loop.
6: for q = 1 to Q do
7: obtain batch samples ϵqk
8: θb(q) = θb(q−1) − βin∇L

(
θb(q−1)

)

9: # knowledge identification.
10: compute the importance Ī (wij) via Eq. (3);
11: update Ib(q) via Eq. (4)
12: end for
13: calculate τ in

b = θb(Q) − θb(0) and obtain Iinb
14: # outer loop.
15: θ0b(M) = θb(Q)

16: for s = 1 to S do
17: sample memory data ϕs

b from M<k

18: θsb(M) = θs−1
b(M) − βout∇L

(
θs−1
b(M)

)

19: end for
20: calculate τ out

b = θSb(M) − θb(Q)

21: calculate Iout
b via Eq. (7)

22: # knowledge fusion.
23: obtain min

b , mout
b via Eq. (8)

24: update θb+1 = θb + (min
b ⊙ τ in

b +mout
b ⊙ τ out

b )
25: end for
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