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Abstract

Visual perspective-taking, an ability to envi-
sion others’ perspectives from a single self-
perspective, is vital in human-robot interac-
tions. Thus, we introduce a human-centric vi-
sual grounding task and a dataset to evaluate
this ability. Recent advances in vision-language
models (VLMs) have shown potential for infer-
ring others’ perspectives, yet are insensitive to
information differences induced by slight per-
spective changes. To address this problem, we
propose a top-view enhanced perspective trans-
formation (TEP) method, which decomposes
the transition from robot to human perspectives
through an abstract top-view representation. It
unifies perspectives and facilitates the capture
of information differences from diverse per-
spectives. Experimental results show that TEP
improves performance by up to 18%, exhibits
perspective-taking abilities across various per-
spectives, and generalizes effectively to robotic
and dynamic scenarios. ¥

1 Introduction

Human-robot interaction (HRI) aims to enable nat-
ural and efficient collaboration between humans
and robots. A critical aspect of HRI is interpreting
human intentions, particularly reconciling human
egocentric instructions with a robot’s allocentric
operations (Li et al., 2016; Trafton et al., 2005;
Chen et al., 2023; Berlin et al., 2006). Failure to
align these perspectives may result in misinterpre-
tation and dangerous errors. For example, when
a human engaged in a task says, “Hand me the
tool on my left,” a robot that ignores the speaker’s
perspective might retrieve the wrong, potentially
hazardous tool. Thus, aligning human and robotic
perspectives is essential for effective HRI.
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Figure 1: Examples of human-centric visual grounding.
Existing methods identify the same object regardless
of perspective shifts, revealing an insensitivity problem.
Our proposed method constructs a unified top view to
capture information differences across perspectives.

Research in cognitive psychology (McGee,
1979; Langdon and Coltheart, 2001) reveals that
humans possess a visual perspective-taking abil-
ity, allowing them to infer others’ perspectives (i.e.,
walk in others’ shoes) solely from an egocentric
perspective (i.e., with a single glance). This finding
raises a critical yet underexplored question: How
can robots acquire this ability based on their single
perspective? Motivated by this challenge, we pro-
pose a human-centric visual grounding (HVG) task
that requires robots to interpret human-centric in-
structions and identify corresponding objects from
robot perspectives. The difficulty stems from the
robot’s limited perspective, compelling it to simu-
late human perspectives using first-person visual
data, which is valuable in resource-constrained en-
vironments (Neuman et al., 2022; Ma et al., 2016).
HVG differs from conventional visual grounding
(Yuetal., 2016; Bu et al., 2023a) (also known as re-
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ferring expression comprehension), which assumes
the same perspective for speakers and operators.

Recent advances in large language models
(LLMs) (Achiam et al., 2023) and vision-language
models (VLMs) (Liu et al.,, 2023) showcase
perspective-taking abilities, yet they remain in-
sensitive to information differences induced by
slight perspective changes. As shown in Fig. 1,
Case 1, a VLM, GPT-4V, correctly infers spatial
reversals when human and robot perspectives are
directly opposite. However, in Case 2, a slight shift
in the human perspective alters the target object, yet
this model still assumes a simple spatial reversal,
leading to incorrect grounding. This highlights the
insensitivity of existing models to nuanced spatial
reference changes across perspectives.

In human cognition, visual perspective-taking
involves an allocentric reference frame, which is a
mental abstraction based on objective environmen-
tal landmarks (Klatzky, 1998; Langdon and Colt-
heart, 2001; Tversky and Hard, 2009). Inspired
by this mechanism, we propose generating an ab-
stract top-down view of a visual scene as an al-
locentric reference frame to address the problem
of insensitivity to perspective-induced information
differences. This view unifies human and robot per-
spectives into a shared space and abstracts visual
scenes by simplifying object locations and human
orientations, which enables observations of spatial
information from different perspectives. As shown
in Fig. 1, our top-down view clarifies spatial ref-
erences of human perspectives, allowing the robot
to correctly identify Apple B and Apple A as the
target objects in Cases 1 and 2, respectively.

We propose a top-view enhanced perspective
transformation (TEP) method, which bridges the
transition from robot to human perspectives by an
intermediate top-view representation. Recognizing
that HVG alters the conventional vision-language
alignment (e.g., equating the image’s left with the
text “left”), supervised learning on HVG data can
induce confusion. To circumvent task-specific
training, a grounding decomposer elicits LLMs
to interpret instructions and decompose tasks into
visual modules (e.g., object retrieval and spatial
reasoning). Subsequently, to address the insensi-
tivity problem, a spatial reasoning module utilizes
VLMs-based symbolic reasoning to construct an
abstract top-view representation. This represen-
tation includes generated hints that correspond to
the intended spatial information, thereby enhanc-
ing cross-perspective reasoning. Finally, to tackle

the scarcity of multi-perspective data, we introduce
an InterRef dataset, comprising 1K test samples.
Experiments show that TEP improves performance
by up to 18% across seven types of perspectives
and generalizes to robotic and dynamic scenarios.
Our contributions are summarized as follows:

* We propose a task and dataset for perspective-
taking in visual grounding, which requires
inferring object information from others’ per-
spectives based on a single self-perspective.

* To address the insensitivity to perspective-
induced information differences, we pro-
pose the TEP method, which enhances cross-
perspective reasoning by translating spatial in-
formation through a top-view representation.

* Experiments show that TEP improves perfor-
mance by up to 18%, exhibits perspective-
taking abilities across perspectives, and gener-
alizes in robotic and dynamic scenarios.

2 Related Work
2.1 Perspective-Related Tasks

Visual perspective-taking is crucial for effective
HRI (Li et al., 2016; Trafton et al., 2005). Previ-
ous robotic tasks mainly focus on perception learn-
ing with sensory cues. These tasks determine hu-
man perspectives by scene descriptions (Huang
et al., 2022a), multi-view images of the entire
scene (Dogan et al., 2020; Huang et al., 2022a), or
robot movement (Pramanick et al., 2022). Ground-
ing is fundamental for HRI (Reich and Schultz,
2024; Xiao et al., 2024). While most grounding
tasks (Yu et al., 2016; Bu et al., 2023a,b) are self-
centric, some involves perspectives. For instance,
3D grounding (Achlioptas et al., 2020; Guo et al.,
2023) involves text input that specifies perspectives,
and embodied grounding (Shi and Yang, 2022; Is-
lam et al., 2023) uses gestures to indicate perspec-
tives. However, these tasks rely on multiple view-
points (e.g., point cloud) or additional context (e.g.,
scene description). Heavy reliance on sensory cues
may hinder scalability in open-world environments,
such as limited movement space. These task set-
tings diverge from the human-like ability to envi-
sion others’ perspectives using a self-perspective.
This paper explores reasoning about human per-
spectives using only a robot’s perspective. This
resource-limited setting prioritizes reasoning abil-
ity and enhances generalization to rare scenarios,
minimal data needs, and better interpretability.
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Figure 2: The framework of TEP. A grounding decomposer breaks down the task into steps. These steps engage an
object retrieval module to extract visual information and a spatial reasoning module to discern spatial relationships.

Moreover, the ego-exo alignment task (Grauman
et al., 2024; Huang et al., 2024, 2025) has poten-
tial applications in HRI, such as predicting human
perspectives from robot views. However, it mainly
targets human pose prediction in scenes with few
or dissimilar objects. In contrast, visual grounding
involves dense, similar objects, making prediction
under such conditions more challenging.

2.2 Perspective-Taking Ability of Models

Existing perspective-taking methods (Dogan et al.,
2020; Huang et al., 2022a; Pramanick et al., 2022;
Shi and Yang, 2022; Islam et al., 2023) require
information from ample sensors, rendering them
unfit for this resource-limited task. Besides, con-
ventional grounding methods (Kamath et al., 2021;
Yan et al., 2023; Wang et al., 2022) center on
robot’s perspectives and require extensive task-
specific data to learn grounding from human per-
spectives, which is laborious and time-consuming.
Moreover, existing exo-to-ego methods (Liu et al.,
2024; Xu et al., 2025) require multiple exo views
for full scene coverage and focus on visual synthe-
sis and rendering.

Foundation models (e.g., LLMs) (Achiam et al.,
2023; Liu et al., 2023; Li et al., 2023) are notable
for zero-shot reasoning abilities and broad knowl-
edge. Recent trends leverage them to decompose
long-horizon tasks (Huang et al., 2022b; Wu et al.,
2024), analyze multimodal information (Kamath
et al., 2023; Li et al., 2024; Fan et al., 2024), and
reason about physical environments (Sclar et al.,
2023; Du et al., 2024). For perspective-taking tasks,
these models infer human perspectives via various
techniques such as CoT (Wei et al., 2022), while

they suffer from insensitivity to information dif-
ferences across perspectives. This may stem from
perspective imbalances in data, i.e., there is an over-
abundance of robot-centric instructions and face-to-
face HRI, thus marginalizing certain scenes such as
a diagonal perspective. Thus, we present a top-view
representation to unify perspectives, capture infor-
mation differences, and enhance the perspective-
taking abilities of foundation models.

3 Method

3.1 Problem Statement

Assume a scene with a robot, a human, and a set of
objects O arranged on a table, with both the human
and robot surrounding and facing the table. The
human and robot have observations from their per-
spectives: Vg and Vi. When the human instructs
the robot to pick up a target object Oy € O, they
provide instruction (or referring expression) L
based on V7. Then, the robot should ground Oy
in its view Vg. Thus, the goal of HVG is defined as
P(O44¢|VR, Lpr). The instructions manifest as text
detailing object categories, attributes, and relation-
ships, while the robot observations are 2D images
Vi € RIXWX3 Tt is assumed that all mentioned
objects are visible and specified by name.

3.2 Overall Architecture

The framework of TEP is shown in Fig. 2. Its core
is an abstract top-view representation for cross-
perspective spatial reasoning. It is based on a hy-
pothesis that by establishing the spatial relationship
mappings from Vj to a top view Vp and from Vrp
to V7, we can derive the Vr-V mapping.
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Figure 3: The construction process of the abstract top-view representation in TEP.

3.3 Grounding Decomposer

Understanding human intention within instructions
is a prerequisite for the HVG task. To achieve this,
the grounding decomposer Fonp leverages the
language comprehension ability of LLMs to parse
an instruction and decompose it into a series of
grounding steps S = (s1, 82, ..., 5|g|)- These steps
are predicted through P(S|Ly; F, p), where F de-
notes an LLM, GPT-4, and p serves as a prompt.

The grounding steps serve to progressively iden-
tify target objects through an object retrieval mod-
ule Frprr and a spatial reasoning module with
horizontal reasoning Frrorrz and vertical reason-
ing Fy grr functions. This module generates code
for each step and then executes the code to derive
the results. In particular, each step s; is represented
as a line of code and produces a set of objects
O; = {oj }LO:H' that satisfy the constraints specified
within this step. The module employs steps S as a
bridge, where the LLM generates .S, and the visual
models execute it based on V. Upon completion,
the target object Oy is obtained, represented as
P(O44t|VR, S).

Compared to free-form text, the logical struc-
ture of code allows flexibility in representing steps.
Moreover, we present a context-first strategy that
prioritizes identifying context objects and associ-
ated reasoning before identifying the target object,
thus reducing computations in task decomposition.

3.4 Object Retrieval Module

To extract visual information, this module retrieves
objects O; in Vg that match the object category I 4+
and attributes [, constrained in a given step s;
and then extracts positions {z, y, w, h} and depth
values d of retrieved objects. This process is
denoted as O; = Frerr(VR,lcat, lattr), Where

each object o; in O; contains visual information
of o;j = {x,y,w,h,d}. This module utilizes a
text-based object retrieval network, GLIP-Large
(Li et al., 2022), to extract object bounding boxes
in Vg and a monocular depth estimation network,
MiDaS-DPT-Large (Ranftl et al., 2022), to predict
depth values within object regions.

3.5 Spatial Reasoning Module

In this module, each step s; contains a relational
constraint X = (Ojp, lyer, Orer). Here, Oy, and
Oycy denote sets of candidate target objects and
context objects, respectively, while [, is a rela-
tional phrase describing their spatial relationships.
Given a constraint K, this module identifies objects
O; C Ojy, that satisfy I, relative to O,.y. In cases
where the constraint excludes context objects (e.g.,
“book on the left”), O,.; = <.

We split spatial reasoning into horizontal (e.g.,
left/right) and vertical (e.g., above/below) func-
tions. In the task considered in this paper, since
humans and robots typically stand upright in a fixed
top-to-bottom orientation, horizontal relationships
among objects vary with the observer’s positions,
while vertical relationships are less affected. Thus,
vertical reasoning generally does not require hu-
man orientations in the top view, allowing us to
simplify it by eliminating the top view mechanism.
Horizontal Reasoning. Fi;or;z construct an ab-
stract top-view representation A to analyze hori-
zontal relationships among objects across perspec-
tives. Since object positions are more essential than
appearances for determining spatial relationships,
we propose an abstract representation for Vp. It
contains object indexes as markers for their posi-
tions and arrows that indicate directions of human
perspectives. To avoid interference from unrelated
objects, we construct an A for O;;, and O,y at each
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step, ensuring no overlap at identical positions.

The construction of A follows three stages: in-
formation collection, verification, and generation
(Fig. 3). In the first stage, a VLM M infers the posi-
tions Do of objects Oy, and O,y in V7, denoted as
P(Do|VR, Oin, Oreg; M, p). Inspired by the sym-
bolic reasoning abilities of VLMs (Mirchandani
et al., 2023) and the visualization of multimodal
data (Wang et al., 2025), we design a symbol-based
grid to approximate the spatial structure of V. It
includes a central rectangle representing the table,
divided into M = 5 rows and N = 15 columns.
The VLM analyzes object relationships in Vi and
assigns grid coordinates (m;, n;) for each object
o0j. The grid serves as an abstraction to represent
a surface that holds objects, chosen for its simplic-
ity in delineating the surface boundaries. Other
shapes, such as circles, introduce challenges in
symbolic depiction due to the complexity of curved
lines compared to straight edges. Additionally, a
monocular human orientation estimation network
(Wu et al., 2020) predicts body orientation angle
6 € [0°,360°) from cropped human regions in V.
This network uses a visual backbone and predic-
tion head to estimate angles, which are then used to
approximate human direction in V. We use body
cues to predict orientation, as 78.70% of samples
lack discernible facial features.

The second stage validates collected informa-
tion using predefined rules. It assesses whether
the relative positions of objects are consistent
between Vr and Vgi. For instance, objects
with smaller depth values in Vg, i.e., closer to
robots, should appear lower in V7. If incon-
sistent, a VLM adjusts positions by predicting
P(Do|VR, Oin, Oref,lerr; M, p), where I, de-
scribes errors. Similarly, human orientation ver-
ification ensures valid human-table relationships
in both views. If incorrect, a VLM identifies hu-
man positions Dy in a symbol-based grid with
candidate positions around a rectangular table, i.e.,
P(Dy|VR, 0hmn, ot1; M, p), where opy, and o4y
represent object information of human and table.
Then, the direction from Dy to the center of Vr is
used to update the initial orientation angle 6.

The third stage generates a top view using veri-
fied information. First, markers for objects O;,, and
O,y are placed at Dp. Then, a spatial reference
system is established for human perspectives in
Vr by analyzing the relational phrase /,.; to deter-
mine directional arrows (e.g., left/right, front/back).
Finally, the generated top view A includes object

markers and directional arrows, as shown in Fig. 3.

Once A is generated, F'roRrrz identifies objects
O; C Oy, that conform to a given constraint K
at step s;. This is achieved by eliciting a VLM
M to predict P(O;|A, Oin, lyet; Orep; M, p). The
VLM used in this function is GPT-4V. Evaluations
of various VLMs are presented in Section 4.3.
Vertical Reasoning. This function Fy grr iden-
tifies objects O; C Oy, that satisfy a relational
constraint K at step s;, formulated as O; =
FvERT(Oin, e, Ores). We construct a program
based on a vertical reasoning policy. It uses y-
coordinates and depth values of objects to deter-
mine spatial relationships, following a principle
that larger y-coordinates and depth values corre-
spond to objects positioned lower in V.

4 Experiment

4.1 Experimental Setup

In TEP, we employ GPT-4 as the LLM F and GPT-
4V as the VLM M. For implementation details
and prompts, please refer to Appendices A and F.

Dataset. Due to the lack of perspective diversity
and available data in existing datasets (Li et al.,
2016; Dogan et al., 2020), we construct a new
dataset, InterRef, for the HVG task. It contains
1,069 human-centric instructions corresponding to
130 real-world images, providing a range of per-
spectives. The dataset is split into a validation set
of 50 samples and a test set of 1,019 samples.

Data Collection: We capture 84 robot scene im-
ages and collect 46 images from the MSCOCO
dataset (Lin et al., 2014). In each image, a per-
son is around a table with multiple objects. For
object annotations, we use object detection results
for robot scene images and original annotations for
the COCO images. We manually annotate each ex-
pression to uniquely refer to a target object. These
expressions are recorded on-site for robot scene
images and imagined from the perspective of the
person in the COCO images.

Perspective Classification: We classify samples
based on the differences in perspectives between
humans and robots. Before this, we label fifteen
human positions around a table, expanding the typ-
ical setup (Dogan et al., 2020) of eight perspectives
(i.e., four orthogonal and four diagonal) to include
seven additional intermediate perspectives. This
expansion allows for capturing a wider range of
scenarios. Then, we classify perspectives into four
directional categories: opposite (opp.), left, right,
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Directional perspectives Angular perspectives
Method Test set Opp. Left ’ Right Same Orthcg) g. pDiagf. Other
Supervised visual grounding models
MDETR (ResNet-101) 10.79 8.65 11.64 13.14 11.64 10.21 12.03 10.53
UNINEXT (huge) 12.37 1220 13.82 13.66 3.42 13.03 1037 12.96
OFA (large) 20.51 12.64 2327 2474 26.03 17.25 19.09 23.08
Vision-language models
Gemini (1.0-pro-vision) 21.10 14.61 22.03 19.12 28.13 18.52 1591 22.64
LLaVA (v1.6-34B) 23.53 19.10 22.03 25.00 34.38 2593 2273 22.64
GPT-4V 25.81 20.40 30.18 23.71 30.82 23.24 2033 29.96
GPT-4V w/ orientation  31.50 32.15 3236 26.80 32.19 31.69 26.56 33.81
Manual perspective transformation method
Rephrase + OFA 40.53 49.00 32.73 39.69 25.34 4754 3693 38.26
Rephrase + GPT-4V 47.89 49.00 48.36 42.01 41.10 57.04 3693 47.98
TEP (Ours) 66.73 65.63 69.09 68.30 58.90 66.20 65.15 67.81

Table 1: Comparison with baseline models on the test set of the InterRef dataset.

and same, as well as three angular perspectives
based on direct angle: orthogonal (orthog., e.g., im-
mediate left), diagonal (diag., e.g., front-left), and
other. For more data details, refer to Appendix B.

Evaluation Metrics. Perspective-taking ability is
evaluated by grounding task accuracy (Yu et al.,
2016), defined as the average number of correct
predictions (i.e., IoU greater than 0.50).

TEP enables perspective-taking analysis by eval-
uating object positions (Acc@OP) and human di-
rections (Acc@HD) in generated top views. Object
positions are correct if all object pairs in a top view
exhibit accurate and distinguishable front-back and
left-right correlations. We manually evaluate 101
samples due to annotation complexity. Human di-
rection accuracy is measured by the angle between
the forward direction and the ground truth (from
annotated human positions to top-view centers),
considering it accurate if within £30 degrees.

Baseline Models. We evaluate state-of-the-art
grounding models, MDETR (Kamath et al., 2021),
UNINEXT (Yan et al., 2023), and OFA (Wang
et al., 2022), as they have shown dataset general-
izability. Moreover, we evaluate popular VLMs,
Gemini, LLaVA (Liu et al., 2023), and GPT-4V
(Achiam et al., 2023) using the same parameters
as in TEP. Their CoT prompts provide bounding
boxes and depth values of all objects. Gemini and
LLaVA are evaluated on 20% of the test set.

We present a manual perspective transformation
method that converts human-centric instructions
into robot-centric ones using rules. This method
divides angles from (Wu et al., 2020) into four

sections: the person is on the opposite, left, right,
or the same side. Spatial phrases in expressions
are then rephrased to match the robot’s perspective.
For example, when a person is on the opposite,
“left” becomes “right”. The rephrased expressions
are processed by OFA and GPT-4V for grounding.

4.2 Evaluation of Perspective-Taking Ability

Overall Performance. The results in Table 1 show
that supervised visual grounding models struggle
with the HVG task. This may be attributed to
their focus on robot-centric grounding and lack
of perspective-taking. Among them, OFA excels,
demonstrating superior generalizability and outper-
forming the others on this partially unseen dataset.

In addition, VLMs exhibit certain perspective-
taking abilities and achieve over 20.00% accuracy,
while this potential remains underutilized. GPT-4V
slightly outperforms LLaVA, whereas augmenting
GPT-4V’s input with human orientation informa-
tion boosts its performance by 5.69%. This high-
lights the value of such information in improving
reasoning about human perspectives, in line with
our decomposition method that explicitly identi-
fies and integrates human orientation. For few-shot
experiments, refer to Appendix C.

Moreover, the manual perspective transforma-
tion methods show substantial improvements of
20.02% and 22.08% over OFA and GPT-4V, re-
spectively. However, these rule-based methods are
criticized for their inflexibility, as well as an inabil-
ity to discern slight changes in perspectives.

TEP outperforms these strong baselines by
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18.84%, demonstrating its perspective-taking abil-
ity to envision information in human perspectives
based on a single robot’s perspective. Nonetheless,
compared to the nearly 90.00% accuracy in con-
ventional grounding tasks (Wang et al., 2022), the
results underscore this task’s complexity. Please
refer to Appendix D for more qualitative results.
Furthermore, we evaluate an end-to-end infer-
ence time on a Tesla T4 and Intel Xeon@2.00GHz
server. TEP runs at 13.00s per image, with 5.27s
(40.54%) dedicated to top-view construction and
3.90s (30.00%) for the object retrieval module,
while GPT-4V w/ orientation takes 16.89s due to
analyzing all objects in each image. Besides, in
TEP, the average input and output tokens are 476.2
and 177.6 for LLMs, and 1600.4 and 525.0 for
VLMs. The baseline model averages 455.4 input
tokens and 519.9 output tokens for VLMs.
Sensitivity of Directional Perspectives. Table 1
shows most visual grounding models and VLMs
perform worse on opposite-side human interactions
but better on same-side interactions. The reason
is that same-side samples align with conventional
grounding scenarios, which are familiar contexts
for baselines. After incorporating orientation, GPT-
4V’s opposite-side performance improves signifi-
cantly, indicating that human orientation enhances
its perspective-taking ability for such cases.
Moreover, the manual perspective transforma-
tion methods perform better on opposite-side inter-
actions, due to mirrored spatial relationships sim-
plifying transformation. However, integrating this
method into OFA slightly reduces same-side per-
formance, since orientation prediction errors cause
instructions to be rephrased to mismatched robot
perspectives, revealing an inflexibility issue.
Furthermore, TEP outperforms all baselines and
demonstrates a consistent accuracy improvement
of over 15.00% across all perspectives, underscor-
ing its generalization and perspective sensitivity.
Further experiments show that in same-side sam-
ples, humans often appear with their backs turned
to the camera, making orientation prediction more
difficult (e.g., Acc@HD is 54.54% vs. over 70%
in other categories). This challenge likely hampers
subsequent cross-perspective spatial reasoning, re-
ducing overall accuracy in this category.
Sensitivity of Angular Perspectives. Table 1 re-
veals that baseline models struggle with diagonal
perspectives, highlighting the inherent challenges
of these scenarios. GPT-4V with human orientation
performs worst in such perspectives, exposing its

Grounding  Abstract top-view

. Accuracy
decomposer representation
X X 31.50
v X 46.52 (+15.02)
v v 66.73 (+20.21)

Table 2: Ablation study on variants of the TEP method.

Block Method Accuracy
. Text representation 45.34
i).o(s)it?(?rft Box representation 57.90
Point representation 66.73
B. Human Po‘sition‘marker 43.67
direction Orientation arrow 47.69
Relevant direction 66.73

Table 3: Experiments on top-view representation.

insensitivity to information differences from these
perspectives. Conversely, TEP achieves the most
significant improvements in these scenarios, prov-
ing its efficacy in mitigating this insensitivity
problem. Additionally, incorporating rephrasing
methods into OFA and GPT-4V enhances their per-
formance in orthogonal perspectives, owing to the
transformation rules tailored to such scenarios.

4.3 Evaluation of Top-View Representation

Significance of Top View. Table 2 presents ab-
lation studies evaluating the effectiveness of the
abstract top-view representation for perspective-
taking in TEP. The baseline (i.e., GPT-4V w/ orien-
tation) lacking both the grounding decomposer and
the top-view representation achieves an accuracy of
31.50%. Incorporating the grounding decomposer,
which is identical to the TEP setup for grounding
decomposition and object retrieval, improves per-
formance by 15.02%. In addition, integrating the
top-view representation yields an additional gain
of 20.21%. These results suggest that directly ap-
plying VLMs for all steps after decomposition is
suboptimal and the top-view representation plays a
critical role in enhancing overall performance.

Variations in Top-View Representation. In Ta-
ble 3 Block A, we substitute the point represen-
tation of object positions in TEP with text or box
representations, as shown in Fig. 4. The text rep-
resentation, generated by GPT-4V using V to de-
scribe spatial information in a top view, yields the
lowest accuracy due to inadequate granularity and
intuitiveness for spatial reasoning. The box rep-
resentation is 8.83% less accurate than the point
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Figure 4: Visualization of top-view representation.

Method Acc@OP Acc@HD HVG
Box center 63.37 67.03 57.70
Ours w/o ver. 69.31 82.34 62.90
Ours 78.22 83.02 66.73

Table 4: Experiments on top-view construction method.

representation, as 2D boxes omit depth, distorting
front-back relationships in the top view. Fig. 4
shows the box representation arranges objects side-
by-side, lacking front-back relationships, causing
object 1 to be misidentified as the target. The point
representation clearly depicts left-right and front-
back relationships, facilitating effective reasoning.

Block B in Table 3 shows that representing hu-
man positions with markers or using arrows to
denote human orientation is suboptimal. Neither
method provides sufficient information for reason-
ing about object relationships from human perspec-
tives, thereby requiring further determining the
reference frames of human direction. In contrast,
TEP’s relevant directions provide arrows indicat-
ing the directions related to the intended spatial
relationships, streamlining spatial reasoning.
Variations in Top-View Construction Method.
In Table 4, the first row uses the center of object
bounding boxes in Vp as the point representation
for object positions and the center of the human
bounding box to determine the human direction.
This method performs worst, suggesting that box
information is insufficient in depicting spatial in-
formation in V. In contrast, our method integrates
bounding boxes with depth information for a more
accurate representation.

The second row shows that without the verifica-
tion stage (ver.), the top-view construction process
of TEP achieves 69.31% accuracy for object posi-
tions in generated top views and 82.34% accuracy

Method Accuracy
VQA model (BLIP-2) 41.12
VLMs (LLaVA) 58.42
VLMs (GPT-4V) 66.73

Table 5: Experiments on spatial reasoning methods.

Human perspective

Robot’$ perspective

Figure 5: Experiment setting in real robot environments.

for human directions. After applying the verifi-
cation stage, accuracies improve by 8.91% and
0.68%, because of eliminating local errors in the
initial representation. Besides, of the errors found
by the verification stage, accuracies for identify-
ing actual errors are 66.67% for object positions
and 100.00% for human directions, with correction
accuracies of 70.83% and 65.38%, respectively.

Variations in Top-View Reasoning Method. Ta-
ble 5 evaluates three models for spatial reasoning
on the abstract top-view representation. First, we
formalize the spatial reasoning as a visual question
answering (VQA) task and pose questions to a pow-
erful VQA model, BLIP-2 (Li et al., 2023), such
as “which marker is on the left”. It achieves an ac-
curacy of 41.12%, indicating limited effectiveness
in abstract diagram reasoning. In contrast, LLaVA
and GPT-4V bring about a 17.30% improvement
due to enhanced reasoning abilities and integra-
tion of world knowledge. Notably, GPT-4V out-
performs LLaVA in task comprehension and better
aligns textual intention with visual information.

4.4 Generalization Analysis

Robot Manipulation. To evaluate TEP’s general-
izability in real robot environments, we extend our
method to robot manipulation. As shown in Fig. 5,
TEP provides bounding boxes of target objects to a
Fetch robot for grasping, following the manipula-
tion framework in (Xiao et al., 2024). Experiments
on 30 samples with varied object arrangements
and perspectives achieve a success rate of 63.33%,
slightly lower than that on the InterRef dataset. Suc-
cess rates from multiple perspectives hover around
60%, indicating TEP’s robust generalization and
its effectiveness for HRI.
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Figure 6: TEP’s results across vertical perspectives: (a)
high angle, (b) eye level, (c) low angle, and scenarios:
(d) outdoor, (e) multiple surfaces, (f) vertical surface.

Vertical Reasoning Capability. Experiments show
that TEP extends beyond 2D representations to
support effective 3D spatial reasoning.

Vertically Overlapping Objects: In the InterRef
dataset, 37.59% of test samples contain objects that
overlap along the vertical axis. On these samples,
TEP achieves 64.23% accuracy, nearly double the
37.6% accuracy of GPT-4V w/ orientation.

Vertical Spatial Expressions: For expressions
that involve vertical relations, TEP achieves
65.22% accuracy versus 26.09% for the baseline.
These expressions often require both horizontal and
vertical reasoning (e.g., “the book under the box on
the left”), which TEP handles effectively by decou-
pling spatial reasoning into distinct functions.

Vertical Perspective Differences: TEP general-
izes across differences in vertical perspectives. As
shown in Fig. 6(a-c), within a multi-level shelf
where human and robot perspectives differ in verti-
cal angle, TEP effectively captures object informa-
tion from varying perspectives.

Diverse Surfaces. TEP demonstrates generaliza-
tion beyond standard tabletop scenarios.

Non-Square Surfaces: 13.44% of samples in the
InterRef dataset involves non-square surfaces(e.g.,
round, oval). TEP achieves 74.45% accuracy

on these samples, outperforming the baseline
(22.63%). Additionally, in outdoor scenes with
stairs and pillars (Fig. 6(d)), adapting the reference
plane in the abstract top-view representation from
a table to the ground enables robust grounding.

Multiple Surfaces: TEP effectively handles
multi-surface scenes, such as books placed on both
a sofa and a table (Fig. 6(e)) or paintings on a wall
and held in hand (Fig. 6(f)). We introduce a surface
identification module that uses VLMs to detect ob-
jects on specific surfaces (e.g., sofa, wall). This
surface information then informs spatial reasoning
and dynamically adapts the top-view representation
to relevant surfaces, enabling accurate reasoning.

Vertical Surfaces: Fig. 6(f) illustrates TEP’s abil-
ity to identify objects on vertical planes. By redefin-
ing the top view to align with any object-bearing
surface, TEP effectively handles non-horizontal se-
tups, including wall-mounted targets.

S Error Analysis

We analyze 150 randomly selected predictions and
find that 32.00% contain errors, distributed across
modules: grounding decomposer (1.33%), object
retrieval (3.33%), vertical reasoning (2.00%), and
horizontal reasoning (25.33%). Within horizontal
reasoning, errors stem from human orientation pre-
diction (4.67%), object position prediction (8.67%),
and spatial reasoning using top-view representa-
tions (12.00%). Many of these errors stemmed
from hallucinations in VLMs, including refusal to
respond due to real-person presence (3.33%), mis-
interpretation of visual details in top views (6.00%),
and misinterpretation of prompt cues (5.33%).

6 Conclusion

This paper introduces the HVG task and the Inter-
Ref dataset to evaluate perspective-taking in visual
grounding. It also presents TEP, a method that en-
ables robots to infer visual information from others’
perspectives based on a single self-perspective. The
core of TEP is an abstract top-view representation
that unifies object positions and human perspec-
tives, allowing robots to understand spatial rela-
tionships from different perspectives. It addresses
the insensitivity to information differences due to
perspective changes. Experiments show that TEP
effectively identifies objects from human-centric in-
structions, generalizes across diverse perspectives,
and is applicable to robotic and dynamic scenarios.
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Limitations

This paper introduces an HVG task that focuses on
human-centric instructions. However, perspective-
conditioned instructions vary, such as robot-centric
instructions in conventional visual grounding tasks
and object-centric instructions. Future work could
move forward to disambiguate instructions from
diverse roles, perspectives, and multiple speakers.
Besides, this paper mainly focuses on spatial
changes caused by perspective shifts, as cognition
research (Pearson et al., 2013) predominantly uses
spatial information to assess visual perspective-
taking abilities. While spatial attributes show sig-
nificant variation across perspectives, other visual
features may also change. For example, a cup with
a handle might appear handle-less from a different
viewpoint. Future work could explore the impact
of perspective on these additional attributes.
Moreover, the proposed method involves LL.Ms,
which currently suffer from slow inference effi-
ciency and may not support real-time robot op-
erations. This limitation could be mitigated by
exploring more efficient techniques for LLMs.
Furthermore, while the TEP method achieves
approximately 68.29% accuracy on samples in-
volving partially occluded target objects from the
robot’s perspective, it remains limited in handling
fully occluded objects, a challenge even for human
cognition. Future work may explore multi-round
conversations to address this limitation.

Ethical Considerations

This paper involves human participation through
data collection and robot experiments. All indi-
viduals in the captured robot scene images and an-
notation workers have provided informed consent.
The COCO images used in the proposed dataset are
sourced from a publicly available dataset, ensuring
compliance with data usage policies.

To promote transparency and reproducibility, we
detail our implementation in Appendix A and will
release the code and dataset upon paper acceptance.
While the proposed method achieves state-of-the-
art performance on the InterRef dataset, we ac-
knowledge that it may not always produce correct
predictions. Users should exercise caution when
applying the model in critical applications.
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A Implementation Details

We optimize prompts and model configurations us-
ing the validation set, without requiring fine-tuning
of model parameters. The temperatures of the
LLMs and VLMs are set to 0, and other config-
urations default. The generated code is executed
via a Python interpreter. To generate the abstract
top-view representation, GPT-4V is used to reason
and verify object positions, and the Python libraries
OpenCV and Pillow are used to draw grids, arrows,
and text on a white background. The entire method
is deployed on a P100 GPU.

B Dataset Details

This section supplements Section 4.1 by detailing
the data collection, perspective classification, and
data statistics of the InterRef dataset.

B.1 Data Collection Details

In the image collection phase, we capture robot
scene images from real-world home and school
environments, which contain a higher number of
similar objects for reference than that of COCO
images, establishing an approximate ratio of 2:1
between robot scene and COCO images.

For annotating human-centric instructions (i.e.,
referring expressions), we employ different ap-
proaches based on the image source. In real-world
images, we take photos of actual scenes where
a person refers to an object and simultaneously
record both the referring expression uttered by the
person and the corresponding object. For COCO
images, we generate referring expressions by imag-
ining the perspective of an individual depicted
in the images. After annotation, we assess the
quality of each expression and remove samples
that involve occlusion. Statistical analysis reveals
that most expressions primarily assess perspective-
taking through spatial references, while also mod-
erately emphasizing visual attributes such as color.

B.2 Perspective Classification Details

To enhance the classification of perspective types
in the InterRef dataset, we label human positions
around tables with markers, as depicted by posi-
tions 1 to 15 in Fig. 7. Previous studies have clas-
sified perspectives into eight categories, i.e., four
orthogonal and four diagonal perspectives. How-
ever, we find that the observations from positions
between an orthogonal position and a diagonal po-
sition can also influence the perception of object

Opposite Side Orthogonal Diagonal Other

[
N
w
IS
v

12 11 Robot 10 9

|
|
| 6| |15]
[ |1
| 7| side | 14|
[ |1
I8l |13]
|
|

Same Side

@) (b)

Figure 7: Perspective classifications in the InterRef
dataset. (a) Directional perspectives. (b) Angular per-
spectives.

spatial relationships. Therefore, we supplement
eight non-orthogonal and non-diagonal positions.
To avoid occlusion, we allocate a specific position
for the robot, thereby defining a total of fifteen
human positions.

Based on the human position annotations, per-
spectives could be classified into four directional
categories: (1) Opposite side: the human facing
the robot across the table (i.e., markers 1 to 5 in
Fig. 7(a)); (2) Left side: the human positioned to
the robot’s left and facing rightward (i.e., markers
1, 12 to 15); (3) Right side: the human positioned to
the robot’s right and facing leftward (i.e., markers
5 t0 9); and (4) Same side: the human positioned
on the same side as the robot (i.e., markers 9 to 12).
Since minor angular variations can result in per-
spective changes, being on the same side does not
guarantee observing identical object spatial rela-
tionships; it only increases the likelihood of a simi-
lar perspective. The same principle applies to the
other directional categories. Additionally, certain
positions may belong to multiple categories. For in-
stance, position 1 falls under both the opposite-side
and left-side categories.

Moreover, perspectives can be classified into
three angular categories based on whether the per-
son occupies a direct position relative to the robot:
(1) Orthogonal: when the person is directly in front,
immediately to the left, or immediately to the right
of the robot (i.e., markers 3, 7, and 14 in Fig. 7(b));
(2) Diagonal: when the person is positioned at a
front-left, front-right, rear-left, or rear-right corner
(i.e., markers 1, 5, 9, and 12); and (3) Other: when
the position does not fit the aforementioned criteria
(i.e., markers 2, 4, 6, 8, 10, 11, 13, and 15).
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Directional perspectives Angular perspectives
Method  Test set Opp. Left Right Same Orthog. Diag. Other
0-shot 31.50 32.15 3236 26.80 32.19 31.69 2656 33.81
1-shot 37.25 45.65 37.04 28.21 28.57 39.29 3333 38.00
3-shot 39.22 43.48 4444 2821 42.86 42.86  37.50 38.00
5-shot 39.22 43.48 37.04 30.77 50.00 42.86 37.50 38.00
7-shot 37.25 39.13 40.74 25.64 50.00 42.86 33.33 36.00

Table 6: Results of the baseline method (GPT-4V w/ orientation) in few-shot settings on the InterRef dataset.
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Figure 8: Data distribution of perspective categories.

B.3 Data Statistics

Fig. 8 presents the statistical distribution of per-
spective classifications in the InterRef dataset. For
directional categories, the majority of samples fall
into the “opposite” category, while the “same” cat-
egory has the fewest samples. This distribution
reflects the perspective imbalance issue discussed
in Section 2.2, where face-to-face human-robot
interactions are predominant, limiting the visual
perspective-taking capabilities of foundation mod-
els. Additionally, in angular categories, orthogo-
nal perspectives are more frequent than diagonal
perspectives. Other types of angular perspectives
collectively account for approximately 50% of the
dataset, which corresponds to the fact that positions
in this category constitute half of the total.

Fig. 9 illustrates the data distribution of spa-
tial types mentioned in human-centric instructions.
The “left” category includes instructions that con-
tain leftward-related terms such as “leftmost™ and
“left-handed,” while the “back” category encom-
passes terms like “behind” and “rear.” Similar clas-
sifications apply to other directional categories. Ad-
ditionally, the “other” category represents spatial
references beyond standard horizontal and verti-
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Figure 9: Data distribution of spatial types.

cal directions, including terms like “next,” “be-
tween,” and “center.” Instructions that involve
multiple spatial relationships are categorized under
“Composition (Comp.).” The statistical analysis
reveals that instructions requiring horizontal rea-
soning (i.e., left, right, front, and back) are the most
prevalent. Meanwhile, instructions categorized as
“other,” which involve more complex spatial reason-
ing, constitute approximately 7.4% of the dataset.
Furthermore, instructions in the “Composition” cat-
egory, which necessitate multi-step spatial reason-
ing, account for 15.2%.

C Few-Shot Settings

To ensure a fair comparison, the baseline VLM
(GPT-4V w/ orientation) receives the same visual
inputs as our method: images, object bounding
boxes, depth values, and human orientation angles.
Given the VLMs’ ability to infer perspective-taking
in a zero-shot manner, we adopt a zero-shot evalua-
tion setting.

We also include a few-shot baseline (Table 6) to
further assess performance. Prompts are enhanced
using in-context learning, with 5-shot and 7-shot
settings incorporating examples across four direc-
tional and three angular perspectives.
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Experiments show that TEP in the zero-shot set-
ting outperformed the baseline in the few-shot set-
ting. While in-context learning improves perfor-
mance over the zero-shot baseline, gains diminish
after 3-shot, with performance stabilizing or declin-
ing at 5-shot. This decline may be due to: (1) the
complexity of example scenarios, where reasoning
varies even within the same perspective, and (2) the
limitations of textual CoT examples in capturing
cross-perspective spatial reasoning. In contrast, the
abstract top-view representation in TEP provides
a more intuitive encoding of spatial information
across perspectives.

D More Qualitative Results

D.1 Comparison with Baselines

Fig. 10 presents the visualization results compar-
ing the TEP method with the baseline model, GPT-
4V, which incorporates human orientation. The re-
sponses from GPT-4V indicate that, to some extent,
the baseline model can infer the human perspec-
tive based on the provided orientation. However, it
struggles with spatial reasoning, often misinterpret-
ing spatial relationships within the human perspec-
tive, highlighting its insensitivity to information
differences across perspectives.

For example, in Fig. 10(a), the baseline model
incorrectly equates “closest to the robot” with “clos-
est to the person,” failing to distinguish between
these perspectives. In contrast, the TEP method,
leveraging a generated top-view representation, ac-
curately identifies the third cake as being in front
when observed from the human perspective. Simi-
larly, in Fig. 10(b), the baseline model incorrectly
assumes that a pizza farther from the robot’s per-
spective is also positioned at the back from the
human perspective. In contrast, the TEP method
systematically identifies the target object by apply-
ing vertical and horizontal reasoning based on the
abstract top-view representation. These visualiza-
tion results demonstrate the effectiveness of TEP
in visual perspective-taking, showcasing its ability
to perform human-centric visual grounding more
accurately than the baseline model.

D.2 Dynamic Scenario

We explore the applicability of the abstract top-
view representation in dynamic scenarios. As
shown in Fig. 11, TEP adapts to the movements
of humans, objects, and robots by updating the
top-view information, e.g., by reorienting a human

direction, repositioning an object, or rotating the
view to align with the current direction. These
results show that TEP is applicable in dynamic
scenarios due to the flexibility of top-view repre-
sentations supporting partial updates. Future work
could involve a monitoring mechanism to trigger
these updates.

D.3 Distance from Tables

According to geometric optics and linear projection,
distance affects the perceived density of objects but
not their spatial arrangement, provided the perspec-
tive remains unchanged. As shown in Fig. 12, we
conduct experiments at distances ranging from 0
to 5 meters. Results show that distance has a min-
imal effect on the orientation prediction network,
with orientation angle variations remaining within
5 degrees. This corresponds to a consistent human
position in the top-view representation, resulting in
stable and accurate predictions.

E Robot Experiment Details

In our robot experiments, we utilize a Fetch mo-
bile manipulator (Wise et al., 2016) equipped with
a camera, arm, and gripper. The experiments in-
volve physical interactions with seven distinct ob-
ject types, such as bottles, tape rolls, and chip bags,
representing a range of shapes, sizes, weights, and
materials. To ensure diverse testing conditions, we
vary the object arrangements as well as the relative
positions between humans and the robot, covering
all perspective categories. Human-centric instruc-
tions are provided by four volunteers. The exper-
imental results indicate a success rate of 63.33%,
which is slightly lower than that achieved on the
InterRef dataset. While TEP is not restricted to spe-
cific object types, the robot’s grasping performance
is constrained by the mechanical limitations of its
arm. Please refer to the supplemental materials for
a demonstration video of the robot experiments.

F Prompt Constuction

TEP employs prompts to elicit LLMs and VLMs
to decompose the grounding task, construct an ab-
stract top-view representation, and reason about
spatial relationships based on this representation.

F.1 Prompt for Grounding Decomposer

Fig. 13 shows the prompt for the grounding decom-
poser. Given a referring expression, an LLM is
prompted to decompose the task into a series of
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The cake in front TEP (Ours)
Results from the gr ding d Results from the object retrieval module:

# Step 1: Find all objects named "cake" Visual information of “cake”:

cake_list = find_object("cake") 1. "cake", [132, 379, 66, 67], 0.0351
# Step 2: Filter the cakes by their horizontal relationship to the reference object 2. "cake", [298, 303, 53, 49], 0.0496
# Since no reference object is mentioned, we pass None as the third argument 3. "cake", [175, 279, 47, 44], 0.0556
target_object = filter_by_horizontal_relationship(cake_list, "in front", None) 4. "cake", [287, 449, 85, 61], 0.0276

Results from the horizontal reasoning function: e +

Object position: | Front
... Therefore, the most possible marks for the I bGtC’”C’;’thC’ the &
i i+ . / aopstract top-view " .,
t(ng;e\:llptzbes;tlons are: . | representation n /fron;
R ct1:G5--- - > ted t
Prediction results of ~ ObJ'ect 211 I f/,;;et g,ebai(
TEP (blue box) and J P ) | A D\ g
GPT-4V (red box) -Object 3: H1™" |
- Object 4:15 -~ I Npgck <~

Human direction: 230°

Spatial reasoning based on the abstract top-view representation:

To determine the marker that is "in front" according to the designated arrows in the figure, we need to look at the direction the "Front"
arrow is pointing. The markers are placed along a line that extends from the "Back" arrow to the "Front" arrow. The marker that is further
along this line in the direction of the "Front" arrow is considered to be "in front."

In the image, the "Front" arrow is pointing towards the markers "CB," and the "Back" arrow is pointing towards the markers "AD." Since "C"
is closer to the "Front" arrow than "B," "C" is the marker that is "in front." W

Therefore, the target marker is C. — m 3. '"cake", [175, 279, 47, 44], 0.0556

GPT-4V w/ human orientation (Baseline model)

To identify the "cake in front" from the person's perspective, we need to consider the orientation angle of the person, which is 230 degrees. This means the person is facing
slightly more than halfway between the opposite side and the right side of the table from the robot's perspective.

Given the orientation, the cake that would be considered "in front" of the person would be the one that is closest to the person's current orientation and within their field of
view. Based on the coordinates provided, we need to find the cake that is closest to the person (object 21) and in the direction of their orientation.

Looking at the coordinates of the cakes:

- Cake 1: [132, 379, 198, 446], depth 0.0351

- Cake 2: [298, 303, 351, 352], depth 0.0496

- Cake 3: [175, 279, 222, 323], depth 0.0556

- Cake 4: [287, 449, 372, 510], depth 0.0276

Considering the person's orientation and the depth values, the cake that is most likely "in front" of the person is Cake 4, as it has the smallest depth value (0.0276), indicating
it is closest to the robot, and thus likely to be closest to the person given their orientation. —

Therefore, the coordinates of the target object are [287, 449, 372, 510]. - L Cake 4:[287, 449, 372, 510], depth 0.0276

(a)

Pizza on the plate in back | TEP (Ours)

Its from the gr ling decomp B Results from the object retrieval module:
# Step 1: Find the context object, which is "plate" in this case. Visual information of “plate”:
plate_list = find_object("plate") 1. "plate", [48, 324, 240, 150], 0.0360
# Step 2: Filter the plates by their horizontal relationship to the viewer, which is "in 2. "plate", [110, 258, 147, 67], 0.0659
back" in this case.
filtered_plate_list = filter_by_horizontal_relationship(plate_list, "in back") Results from the horizontal reasoning function:
# Step 3: Find the target object, which is "pizza" in this case. Object position:
— pizza_list = find_object("pizza") ... Therefore, the most possible marks for the
# Step 4: Filter the pizzas by their vertical relationship to the filtered plates, which top view positions are:
is "on" in this case. - Object 1: Row 5, Mark G -,
L. | —target_object = filter_by_vertical_relationship(pizza_list, "on", filtered_plate_list) - Object 2: Row 2, Mark | -

Human direction: 170°
Spatial reasoning based on the abstract top-view representation: /

In the provided image, there are two markers, A and B, with arrows indicating Front <~

the front and back directions. According to the arrows, the front is towards the Generate the

top of the image, and the back is towards the bottom of the image. The marker abstract top-

A is positioned at the end of the arrow pointing to the back, and the marker B B vier .

is positioned at the end of the arrow pointing to the front. S represenw

To identify the marker in the back according to the designated arrows, we look A
for the marker that is extended further in the direction of the back arrow. In

this case, the marker A is in line with the back arrow.
Therefore, the target marker that is in the back is A= ¢

ack

1. "plate", [48, 324, ...

Results from the object retrieval module: Results from the vertical reasoning function:

Visual information of “pizza”: Rules for upward relationships:

1. "pizza", [62, 330, 212, 125], 0.0362 if area_intersection(obj[0].box, obj[1].box) == obj[0].w*obj[0].h and obj[1].depth <= ...
2. "pizza", [112, 262, 140, 60], 0.0654 # ranking by depth values ... return obj_sorted[0] —» 1. “pizza”, [62, 330, ...

'y

GPT-4V w/ human orientation (Baseline model)

To identify the "pizza on the plate in back" from the person's perspective, we need to consider the orientation of the person and the position of the pizzas on the table.
According to the orientation angle provided, the person is facing almost directly opposite the robot, with a slight deviation to the right (from the robot's perspective).

Given the coordinates and depth information for the two pizzas:

1. Pizza, [62, 330, 274, 455], depth 0.0362

2. Pizza, [112, 262, 252, 322], depth 0.0654

The depth values indicate how far the objects are from the robot's perspective. Since the person is facing almost directly opposite the robot, the "pizza on the plate in back"
would be the one that is further away from the robot's perspective, which is the second pizza with a depth of 0.0654.

Therefore, the coordinates of the target object are [112, 262, 252, 322]. —» (@8R 2. Pizza, [112, 262, 252, 322, depth 0.0654

(b)

Figure 10: Visualization of the TEP method and comparison with the baseline model, GPT-4V w/ human orientation.
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When a person moves
Adjust human direction in A
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When an object moves
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Figure 11: Visualisation of top view updates and final
results (depicted in green boxes) in dynamic scenarios.
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Their abstract top-view
representation are the same:

The laptop on the left
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=
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Figure 12: TEP’s results (green boxes) at varying dis-
tances from tables.

grounding steps employing a context-first strategy
and generate programs associated with these steps.

F.2 Prompt for Top-View Representation

Fig. 14 shows the prompt for reasoning about ob-
ject positions in the top-view representation. We
provide visual information about objects from the
robot’s perspective, including bounding boxes and
depth values. The VLMs assign each object a posi-
tion within the top view wherein the robot’s posi-
tion serves as a landmark.

When object positions are found to be incorrect,
the proposed method elicits the VLMs to revise
them in a second round. The prompt is shown in
Fig. 15, which includes an error description, such
as “since the depth value of object A is greater than
that of object B, object A might be above object B
in the top view.”

When the human direction is found to be incor-
rect, we elicit the VLMs to reason about the human
position in the top view based on the visual infor-
mation from the robot’s perspective. The prompt is
illustrated in Fig. 16.

The prompt for horizontal reasoning based on
the abstract top-view representation is shown in
Fig. 17. The proposed method prompts the VLLMs
to identify objects that satisfy a constraint in a given
relational phrase, specifically in relation to desig-
nated directions.

F.3 Prompt for Baseline Methods

As shown in Fig. 18, the prompt for baseline mod-
els provides a detailed task background and visual
information about objects from the robot’s perspec-
tive. In addition, for a set of GPT-4V experiments,
the angle of human orientation is additionally pro-
vided. This information is then utilized to prompt
models to identify target objects as referred to in a
referring expression from a human perspective.
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Call the three optional external functions provided below to decompose a visual grounding task with an input sentence into several steps, avoid
using any other functions or properties, and avoid generating code to process data.

def find_object(name: str, attribute: str=None) -> List[Object]:

# Find all objects with the given name and visual attribute (optional, e.g., color, shape, texture). This function utilizes an object
detector and does not support spatial reasoning. This function outputs a list of objects.

pass

def filter_by_vertical_relationship(object_list: List[Object], subsentence: str, reference_object_list: List[Object]=None) -> List[Object]:

# Filter objects by their vertical relationship (e.g., above, below) to the reference objects (optional). This function outputs a list of
objects that satisfy a subsentence.

# Example: box on top -> filter_by_vertical_relationship(box_list, "on top", None)

# Example: box on the computer -> filter_by vertical_relationship(box_list, "on", computer_list)

pass

def filter_by_horizontal_relationship(object_list: List[Object], subsentence: str, reference_object_list: List[Object]=None) -> List[Object]:

# Filter objects by their horizontal relationship (e.g., left, right, front, back, nearest, far, right rear) to the reference objects
(optional). This function outputs a list of objects that satisfy a subsentence.

# Example of subsentence: second from left, between,

# Example: box on the left -> filter_by_horizontal_relationship(box_list, "on the left", None)

# Example: the first box to the left of computer -> filter_by_horizontal_relationship(box_list, "first to the left of", computer_list)

pass

In this case, the input sentence is "<REFERRING_EXPRESSION>". If the sentence mentions multiple objects, you should use a top-down and context-
first approach to decompose it into multiple steps. Begin with context objects (and any related spatial reasoning) and progressively narrow down
to the target object (and any related spatial reasoning). Include only the necessary steps in the code, and assign the final result to a
variable named "target_object’.

Figure 13: Prompt for decomposing the task into a series of grounding steps in the grounding decomposer. The
highlighted section is adjusted according to the given information.

A simulated human-robot interaction scenario involving a robot and a person facing and surrounding a table. The input image is captured by the
robot. We construct an estimated top view using ASCII art representation, where the central rectangle indicates the table, and the mark 'Robot’
indicates the position of the robot around the table, respectively. There are 5 rows of marks 'A' to 'O' in the central rectangle that indicate
the possible positions of objects on the table.

|

|

| | ABCDEFGHIJKLMNO |
| | ABCDEFGHIJKLMNO |
| | ABCDEFGHIJKLMNO |
|
|
|
|

| ABCDEFGHIIKLMNO |
| ABCDEFGHIIKLMNO |

We focus on specific objects on the table captured by the robot's view at x-coordinates of center points, along with their depth values (where a
smaller depth value indicates objects closer to the camera):
<OBJECT_INFORMATION>

You should determine the position of these objects in the estimated top view. First, analyze spatial relationships among the objects. Second,
analyze relative regions of the objects on the table, where the table x-coordinates are <TABLE_X>. In the horizontal direction, objects on the
left half of the table (x-coordinates <TABLE_X_MIN>) correspond to marks ‘A’ to 'G' in the top view, on the right half of the table (x-
coordinates <TABLE_X_MAX>) correspond to marks 'I' to 'O', and in the horizontal middle of the table correspond to mark ‘H'. In the vertical
direction, objects on the upper half of the table's surface correspond to rows 1 to 2, on the bottom half correspond to rows 4 to 5, and in the
vertical middle correspond to row 3. You can use x-coordinate values to infer horizontal relationships. Use depth values and analyze the table
surface in the input image to infer vertical relationships.

Finally, integrate these analyses to identify the exact row number and column mark of each object's top view position. Ensure that each position
accommodates a maximum of one object. Output with the statement 'Therefore, the most possible marks for the top view positions are: - Object
1: ... - Object ...'

Figure 14: Prompt for reasoning about the positions of objects in a top view and assigning rows and lines to each
object’s position. The highlighted section is adjusted according to the given information.

Your answer may be incorrect, because it does not match the following object relationships:
<ERROR_DESCRIPTION>

Please reanalyze the position of the objects after considering the above factors and output the final answer.

Figure 15: Prompt for revising the collected object positions in the verification process. The highlighted section is
adjusted according to the given information.
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A simulated human-robot interaction scene involving a robot and a person facing and surrounding a table. The input image is captured by the
robot. The coordinates [x_min, y_min, x_max, y_max] and depth values (smaller depth value corresponds to objects closer to the robot) of the
person and the table are as follows:

<OBJECT_INFORMATION>

Based on this scene, we construct an estimated top view using ASCII art representation, where the central rectangle indicates the table, and the
robot, i.e., the scene shooter, positions at the bottom center. Number marks 1 to 15 in the top view represent the possible positions of the
person.

L e L L L L +
| 1 2 3 4 5|
| P + |
| 15| Table | 6|
(. [l
| 14] |71
(. [
| 13] [ 8]
| - + |
| 12 11 Robot 10 9 |

To determine the person's position, you should firstly understand the input image and use depth values to analyze whether the person is on the
opposite side of the table, on the left/right side of the table, or on the same side of the table as the robot.

Secondly, you should understand the input image to further analyze the person's position. You can use x-coordinate values to infer horizontal
relationships and determine the position of the person's center point x_center=<PERSON_X_MID> in the horizontal direction.

1. If the person is on the opposite side of the table:

- If the front of the person is fully visible and the person is directly across the table, it corresponds to mark 3, while slightly to the left
corresponds to mark 2 and slightly to the right corresponds to mark 4.

- If the person is diagonally facing the table, in this case if the person is in the left rear corner it corresponds to mark 1, while if the
person is in the right rear corner it corresponds to mark 5.

2. If the person is on the left/right side of the table:

- If the side of the person is observable and the person is directly on the right of the table, it corresponds to mark 7. In this case, if the
front of the person is partially visible, it corresponds to mark 6, while if the back of the person is partially visible, it corresponds to mark
8.
- If the side of the person is observable and the person is directly on the left of the table, it corresponds to mark 14. In this case, if the
front of the person is partially visible, it corresponds to mark 15, while if the back of the person is partially visible, it corresponds to
mark 13.

3. If the person is on the same side of the table as the robot:

If the person is in the right corner, in this case if the back of the person is partially visible it corresponds to mark 9, while if the back is
fully visible it corresponds to mark 1.

If the person is in the left corner, in this case if the back of the person is partially visible it corresponds to mark 12, while if the back is
fully visible it corresponds to mark 11.

Finally, integrate the preceding analysis results and present a conclusion, stating 'Therefore, the most possible number mark for the person's
position in the top view would be ...’

Figure 16: Prompt for reasoning about human positions in a top view within the verification process. The highlighted
section is adjusted according to the given information.

According to the given information and your knowledge, answer the question.

Your task is to identify the marker(s) <RELATIONAL_PHRASE> in the input figure using the designated <ASSOCIATED_DIRECTIONS> arrows in the figure.
First, interpret "<RELATIONAL_PHRASE>" relative to the intended orientation. For example, "rear" and "behind" align with the back direction,
while "close" and "near" align with the front direction. Then, disregard conventional <ASSOCIATED_DIRECTIONS> directions, focusing solely on the
designated arrows within the figure. The letter that extends further in the direction of the arrow conforms more to a specific orientation.
Output and assign the target marker(s) to the variable target_marker = .

Let's think step by step.

Figure 17: Prompt for horizontal reasoning based on the abstract top-view representation. The highlighted section is
adjusted according to the given information.

A simulated human-robot interaction scenario involving a robot and a person facing and surrounding a table. The input image is captured by the
robot, containing the following objects with coordinates [x_min, y_min, x_max, y_max] and depth (smaller value means closer to the robot):
<OBJECT_INFORMATION>

The orientation angle of the person is <ORIENTATION_ANGLE>, which is obtained from a human orientation estimation model, where ©, 90, 180, and
270 degrees represent the person on the same, right, opposite, and left sides of the table, respectively.

When the person refers to an object "<REFERRING_EXPRESSION>" from the person's perspective, you should identify the target object and output
“"Therefore, the coordinates of the target object are ...". Let's think step by step.

Figure 18: Prompt for baseline models. The highlighted section is adjusted according to the given information, and
the blue text is human orientation information additionally provided to a set of GPT-4V experiments.
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