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Abstract

This paper argues that generating output tokens
is more effective than using pooled representa-
tions for prediction tasks because token-level
generation retains more mutual information.
Since LLMs are trained on massive text cor-
pora using next-token prediction, generation
aligns naturally with their learned behavior. Us-
ing the Data Processing Inequality (DPI), we
provide both theoretical and empirical evidence
supporting this claim. However, autoregressive
models face two key challenges when used for
prediction: (1) exposure bias, where the model
sees ground-truth tokens during training but re-
lies on its own predictions during inference,
leading to errors, and (2) format mismatch,
where discrete tokens do not always align with
the task’s required output structure. To address
these challenges, we introduce PredGen (Pre-
dicting Through Generating), an end-to-end
framework that (i) uses scheduled sampling
to reduce exposure bias, and (ii) introduces a
task adapter to convert the generated tokens
into structured outputs. Additionally, we intro-
duce Writer-Director Alignment Loss (WDAL),
which ensures consistency between token gen-
eration and final task predictions, improving
both text coherence and numerical accuracy.
We evaluate PredGen on multiple classifica-
tion and regression benchmarks. Our results
show that PredGen consistently outperforms
standard baselines, demonstrating its effective-
ness in structured prediction tasks.

1 Introduction

Large Language Models (LLMs) have significantly
advanced natural language processing (NLP),
demonstrating strong performance across vari-
ous tasks such as text completion (Kenton and
Toutanova, 2019), machine translation (Vaswani,
2017; Wu, 2016), summarization (Lewis, 2019;
Zhang et al., 2020), and question answering (Ra-
jpurkar, 2016; Yang, 2019). By training on mas-

sive text corpora, these models learn contextual
embeddings that capture rich semantic information,
enabling them to generalize across a wide range of
applications (Bommasani et al., 2021). Beyond tra-
ditional NLP tasks, LLMs are increasingly used for
predictive tasks, such as classification (Liu, 2019),
regression (Raffel et al., 2020), and reasoning (Wei
et al., 2022), where they map input sequences to
structured outputs.

A key strength of LLMs is their ability to per-
form tasks in a zero-shot or few-shot setting (Brown
et al., 2020). By conditioning on a few examples
or carefully crafted prompts, LLMs can generalize
to new tasks without explicit fine-tuning (Kojima
et al., 2022). However, while prompting is flexible,
it lacks precision, particularly for tasks requiring
structured outputs, such as numerical reasoning
(Lewkowycz et al., 2022). To improve accuracy,
fine-tuning is often performed by training a predic-
tion head on pooled representations (e.g., [CLS]
tokens or mean-pooled embeddings) (Kenton and
Toutanova, 2019) (Figure 1-Left & Middle). How-
ever, pooling discards positional and sequential
information, limiting the model’s ability to capture
fine-grained dependencies (Huang et al., 2024; Oh
et al., 2022).

We argue that generation-based training, where
an LLM is fine-tuned to produce task outputs as
token sequences, preserves richer information than
classification-based approaches (Figure 1-Right).
Since LLMs are originally trained using next-token
prediction on large corpora, generation aligns nat-
urally with their learning paradigm. Switching
to pooled classification may not fully use their
pre-training knowledge, leading to weaker transfer
learning. Our experiments show that token-level
generation retains more mutual information than
traditional prediction methods. Using the Data
Processing Inequality (DPI)(Beaudry and Renner,
2011), we theoretically prove that generating to-
kens preserves strictly more information with the
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Figure 1: Comparison of different prediction methods using a language model. (Left) The traditional approach
where a pooled representation Zp is passed to a classifier for prediction. (Middle) A similar method where Zp is
extracted from the hidden states and used for classification. (Right) The generative approach, where the model
generates additional tokens Y1,Y2, ...,Ym, and their hidden states are processed by a task adapter for prediction.
This method retains more task-relevant information by using token-level generation.

target output than pooling-based representations,
preventing irreversible information loss.

Despite the benefits of generation, two key chal-
lenges arise. First, many tasks require structured
outputs, but generative models produce discrete
tokens. For example, in a Semantic Textual Sim-
ilarity (STS-B) task, the model must output a
similarity score like 0.75. Representing this as
separate tokens [0, ., 7, 5] can introduce ambigui-
ties—generating "0.76" or "1.75" may lead to simi-
lar token-level losses, even though 0.76 is numer-
ically much closer to 0.75 than 1.75. This makes
fine-grained numerical learning difficult. Second,
exposure bias occurs because, during training, the
model always conditions on ground-truth tokens,
but during inference, it must rely on its own previ-
ously generated outputs. Small errors in the early
steps can accumulate, leading to compounding in-
accuracies.

To address these issues, we introduce PredGen
(Predicting Through Generating), an end-to-end
framework that fine-tunes LLMs for supervised
prediction tasks. PredGen treats the target output
as a sequence of tokens and incorporates scheduled
sampling (Bengio et al., 2015) to mitigate expo-
sure bias. Additionally, a task adapter transforms
discrete token outputs into structured predictions,
ensuring both numerical precision and task-specific
formatting.

Furthermore, we introduce a specialized loss
function, termed Writer-Director Alignment Loss
(WDAL), designed to align token generation with
task-specific predictions. In this framework, the
writer generates output tokens (analogous to draft-
ing a film script), while the director transforms
these tokens into the required task format (compa-
rable to producing a film from a script). WDAL

ensures that the generated sequence maintains both
textual coherence and numerical accuracy by effec-
tively balancing token-level generation with task-
specific objectives.

We evaluate PredGen on multiple regression and
classification benchmarks, covering both numerical
reasoning tasks (e.g., mathematical problem solv-
ing, similarity scoring) and high-level reasoning
tasks (e.g., commonsense understanding). PredGen
consistently outperforms baselines that use pooled
representations or a standard generative approach,
demonstrating its effectiveness across a wide range
of structured prediction tasks.

Our contributions are summarized as follows:

• We argue that generation is superior to tradi-
tional classifier-based prediction and provide
both theoretical and empirical evidence to sup-
port this claim.

• We introduce PredGen, a framework de-
signed to address the key challenges in gener-
ative prediction.

• We propose a novel loss function, WDAL,
that aligns token generation with final task
predictions to ensure consistency between the
generated sequences and structured outputs.

2 Problem Formulation

Prediction Using Language Models. Let X =
[X1,X2, . . . ,Xn] be an input sequence, and sup-
pose we wish to predict a structured output P. For
instance, if P = 13.4, we may represent it as a
discrete token sequence Y = [’1’, ’3’, ’.’, ’4’]. A
pre-trained language model M encodes X into hid-
den states

Z = [Z1,Z2, . . . ,Zn],
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where Zi ∈ Rd is the contextual embedding for
token xi with d dimension. In standard prediction
settings, we often pool these hidden states into a
single vector representation Zp ∈ Rd. A classi-
fier function fcls

(
Zp

)
then transforms this pooled

representation into the final prediction P̂, typically
returning probabilities (for classification) or a real-
valued score (for regression).

Reformulating Prediction as Token Generation:
We redefine classification as a sequence genera-
tion task. Given an input sequence X and target
sequence Y, the model is trained to generate Y au-
toregressively, predicting one token at a time. The
probability distribution of the target sequence is
given by:

P (Y|X; θ) =

m∏

t=1

P (Yt|X,Y1, . . . ,Yt−1; θ),

where θ represents the learnable parameters of the
model. This formulation allows the model to gener-
ate structured outputs while preserving sequential
dependencies in the data.

3 Why Generation is More Effective for
Prediction

One main reason to treat prediction as a token-by-
token generation process is that LLMs are origi-
nally trained on massive text corpora, which gives
them strong generative skills. By generating each
output token step by step, the model uses all the
contextual clues it learned during pre-training and
preserves more details that matter for the task. This
property also explains why LLMs often succeed in
zero-shot or few-shot scenarios.

In contrast, when we fine-tune an LLM by pool-
ing all hidden states into a single representation, we
rely on a deterministic procedure. According to the
Data Processing Inequality and Theorem 1 (Mu-
tual Information Decreases Under Deterministic
Compression), this inevitably discards important
information. Because token-level generation keeps
more mutual information at each step, it can pro-
duce predictions that are both more precise and
more faithful to the original context.

Theorem 1. Let X be an input random variable,
and let Z ∈ Z be the final hidden representation
produced by a model (e.g., an LLM). Suppose Zp =
g(Z) for some deterministic function g : Z → W
(e.g., first-token pooling or mean pooling). Let Y

Figure 2: Comparison of mutual information estimates
for Predictor, Generator, and PredGen across multiple
datasets. PredGen consistently retains higher mutual
information, supporting the theoretical claim that token-
level generation preserves richer task-relevant informa-
tion than pooled representations.

be the target random variable. Then the following
holds:

I(Y ; Z) ≥ I(Y ; Zp).

Proof Sketch: The core idea behind the theo-
rem relies on the DPI, which states that applying
a deterministic function to a random variable can-
not increase the mutual information between the
original variable and another variable. Since Zp is
derived from Z through a deterministic process, it
follows that Zp contains less information than Z (or
at most, the same amount), meaning that condition-
ing on Zp cannot reduce uncertainty about Y more
than conditioning on Z. This leads to the following
relationship between the conditional entropies:

H(Y | Z) ≤ H(Y | Zp).

which leads to the following inequality in the mu-
tual information:

I(Y;Zp) ≤ I(Y;Z),

A detailed proof is provided in Appendix B.3.

Empirical Evidence: To empirically validate
Theorem 1, we estimate mutual information us-
ing the MINE method proposed by Belghazi et al.
(2018). We train separate models for the Predictor,
Generator, and PredGen approaches and extract the
pooled representation Zp for the Predictor and Z
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Figure 3: Token-wise mutual information on SST-
2 (Socher et al., 2013). The predicted token "posi-
tive" shows high MI with sentiment-related tokens like
"funny" (0.47) and "pretty" (0.34), highlighting strong
contextual dependencies.

for the Generator and PredGen across all training
and testing data.

To simplify the computational cost of using all
token representations in Z, we apply Principal
Component Analysis (PCA) (Maćkiewicz and Rata-
jczak, 1993) to reduce the original n× d represen-
tation down to a 2×d space. Let Zr be the reduced
representation Zr = PCA(Z).

Next, we estimate mutual information using
a two-layer neural network with MINE (Belg-
hazi et al., 2018), which uses a neural variational
method to learn a lower bound on mutual informa-
tion. When evaluating the predictor, we feed Zp

as input; when evaluating generation, we use the
reduced representation Zr. The estimation function
is:

I(Y;Z) = sup
θ∈Θ

Ep(YZ)
[Tθ(Y,Z)]

− logEp(Y)p(Z)
[eTθ(Y,Z)]

where Tθ is a trainable function parameterized by
θ.

Figure 2 compares mutual information estimates
on the test set, showing that PredGen consistently
retains more information than both the Predictor
and Generator, supporting our theoretical claims.

Additionally, Figure 3 provides a detailed token-
wise mutual information analysis. We train the
model on the SST-2 dataset and compute MI be-
tween token pairs. The predicted sentiment token
"positive" shows high MI with sentiment-relevant
words such as "funny" (0.47) and "pretty" (0.34),

indicating that PredGen effectively captures contex-
tual dependencies. For additional details on mutual
information in regression and classification, refer
to Appendix Section H. The experimental setup is
provided in Section 5.

4 PredGen

When using generation to perform prediction, one
primary challenge is exposure bias. In a typical
autoregressive setup, the model is trained to predict
the next token based on all previous ground-truth
tokens. Specifically, at time step t, the model re-
ceives [X1,X2, . . . ,Xn,Y1,Y2, . . . ,Yt−1] and
produces yt. However, during inference, the model
must rely on its own previously generated to-
kens Ỹ1, Ỹ2, . . . , Ỹt−1—not the ground-truth se-
quence. This mismatch means the model never
learns to correct its own mistakes, since it always
conditions on true tokens during training but must
condition on its own (potentially flawed) outputs at
test time. Consequently, small errors can accumu-
late and lead to compounding inaccuracies.

To address exposure bias during autoregressive
training, we apply sequence level scheduled sam-
pling (Bengio et al., 2015).

Ỹ =

{
Y with probability (1− p),

Ỹ with probability p,

where Y is the ground-truth tokens and Ỹt−1 is
the generated predictions’ tokens. The parame-
ter p gradually increases during training, shift-
ing from ground truth to self-conditioning (pre-
dictions). This helps the model learn to correct
errors arising from its own outputs, thus reducing
exposure bias.

Another challenge is that generative models pro-
duce discrete tokens, whereas certain tasks (e.g.,
regression) require continuous values. To address
this, we introduce a transformation step (Task
Adapter) that maps the generated token sequence
into the final prediction form. Concretely, let

Z[n : n+m] = [Zn,Zn+1, · · ·Zn+m]

Here, Z[n : n + m] denotes the hidden repre-
sentations for the generated tokens, where n is the
length of the input X and m is the number of gen-
erated tokens. Now We define a task adapter T
that transforms Ỹ into the desired output:

P̂ = T (Z[n : n+m]).
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For example, T could convert a sequence of digit
tokens into a real-valued number for regression or
map generated tokens to a categorical label (e.g., 0,
1, 2, . . . ) for classification. This ensures that dis-
crete outputs from the generator can accommodate
both continuous and structured predictions.

Writer-Director Alignment Loss (WDAL): In
generative prediction, ensuring that the generated
token sequence aligns with the final structured out-
put is crucial. The writer (generator) is responsi-
ble for generating tokens, while the director (task
adapter) transforms them into the required task
format. If these two components are not well-
coordinated, errors in generation can propagate
to the final prediction, reducing accuracy. To ad-
dress this issue, we introduce a novel loss func-
tion, WDAL, which optimizes both components
together to improve prediction quality.

WDAL consists of two primary loss terms: the
writer loss LW , which measures the generation er-
ror using cross-entropy loss, and the director loss
LD, which quantifies the error in the final predic-
tion. A natural way to combine these losses is
through their product, LWDAL = LW · LD, ensur-
ing that both the generation and task-specific trans-
formation contribute to the optimization. However,
this formulation can lead to numerical instability
when the losses differ significantly in scale. To
address this, we apply a log-sum-exp trick, leading
to the final formulation:

LWDAL = max
(
L2
W , L2

D

)

exp
(
−
∣∣∣logLW − logLD

∣∣∣
)
.

The first term, max(L2
W , L2

D), serves as an author-
ity component, prioritizing the larger loss so that
optimization focuses on the component with higher
error. The second term, exp

(
−| logLW −logLD|

)
,

acts as an alignment penalty, ensuring that both
losses remain balanced. When one loss is signif-
icantly higher than the other, the penalty reduces,
keeping the overall loss high and encouraging bet-
ter coordination between the writer and director.
A complete derivation of WDAL is provided in
Appendix A.

5 Experiments

We compare PREDGEN with two baselines: the
traditional Predictor, which uses pooled hidden
representations followed by classification, and the

standard Generator, which directly generates out-
put tokens without additional transformations.

To efficiently fine-tune large language models,
we employ several PEFT techniques, including
LoRA (Hu et al., 2021), AdaLoRA (Zhang et al.,
2023b), RoCoFT (Kowsher et al., 2024a), and
DoRA (Liu et al., 2024). These methods allow
us to adapt large models with fewer parameters,
reducing computational costs while maintaining
strong performance.

For classification, we evaluate on the following
datasets: BoolQ (Clark et al., 2019), PIQA (Bisk
et al., 2020), SIQA (Sap et al., 2019), HellaSwag
(Zellers et al., 2019), WinoGrande (Sakaguchi et al.,
2021), ARC-e (Clark et al., 2018), ARC-c (Clark
et al., 2018), and OBQA (Mihaylov et al., 2018). The
reported metric for classification tasks is accuracy.

For regression, we use the following datasets:
WASSA (Vinayakumar et al., 2017), SICK (Marelli
et al., 2014), STSB (Cer et al., 2017), LCP (Shard-
low et al., 2020), CLEAR (Crossley et al., 2023), and
Humicroedit (Hossain et al., 2019). The reported
metrics for regression tasks are Mean Squared Er-
ror (MSE) and Mean Absolute Error (MAE).

Details about the datasets, implementation de-
tails, and hyper-parameters are provided in Ap-
pendix E, D, and Table 3 respectively.

Main Results: Table 1 presents the classification
performance of Llama models using different PEFT
methods. PredGen consistently outperforms both
the Predictor and Generator models across all tasks.
For Llama2-7B, PredGen achieves an average ac-
curacy of 79.67%, surpassing both the Predictor
(73.49%) and Generator (76.63%). Similarly, for
Llama2-13B, PredGen reaches an average accu-
racy of 82.71%, outperforming the other methods
(76.20% for Predictor and 80.40% for Generator).
Finally, for Llama2-8B, PredGen achieves an av-
erage accuracy of 80.92%, again showing superior
performance compared to the other models.

Table 2 presents the regression performance
where PredGen consistently outperforms both the
Predictor and Generator models in most tasks. For
Llama2-7B, PredGen achieves an average score
of 0.338, outperforming the Predictor (0.928) and
Generator (0.509). Similarly, for Llama2-13B,
PredGen shows an average score of 0.308, better
than the Predictor (0.867) and Generator (0.474).
Finally, for Llama2-8B, PredGen reaches an aver-
age of 0.319, surpassing both the Predictor (0.888)
and Generator (0.493). These results indicate that
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Model PEFT Method BoolQ PIQA SIQA HellaSwag WinoGrande ARC-e ARC-c OBQA Avg.

Llama2-7B

LoRA Predictor 66.29 81.11 78.95 88.53 70.49 75.27 53.9 73.39 73.49
Generator 68.09 80.37 77.15 90.86 77.54 79.54 60.55 78.93 76.63
PredGen 73.82 82.76 79.87 93.14 83.21 84.79 60.86 78.93 79.67

AdaLoRA Predictor 65.22 80.91 78.88 89.33 70.13 75.39 54.29 73.81 73.50
Generator 70.03 80.69 77.06 90.85 76.47 79.50 59.30 74.22 76.02
PredGen 72.45 84.54 80.42 93.19 82.26 84.80 59.53 79.11 79.54

RoCoFT Predictor 66.48 81.53 79.85 89.24 68.84 76.85 54.38 73.38 73.82
Generator 69.36 80.08 77.99 89.46 77.41 79.46 59.09 76.90 76.22
PredGen 73.62 84.32 79.65 92.64 83.83 84.67 60.81 80.20 79.97

DoRA Predictor 66.23 82.24 78.83 88.21 71.36 73.78 54.22 75.48 73.79
Generator 69.56 80.33 77.09 90.10 76.69 79.66 59.05 76.96 76.18
PredGen 73.45 84.73 80.11 93.28 83.80 84.99 60.19 79.89 80.06

Llama2-13B

LoRA Predictor 68.37 83.42 81.34 91.54 72.32 79.24 55.12 78.23 76.20
Generator 71.19 83.99 81.15 92.86 83.24 83.35 66.05 81.37 80.40
PredGen 73.43 85.32 82.45 94.25 85.82 86.79 68.24 85.41 82.71

AdaLoRA Predictor 69.83 84.38 80.27 90.19 72.22 78.77 53.75 79.56 76.12
Generator 71.71 82.55 81.88 92.61 83.01 83.04 67.33 81.76 80.49
PredGen 74.21 85.99 82.16 94.51 86.09 86.42 69.73 84.98 83.01

RoCoFT Predictor 68.22 82.90 79.99 91.28 71.60 79.21 57.26 78.56 76.13
Generator 71.44 83.52 79.50 91.84 83.20 83.39 68.06 81.73 80.33
PredGen 74.27 86.13 81.71 94.58 86.16 85.79 69.22 85.29 82.89

DoRA Predictor 69.18 83.20 80.84 90.38 72.43 75.17 57.68 80.35 76.15
Generator 71.36 83.73 79.54 91.27 83.62 83.61 66.32 81.54 80.12
PredGen 74.18 85.88 81.41 93.62 86.76 86.25 69.58 84.77 82.81

Llama2-8B

LoRA Predictor 68.44 82.93 79.84 91.47 71.58 77.97 56.02 74.49 75.34
Generator 71.31 81.45 79.05 90.65 82.46 82.83 62.33 76.64 78.34
PredGen 72.57 83.63 81.72 92.98 84.76 84.78 64.64 80.54 80.70

AdaLoRA Predictor 68.11 81.50 79.88 89.49 71.37 78.97 54.72 75.63 74.96
Generator 70.62 82.48 79.15 91.17 83.13 82.62 61.77 78.53 78.68
PredGen 73.10 84.88 80.61 93.22 85.23 84.72 62.81 81.56 80.77

RoCoFT Predictor 67.96 76.59 79.92 89.63 72.02 76.39 54.92 74.41 73.98
Generator 71.79 83.23 79.37 90.84 82.74 82.67 62.03 77.73 78.80
PredGen 74.76 84.81 80.86 92.44 85.87 84.49 62.97 81.14 80.92

DoRA Predictor 67.88 82.12 80.26 91.68 71.68 76.36 54.42 77.57 75.25
Generator 72.32 82.38 80.01 90.85 83.38 82.48 61.03 78.40 78.86
PredGen 74.21 83.59 81.24 93.17 84.99 84.72 62.26 81.68 80.73

Table 1: Performance of Classification with Different PEFT Methods Across Benchmarks. The best results are
highlighted in bold for each model.

PredGen outperforms standard approaches in clas-
sification and regression tasks because generating
predictions as token sequences carries more mutual
information, leading to higher accuracy.

6 Ablation Study

Scheduled Sampling vs. Performance We an-
alyze how different scheduled sampling strate-
gies affect accuracy on the MultiArith dataset
(Roy and Roth, 2016). Instead of always using
ground-truth tokens as input, the model gradu-
ally shifts from using reference tokens to using its
own generated tokens. Figure 4 shows how vary-
ing max_steps_for_sampling impacts the perfor-
mance.

If the transition happens too quickly (e.g.,
max_steps_for_sampling = 50 or 100), the
model receives too few reference tokens, leading to
unstable predictions. On the other hand, if the tran-
sition is too slow (e.g., max_steps_for_sampling
= 7000), the model remains overly dependent on
reference tokens and struggles during inference.

Figure 4: Effect of max_steps_for_sampling
on performance. A gradual transition
(max_steps_for_sampling = 1000) achieves
the best performance, balancing reference-based and
self-generated predictions.

The best results occur when
max_steps_for_sampling = 1000, striking
a balance between guidance from reference tokens
and adaptation using self-generated tokens. This
suggests that carefully tuning the transition period
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Model PEFT Method WASSA SICK STSB LCP CRP Humicroedit Avg.

Llama2-7B

LoRA Predictor 0.454/0.151 0.860/0.280 0.965/0.950 0.930/0.105 1.014/0.784 1.348/1.046 0.928/0.553
Generator 0.090/0.023 0.340/0.195 0.610/0.630 0.900/0.105 0.465/0.349 0.650/0.505 0.509/0.301
PredGen 0.088/0.022 0.320/0.190 0.576/0.569 0.062/0.008 0.420/0.280 0.550/0.455 0.338/0.257

AdaLoRA Predictor 0.424/0.148 0.845/0.270 0.950/0.935 0.918/0.100 1.020/0.790 1.360/1.050 0.920/0.549
Generator 0.087/0.022 0.325/0.185 0.600/0.620 0.890/0.097 0.455/0.335 0.630/0.490 0.498/0.291
PredGen 0.080/0.020 0.305/0.185 0.575/0.570 0.058/0.006 0.405/0.270 0.535/0.440 0.326/0.248

RoCoFT Predictor 0.424/0.148 0.854/0.274 0.958/0.942 0.924/0.102 0.990/0.770 1.340/1.040 0.915/0.546
Generator 0.085/0.021 0.332/0.191 0.605/0.623 0.895/0.099 0.460/0.337 0.641/0.497 0.503/0.295
PredGen 0.084/0.021 0.311/0.187 0.583/0.580 0.06/0.007 0.405/0.274 0.543/0.448 0.332/0.253

DoRA Predictor 0.511/0.150 0.850/0.275 0.960/0.945 0.922/0.104 0.980/0.780 1.355/1.048 0.930/0.550
Generator 0.086/0.022 0.330/0.190 0.607/0.625 0.885/0.100 0.462/0.338 0.645/0.500 0.503/0.296
PredGen 0.085/0.021 0.301/0.184 0.580/0.578 0.061/0.007 0.415/0.275 0.540/0.445 0.333/0.252

Llama2-13B

LoRA Predictor 0.370/0.130 0.800/0.250 0.920/0.910 0.880/0.090 0.950/0.720 1.280/1.000 0.867/0.517
Generator 0.075/0.018 0.310/0.175 0.580/0.590 0.850/0.090 0.430/0.310 0.600/0.460 0.474/0.274
PredGen 0.074/0.018 0.287/0.169 0.550/0.540 0.052/0.006 0.380/0.250 0.500/0.400 0.308/0.231

AdaLoRA Predictor 0.360/0.125 0.810/0.255 0.930/0.920 0.890/0.095 0.960/0.730 1.300/1.010 0.875/0.522
Generator 0.078/0.019 0.315/0.178 0.585/0.600 0.860/0.093 0.440/0.320 0.610/0.470 0.481/0.280
PredGen 0.078/0.019 0.300/0.175 0.530/0.530 0.054/0.006 0.390/0.255 0.510/0.410 0.315/0.236

RoCoFT Predictor 0.380/0.135 0.790/0.245 0.910/0.900 0.870/0.088 0.940/0.710 1.270/0.990 0.860/0.511
Generator 0.072/0.017 0.305/0.172 0.575/0.580 0.845/0.088 0.425/0.305 0.590/0.450 0.860/0.511
PredGen 0.070/0.017 0.288/0.169 0.545/0.538 0.053/0.007 0.375/0.248 0.495/0.401 0.307/0.232

DoRA Predictor 0.365/0.128 0.805/0.252 0.925/0.915 0.924/0.102 0.955/0.725 1.290/1.005 0.877/0.521
Generator 0.076/0.018 0.312/0.176 0.590/0.605 0.855/0.092 0.435/0.315 0.605/0.465 0.479/0.279
PredGen 0.070/0.016 0.295/0.172 0.555/0.548 0.053/0.006 0.385/0.252 0.505/0.405 0.311/0.233

Llama2-8B

LoRA Predictor 0.380/0.140 0.820/0.260 0.940/0.925 0.910/0.098 0.970/0.740 1.310/1.020 0.888/0.531
Generator 0.081/0.019 0.320/0.180 0.595/0.610 0.870/0.095 0.440/0.325 0.620/0.480 0.488/0.285
PredGen 0.077/0.019 0.298/0.173 0.565/0.555 0.055/0.006 0.395/0.260 0.520/0.420 0.318/0.239

AdaLoRA Predictor 0.375/0.135 0.830/0.265 0.945/0.930 0.910/0.098 0.980/0.750 1.320/1.030 0.893/0.535
Generator 0.080/0.020 0.325/0.183 0.600/0.615 0.875/0.097 0.450/0.330 0.630/0.485 0.493/0.288
PredGen 0.078/0.019 0.303/0.177 0.570/0.560 0.057/0.007 0.400/0.265 0.509/0.410 0.323/0.243

RoCoFT Predictor 0.390/0.145 0.810/0.255 0.935/0.920 0.910/0.098 0.960/0.730 1.300/1.015 0.884/0.527
Generator 0.082/0.020 0.315/0.177 0.585/0.605 0.865/0.092 0.435/0.320 0.610/0.475 0.482/0.282
PredGen 0.079/0.020 0.288/0.169 0.565/0.558 0.058/0.007 0.385/0.255 0.530/0.425 0.317/0.238

DoRA Predictor 0.385/0.138 0.825/0.261 0.950/0.935 0.905/0.096 0.975/0.745 1.315/1.025 0.893/0.533
Generator 0.078/0.019 0.322/0.179 0.592/0.608 0.880/0.096 0.445/0.328 0.625/0.482 0.490/0.285
PredGen 0.073/0.018 0.300/0.175 0.562/0.558 0.066/0.007 0.390/0.262 0.525/0.425 0.319/0.241

Table 2: Performance of regression with Different PEFT Methods Across Benchmarks.

Figure 5: MSE loss comparison between Sequence-
Level and Token-Level Sampling across datasets.

is key to improving the accuracy of generative
prediction tasks.

Token-Level vs. Sequence-Level Scheduled Sam-
pling We analyze the impact of two different
approaches in scheduled sampling: Sequence-
Level Sampling and Token-Level Sampling. In
Sequence-Level Sampling, the entire output se-

quence Y is either fully generated by the model
or fully replaced with ground-truth tokens during
training. In contrast, Token-Level Sampling selec-
tively decides for each token Yt whether to use the
generated output or ground truth, allowing a more
gradual transition.

Figure 5 presents the MSE loss comparison be-
tween these two schedule sampling methods across
six datasets. We observe that Token-Level Sam-
pling consistently achieves slightly lower MSE
across most datasets, indicating better alignment
between generated tokens and the true outputs. For
example, on STSB, the MSE decreases from 0.590
to 0.599, and on LCP, it improves from 0.062 to
0.075. This suggests that allowing the model to
mix the generated and ground-truth tokens at a finer
level helps it adapt more smoothly, reducing the
sharp transitions between training and inference.

Loss Function Comparison: We compare
WDAL with three other loss functions: Adap-
tive Loss, Multiplicative Loss, and Only Task
Adapter Loss. The Only Task Adapter Loss trains
the model using only the task adapter’s objective,
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Figure 6: Comparison of WDAL, Adaptive, and Multi-
plicative loss functions across multiple datasets.

without the generator’s loss. This means that the
model focuses only on final predictions and does
not align with the token-level generation process.
Figure 6 shows the accuracy scores across the six
datasets.

Our results show that WDAL consistently per-
forms the best, achieving the highest accuracy
across all datasets, including HellaSwag (92.64%),
WinoGrande (83.85%), and BoolQ (73.62%). The
Only Task Adapter Loss performs the worst, con-
firming that ignoring the generator’s loss weakens
the overall performance. This suggests that learn-
ing from both token generation and final predic-
tions is important. The Multiplicative Loss is unsta-
ble, especially on HellaSwag (69.48%) and BoolQ
(62.63%), likely due to an imbalance between the
two objectives. The Adaptive Loss is more stable
but still lags behind WDAL, as it does not properly
align token-level generation with task predictions.

7 Related Work

Token-Level Generation: Generating output to-
kens using LLMs has been widely explored in tasks
such as question answering (Rajpurkar, 2016; Yang,
2019), summarization (Lewis, 2019; Zhang et al.,
2020), and machine translation (Vaswani, 2017;
Wu, 2016). However, using token-level generation
for supervised learning tasks like structured predic-
tion remains underexplored. Recent studies (Chen
et al., 2023; Yu et al., 2024) show that token-level
generation can be more effective than pooled repre-
sentations by aligning with the LLMs’ pre-training
objective, leading to better efficiency and robust-
ness against errors.

Mutual Information: Mutual information (MI)
helps measure dependencies between features in

deep learning (Cover, 1999; Covert et al., 2023).
In language models, Chen et al. (2024) used MI
for Chain-of-Thought Distillation, while the MIST
framework (Kamthawee et al., 2024) applied it to
short-text clustering. Unlike these works, we use
MI to show that token-level generation retains more
information than pooled representations.

Mitigating Exposure Bias and Format Mis-
match: Exposure bias occurs when an autoregres-
sive model is trained with ground-truth tokens but
must rely on its own predictions during inference.
Scheduled sampling (Bengio et al., 2015) helps
reduce this gap. Format mismatch arises when
generated tokens do not align with the required
structured output. Wang et al. (2022) improved co-
herence by extracting structured information from
LLMs, while Liu et al. (2022) modeled structured
outputs as action sequences to preserve dependen-
cies.

Unlike previous works, we extend token-level
generation to both regression and classification and
provide theoretical and empirical proof of its advan-
tages. We also integrate scheduled sampling with a
task adapter to ensure generated tokens match nu-
merical or categorical outputs, addressing exposure
bias and format mismatch.

8 Conclusion

In this work, we explored the advantages
of generation-based prediction over traditional
classifier-based approaches. We provided both the-
oretical and empirical evidence showing that token-
level generation retains more task-relevant infor-
mation than pooled representations. Using the DPI,
we proved that generating tokens preserves strictly
more mutual information with the target output,
addressing the limitations of classification-based
fine-tuning. To tackle key challenges in genera-
tive prediction, we introduced PredGen, an end-to-
end framework that mitigates exposure bias using
scheduled sampling and ensures structured outputs
through a task adapter. Furthermore, we proposed
the WDAL, which aligns token generation with
task-specific objectives, leading to more coherent
and numerically accurate predictions. Extensive
experiments on classification and regression bench-
marks demonstrated that PredGen consistently out-
performs standard baselines.
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9 Limitations

While PREDGEN demonstrates strong performance
in structured prediction tasks, it has several limita-
tions that warrant further investigation:

• Inference Latency: Generation-based pre-
diction introduces additional computational
overhead due to the sequential nature of au-
toregressive decoding. Unlike classification-
based methods that produce outputs in a single
forward pass, PREDGEN generates outputs to-
ken by token, leading to increased inference
time, especially for long outputs.

• Exposure Bias: Although scheduled sam-
pling helps mitigate exposure bias, it does not
fully eliminate the issue. During training, the
model sees ground-truth tokens, but during
inference, it must rely on its own generated
outputs. This transition can still cause com-
pounding errors, particularly in long-horizon
predictions.

• Increased Training Time: Scheduled sam-
pling increases training time since it requires
generating tokens to obtain the final repre-
sentation. As token generation is inherently
sequential and non-parallelizable, this process
slows down training compared to traditional
classification-based fine-tuning.

• Task-Specific Adaptation: PREDGEN de-
pends on carefully designed task adapters to
map generated tokens into structured outputs.
Developing effective adapters for different
tasks may require task-specific tuning, lim-
iting the framework’s adaptability to new do-
mains without additional engineering effort.

Addressing these limitations in future work
could further improve the efficiency and generaliz-
ability of PREDGEN.
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A Writer-Director Alignment Loss

A.1 Full Derivation of WDAL
Here, we present the step-by-step derivation of the
WDAL for completeness. The WDAL is defined

LWDAL = max
(
L2
W , L2

D

)

exp
(
−
∣∣∣logLW − logLD

∣∣∣
)
.

Multiplicative Form: We begin by defining the
overall WDAL as the product of the writer’s loss
LW and the director’s loss LD:

LWDAL = LW · LD.

The key rationale is twofold:

1. If the writer fails (LW is large), the direc-
tor (conditioned on the writer) must also fail;
hence the product remains large.

2. If the writer succeeds (LW is small) but the di-
rector fails (LD is large), the product remains
large, enforcing joint success.

Log-Sum-Exp Trick: To ensure numerical sta-
bility, we consider the logarithms:

logLWDAL = logLW + logLD.

However, adding logLW and logLD directly can
be numerically unstable if LW or LD has a large
disparity.

To further stabilize computations, we introduce

M = log
(
max(LW , LD)

)
,

and rewrite:

logLWDAL = (logLW −M) + (logLD −M) + 2M.

Exponentiating both sides gives:

LWDAL = e(logLW−M) · e(logLD−M) · e2M .

Substituting M = log(max(LW , LD)), we can
factor out the largest term squared:

LWDAL = max
(
L2
W , L2

D

)

· elogLW−logmax(LW ,LD)

· elogLD−logmax(LW ,LD).

Case Analysis: We now consider two cases
based on which of LW or LD is larger.

Case I: LW > LD. Then

max(LW , LD) = LW =⇒ M = logLW ,

and
LWDAL = L2

W elogLD−logLW .

Case II: LD > LW . Then

max(LW , LD) = LD =⇒ M = logLD,

and
LWDAL = L2

D elogLW−logLD .

Generalized Form: Both cases can be com-
bined by noting the exponent is exp(−| logLW −
logLD|). Thus, we obtain:

LWDAL = max
(
L2
W , L2

D

)

· exp
(
−
∣∣logLW − logLD

∣∣
)
.

A.2 Interpretation
• Authority Component max(L2

W , L2
D): Fo-

cuses on whichever loss is larger, ensuring the
training signals address the most critical error
source.

• Alignment Penalty exp(−| logLW −
logLD|): Penalizes mismatches between
writer and director, pushing their losses to be
consistent in log-space.

This completes the derivation and motivational
breakdown of the Writer-Director Alignment Loss.

A.3 Differentiability and Subdifferentiability
of max(L2

W , L2
D)

The function max(L2
W , L2

D) is defined as:

max(L2
W , L2

D) =

{
L2
W , if L2

W > L2
D,

L2
D, if L2

D > L2
W .

(1)

This function is continuous everywhere but intro-
duces a non-differentiable point at L2

W = L2
D. To

analyze its differentiability and subdifferentiability,
we compute the partial derivatives (with respect to
LW and LD) for L2

W ̸= L2
D:

∂

∂LW
max(L2

W , L2
D) =

{
2LW , if L2

W > L2
D,

0, if L2
W < L2

D,

∂

∂LD
max(L2

W , L2
D) =

{
0, if L2

W > L2
D,

2LD, if L2
W < L2

D.
(2)
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At the point L2
W = L2

D, the derivative is unde-
fined due to the non-smooth transition between the
two cases. However, max(L2

W , L2
D) is subdifferen-

tiable at L2
W = L2

D, and its subdifferential can be
expressed as:

∂ max(L2
W , L2

D) =
{(

a · 2LW , (1− a) · 2LD

)
.

(3)
This subgradient property ensures that for any

a ∈ [0, 1],

∂

∂LW
max(L2

W , L2
D) +

∂

∂LD
max(L2

W , L2
D)

= 2LW + 2LD.

Notably, max(L2
W , L2

D) retains the convex-
ity of the max operator, ensuring its suitabil-
ity in optimization methods even with the non-
differentiability at L2

W = L2
D. Standard gradient-

based approaches can use any valid subgradient
from ∂ max(L2

W , L2
D) at that point, thereby pre-

serving convergence guarantees in convex opti-
mization frameworks.

Differentiability of exp
(
−|logLW − logLD|

)

The term
∣∣logLW − logLD

∣∣ is piecewise differen-
tiable and can be written as:

| logLW − logLD| ={
logLW−logLD, if logLW ≥ logLD,

logLD−logLW , if logLD> logLW .

Hence, its partial derivatives with respect to LW

and LD are:

∂

∂LW

∣∣logLW − logLD

∣∣ =
{

1
LW

, if logLW ≥ logLD,

− 1
LW

, if logLD > logLW ,

∂

∂LD

∣∣logLW − logLD

∣∣ =
{
− 1

LD
, if logLW ≥ logLD,

1
LD

, if logLD > logLW .

By the chain rule, the exponential term
exp

(
−| logLW − logLD|

)
is smooth and differen-

tiable everywhere. Its partial derivatives become:

∂

∂LW
exp

(
−| logLW − logLD|

)
=

− exp
(
−| logLW − logLD|

)

× ∂

∂LW

∣∣logLW − logLD

∣∣,

∂

∂LD
exp

(
−| logLW − logLD|

)
=

− exp
(
−| logLW − logLD|

)

× ∂

∂LD

∣∣logLW − logLD

∣∣.

At the boundary case LW = LD, we have
|logLW − logLD| = 0, which implies:

exp
(
−| logLW − logLD|

)
= 1,

∂

∂LW
exp

(
−| logLW − logLD|

)
= 0,

∂

∂LD
exp

(
−| logLW − logLD|

)
= 0.

Hence, there is no discontinuity in the exponential
term at LW = LD. It remains differentiable and
can be seamlessly incorporated into gradient-based
optimization routines.

A.4 Theoretical Bounds of the WDAL
To gain insight into the possible range of the Writer-
Director Alignment Loss (WDAL), recall its final
form:

LWDAL =

max
(
L2
W , L2

D

)
exp

(
−
∣∣logLW − logLD

∣∣
)
.

For LW , LD > 0, we can show that this simpli-
fies to LW LD except at the boundary LW = LD

(where it still equals LW LD). Consequently:

LWDAL = LW LD.

provided LW ̸= 0 and LD ̸= 0. Below, we outline
the key boundary behaviors.

Lower Bound. If either LW → 0 or LD → 0,
then LW LD → 0. Hence,

lim
LW→0 or LD→0

LWDAL = 0.

However, note that log(0) is undefined numerically;
in practice, one ensures LW and LD stay positive
or uses a small ϵ (e.g., 10−8) to avoid taking the
log of zero. Still, from a theoretical standpoint,
minLWDAL = 0 .
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Upper Bound. As either LW → ∞ or LD → ∞,
the product LW LD → ∞. Thus, there is no finite
upper bound:

lim
LW→∞ or LD→∞

LWDAL = ∞.

Hence, LWDAL is unbounded above.

Overall Range. Combining these observations,
for LW , LD ≥ 0, the possible values of LWDAL
lie in the interval [0,∞). In most practical NLP
applications, neither loss would exactly be zero
nor unbounded, so LWDAL typically occupies a fi-
nite, positive range. Nonetheless, the flexibility to
approach 0 or grow arbitrarily large is crucial for
reflecting both complete success (very small losses)
and catastrophic failure (very large losses).

B Theoretical Justification

B.1 Conditioning Reduces Entropy
Theorem 2. Let X and Y be continuous random
variables with joint density fX,Y (x, y), marginal
densities fX(x), fY (y), and conditional density
fX|Y (x|y). The differential entropy satisfies:

H(X) ≥ H(X|Y ),

where H(X) and H(X|Y ) denote the marginal
and conditional differential entropy, respectively.
(Thomas and Joy, 2006)

Proof. For continuous random variables, differen-
tial entropy is defined as:

H(X) = −
∫

fX(x) log fX(x)dx,

H(X|Y ) = −
∫∫

fX,Y (x, y) log fX|Y (x|y)dxdy.

Substituting fX|Y (x|y) =
fX,Y (x,y)
fY (y) into

H(X|Y ), we derive:

H(X|Y ) = −
∫∫

fX,Y (x, y) log
fX,Y (x, y)

fY (y)
dxdy

Expanding the logarithm:

H(X|Y ) = −
∫∫

fX,Y (x, y) log fX,Y (x, y) dxdy

︸ ︷︷ ︸
H(X,Y )

+

∫∫
fX,Y (x, y) log fY (y) dxdy.

The second term simplifies using the marginal∫
fX,Y (x, y)dx = fY (y):

∫∫
fX,Y (x, y) log fY (y)dxdy =

∫
fY (y) log fY (y)dy = −H(Y ).

Thus,

H(X|Y ) = H(X,Y )−H(Y ).

To show H(X) ≥ H(X|Y ), we invoke the
non-negativity of the Kullback-Leibler (KL) diver-
gence:

DKL(fX,Y ∥fXfY ) =∫∫
fX,Y (x, y) log

fX,Y (x, y)

fX(x)fY (y)
dxdy ≥ 0.

Expanding the integrand:

DKL =

∫∫
fX,Y (x, y) log fX,Y (x, y)dxdy

−
∫∫

fX,Y (x, y) log fX(x)dxdy−
∫∫

fX,Y (x, y) log fY (y)dxdy.

Recognizing the entropy terms:

DKL = −H(X,Y ) +H(X) +H(Y ) ≥ 0

=⇒ H(X) +H(Y ) ≥ H(X,Y ).

Substituting H(X,Y ) = H(X|Y )+H(Y ) into
the inequality:

H(X) ≥ H(X|Y ).

B.2 Monotonicity of Conditional Entropy
.

Theorem 3. Let X,Y, Z be continuous random
variables. Differential entropy satisfies:

H(X|Y ) ≥ H(X|Y, Z),

with equality if X ⊥ Z|Y . This generalizes to

H(X|Y1) ≥ H(X|Y1, Y2) ≥ · · ·
≥ H(X|Y1, . . . , Yn).
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Proof. The conditional differential entropies are
defined as:

H(X|Y ) = −
∫∫

fY (y)fX|Y (x|y)

log fX|Y (x|y) dxdy,

H(X|Y,Z) = −
∫∫∫

fY,Z(y, z)fX|Y,Z(x|y, z)

log fX|Y,Z(x|y, z) dxdydz.
The marginal conditional density relates to the

joint via:

fX|Y (x|y) =
∫

fX|Y,Z(x|y, z)fZ|Y (z|y) dz.

Substituting this into H(X|Y ):

H(X|Y ) = −
∫∫

fY (y).

[∫
fX|Y,Z(x|y, z)fZ|Y (z|y) dz

]

︸ ︷︷ ︸
fX|Y (x|y)

log

(∫
fX|Y,Z(x|y, z)fZ|Y (z|y) dz

)
dxdy.

Apply Jensen’s inequality
Using the convexity of − log(·) and Jensen’s

inequality:

− log

(∫
fX|Y,Z(x|y, z)fZ|Y (z|y) dz

)
≤

−
∫

fZ|Y (z|y) log fX|Y,Z(x|y, z) dz.

Substituting this bound:

H(X|Y ) ≥ −
∫∫∫

fY (y)fZ|Y (z|y)

fX|Y,Z(x|y, z) log fX|Y,Z(x|y, z) dxdydz.
Simplifying via fY (y)fZ|Y (z|y) = fY,Z(y, z):

H(X|Y ) ≥ −
∫∫∫

fY,Z(y, z)

fX|Y,Z(x|y, z) log fX|Y,Z(x|y, z) dxdydz =

H(X|Y,Z).

Generalization. Iteratively applying this result
gives:

H(X|Y1) ≥ H(X|Y1, Y2) ≥ · · ·
≥ H(X|Y1, . . . , Yn).

B.3 Mutual Information Decreases Under
Deterministic Compression

Let X ∈ Rn×d denote the input with n tokens
and d-dimensional embeddings, and let Z ∈ Rn×d

represent the final hidden representation. Here
Zp ∈ Rd as a pooled representation. Y is out-
put.

We aim to show that the generator provides bet-
ter predictions than the predictor, i.e.,

I(Y;Z) ≥ I(Y;Zp). (4)

According to the Data Processing Inequality
(DPI) (Beaudry and Renner, 2011), this process
of predictor can be expressed as

X → Z → Zp → Y. (5)

Similarly for the generator

X → Z → Y. (6)

Now, from the definition of mutual information
in the Information Bottleneck (IB) framework, we
know

I(Y;Zp) = H(Y)−H(Y|Zp), (7)

and similarly

I(Y;Z) = H(Y)−H(Y|Z). (8)

To prove that the the generator is better than the
predictor in predicting Y, we need to show

I(Y;Z) ≥ I(Y;Zp). (9)

From (7) and (8), this reduces to proving

H(Y|Z) ≤ H(Y|Zp).

Now in order to proof this, we can consider two
real scenario how we are getting Zp. One common
practice is pooling where output Zp is considered
the first special token representation of model and
another case is Zp which will be considered as the
means of all tokens representation.

When Zp is the representation of the first spe-
cial token:
In this case, we can define

Z =
(
Zp, Z1, Z2, . . . , Zn−1

)
∈ Rn×d.

Then we have

H(Y
∣∣Z) = H

(
Y

∣∣Zp,Z1,Z2, . . . ,Zn−1

)
.
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Now following the principle of conditional en-
tropy and the previous theorem (B.1 and B.2):

H(X|Y1, Y2, . . . , Yn) ≤ H(X|Y1, Y2, . . . , Yn−1)

≤ · · · ≤ H(X|Y1),
it follows that:

H(Y|Zp,Z1,Z2, · · ·Zn−1) ≤ H(Y|Zp).

Therefore:

H(Y|Z) ≤ H(Y|Zp).

Combining this result with the mutual informa-
tion definitions, we conclude:

I(Y;Z) ≥ I(Y;Zp).

When Zp is the mean of Z: From the definition
of conditional entropy

H(Y | Z) =

Ep(Z)

[
−
∫

p(Y | Z) log p(Y | Z) dY
]
.

Similarly,

H(Y | Zp) =

Ep(Zp)

[
−
∫

p(Y | Zp) log p(Y | Zp)dY
]
.

Hence, we need to show

Ep(Zp)

[
−
∫

p(Y | Zp) log p(Y | Zp) dY
]

≥

Ep(Z)

[
−
∫

p(Y | Z) log p(Y | Z) dY
]
.

By the law of total probability (marginalization),
for each fixed value zp of Zp:

p(Y | Zp = zp) =∫
p(Y | Z) p(Z | Zp = zp) dZ.

Hence

p(Y | Zp) =

∫
p(Y | Z) p(Z | Zp) dZ.

Substitute the above mixture form into the condi-
tional entropy expression:

H(Y | Zp) =

Ep(Zp)

[
−
∫

p(Y | Zp) log p(Y | Zp) dY
]

= Ep(Zp)

[
−
∫ (∫

p(Y | Z) p(Z | Zp) dZ
)

log
(∫

p(Y | Z) p(Z | Zp) dZ
)
dY

]
.

Note that the function −x log x is concave for
x > 0. Equivalently, the Shannon entropy

H(p) = −
∫

p(y) log p(y) dy

is a concave functional in p. Therefore, for the
mixture

∫
p(Y | Z) p(Z | Zp) dZ, we have:

−
∫ (∫

p(Y | Z) p(Z | Zp) dZ
)

log
(∫

p(Y | Z) p(Z | Zp) dZ
)
dY

≥
∫∫

p(Z | Zp) p(Y | Z)
[
− log p(Y | Z)

]
dY dZ

=

∫
p(Z | Zp)

[
−
∫

p(Y | Z) log p(Y | Z) dY
]
dZ.

Thus, inside the expectation over Zp, we get
using Jensen’s inequality:

−
∫

p(Y | Zp) log p(Y | Zp) dY

≥
∫

p(Z | Zp)
[
−
∫

p(Y | Z) log p(Y | Z) dY
]
dZ.

Taking the expectation w.r.t. p(Zp) then yields

H(Y | Zp) = Ep(Zp)

[
−
∫

p(Y | Zp)

log p(Y | Zp) dY
]

≥ Ep(Zp)

[∫
p(Z | Zp)

(
−
∫

p(Y | Z)

log p(Y | Z) dY
)
dZ

]
.

Using the law of total expectation, we get
∫

p(Z | Zp)
[
−
∫

p(Y | Z) log p(Y | Z) dY
]
dZ

= Ep(Z|Zp)

[
H(Y | Z)

]
.

Hence

H(Y | Zp) ≥ Ep(Zp)

[
Ep(Z|Zp)

[
H(Y | Z)

]]

= Ep(Z)

[
H(Y | Z)

]
.

where the last equality uses the law of total ex-
pectation (EZp [EZ|Zp

(·)] = EZ[·]) and the fact that
Zp is a deterministic function of Z. Thus,

H(Y | Zp) ≥ H(Y | Z).

Combining this result with the mutual informa-
tion definitions, we conclude:

I(Y;Z) ≥ I(Y;Zp).
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Figure 7: Effect of PCA-based dimensionality reduction
on mutual information.

C More Ablation Studies

C.1 PCA Components vs. Mutual
Information:

To estimate the mutual information for generation
(as discussed in Section 3), we apply Principal
Component Analysis (PCA) to reduce the dimen-
sionality of the token representations. Instead of
using the full representation of Z (which has dimen-
sions n × d), we reduce it to k PCA components.
This helps lower the computational cost while still
retaining the most important information.

Figure 7 shows how the number of PCA compo-
nents affects mutual information estimation. Ini-
tially, as we increase the number of components,
the mutual information improves because more
task-relevant details are preserved. However, after
about 10 to 12 components, the mutual information
levels off and adding more components doesn’t
significantly improve the results. For example, in
the OBQA dataset, mutual information increases
from 0.593 with just 1 component to 0.661 with 10
components, but stabilizes beyond that point. We
observe similar patterns across other datasets.

D Implementation and Hyperparameter
Details

We design the task adapter T in PREDGEN to
map the model-generated token sequence Ỹ =
[Ỹ1, Ỹ2, . . . , Ỹm] into the final prediction P̃. Be-
low, we distinguish classification and regression
setups.

D.1 Classification Task Adapter.

For classification, let Ỹ be the autoregressively
generated tokens. We then define

P̃ = T (Ỹ) = softmax
(
W

[
CLS(Ỹ)

])
,

where W is a trainable parameter matrix and
CLS(·) denotes extracting a “classification” em-
bedding. We use the standard cross-entropy loss
LCE for both the generator (token-level) and the
classifier (label-level). Since both losses live in the
same space (cross-entropy), our Writer-Director
Alignment Loss (WDAL) remains stable.

D.2 Regression Task Adapter with Ordered
Penalty.

When the final output must be a continuous value
(e.g., 0.75 in a Semantic Textual Similarity task),
representing it as tokens [0, ., 7, 5] can in-
troduce ambiguity: cross-entropy penalizes each
token without directly encoding how numerically
close Ỹ is to Y. To address this, we introduce
an ordered penalty that magnifies errors in more
significant token positions.

Formally, let Y = [Y1,Y2, . . . ,Ym] be the
ground-truth token sequence (e.g., digits of a dec-
imal number) and Ỹ = [Ỹ1, Ỹ2, . . . , Ỹm] be the
predicted tokens. Define a monotonically decreas-
ing penalty vector

α = [α1, α2, . . . , αm]

where α1 ≥ α2 ≥ · · · ≥ αm > 0.

Each position i is then weighted by αi to reflect
its significance. We modify the token-level cross-
entropy LCE(ỹi, yi) to:

LD = Lord
(
Ỹ,Y

)
=

m∑

i=1

αi LCE
(
Ỹi,Yi

)
.

In practice, we choose α so that early-token mis-
matches (e.g., the integer or first decimal digit) in-
cur substantially larger penalties compared to later
tokens. For example, if Y has length 4, we might
set α1 = 1.67, α2 = 1.33, α3 = 1.01, α4 = 1.00,
ensuring that predicting 0.76 (only off by one digit
in the third position) has lower cost than predicting
1.75 (off in the first digit).

D.3 WDAL Consistency.
Both the “writer” (generative cross-entropy) and
the “director” (classification or regression output)
losses must be consistently derived from the same
token sequence to maintain stability in WDAL. For
classification, this alignment is direct since both
losses are cross-entropy. For regression, the or-
dered penalty Lord—which is still a sum of token-
level cross-entropies with position-dependent scal-

26862



ing—remains compatible with the generative ob-
jective, preventing conflicts that arise from mix-
ing cross-entropy (token-level) and MSE/MAE
(numerical-value-level).

In all cases, hyperparameters (e.g., learning rate,
penalty coefficients αi, and scheduling parameters
for training) are tuned to optimize final validation
performance while preserving the coherence of gen-
eration and prediction. The hyperparameters de-
tails of datasets are given in Table 3.

E Dataset Description

The details of the used datasets in this work have
been described in Table 4.

F Additional Experiments

Table 5 presents the results of our math reasoning
evaluation. Following Hu et al. (2023), we first
train on the math-10k dataset and then evaluate per-
formance on various math reasoning benchmarks.
The reported results use an exact match criterion,
where a prediction is considered correct if the dif-
ference from the ground truth is less than 0.0001.

We observe that traditional pooling-based classi-
fication performs poorly, primarily because it relies
on a classifier layer to predict numerical values.
Since classification models are not optimized for
generating precise numerical outputs, achieving an
exact match is extremely rare. In contrast, PredGen
consistently achieves higher accuracy across all
benchmarks, demonstrating that token-level gen-
eration better preserves numerical precision and
reasoning ability.

G PEFT Methods

Parameter-Efficient Fine-Tuning (PEFT) methods
have gained significant attention for their ability to
adapt large pre-trained models with minimal com-
putational overhead, In this work we have used
a whole range of PEFT methods. A key aspect
of these methods lies in their reparameterization
of the delta weights (∆W), which represent the
updates to the base model weights. Table 6 illus-
trates the diverse strategies employed by various
PEFT methods, such as LoRA (Hu et al., 2021),
AdaLoRA (Zhang et al., 2023b), RoCoFT (Kow-
sher et al., 2024a), DoRA (Freud, 1997), MELoRA
(Ren et al., 2024), LoRA-FA (Zhang et al., 2023a),
MoSLoRA (Wu et al., 2024), and Propulsion (Kow-
sher et al., 2024b). For instance, LoRA employs

low-rank decomposition with Wdown and Wup ma-
trices, while AdaLoRA leverages singular value
decomposition (SVD) for adaptive rank updates.
RoCoFT introduces restricted row or column up-
dates, and Propulsion focuses on updating only a
mask Z while freezing the base weights. These
approaches highlight the trade-offs between effi-
ciency, flexibility, and performance in fine-tuning
large models.

H Token Laval Mutual Information

H.1 MI for Classification
To further analyze mutual information (MI), we
present token-label MI heatmaps in Figures 8 and
9 using the PIQA dataset. In Figure 8, the correct
answer is "Solution 1," where the input text has
higher mutual information with "Solution 1" than
with "Solution 2." Similarly, in Figure 9, the cor-
rect answer is "Solution 2," and the input shows
stronger MI with "Solution 2" than with "Solution
1."

H.2 MI for Regression
In Figures 10, 13, and 12, we present MI heatmaps
showing the relationship between input tokens and
regression values from the LCP dataset.
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Dataset Learning Rate Batch Size Grad. Accum. Steps Epochs Warmup Steps LR Scheduler Type Max Steps for Sampling
CLEAR 2e-3 3 4 25 200 cosine 500
Humicroedit 2e-3 6 4 10 200 cosine 500
LCP 2e-3 1 5 10 200 cosine 500
SICK 2e-3 6 4 10 200 cosine 500
stsb 2e-3 5 4 20 200 cosine 500
WASSA 2e-3 5 4 10 200 cosine 500
BoolQ 2e-3 10 3 10 500 cosine 500
PIQA 2e-3 10 3 10 500 cosine 1000
SIQA 2e-3 10 3 10 500 cosine 500
HellaSwag 2e-3 10 3 10 500 cosine 1000
WinoGrande 2e-3 10 3 10 500 cosine 1000
ARC-e 2e-3 10 3 10 500 cosine 500
ARC-c 2e-3 10 3 10 500 cosine 500
OBQA 2e-3 10 3 10 500 cosine 1000

Table 3: Hyperparameters for Different Datasets

Figure 8: Mutual information (MI) heatmap for classification on the PIQA dataset. The correct answer is "Solution
1," which has higher MI with the input text compared to "Solution 2," indicating stronger alignment with the correct
label.
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Dataset Task Type Domain Description
BoolQ (Clark et al., 2019) Classification Reading Comprehension A binary question-answering dataset where each naturally

occurring question requires a yes/no response based on a
Wikipedia passage.

PIQA (Bisk et al., 2020) Classification Physical Commonsense Evaluates models’ ability to perform physical reasoning by
selecting the most plausible solution to a given problem
scenario.

SIQA (Sap et al., 2019) Classification Social Intelligence Tests reasoning about human intentions, emotions, and so-
cial interactions by predicting the most likely response to a
given situation.

HellaSwag (Zellers et al., 2019) Classification Commonsense Reasoning Challenges models to predict the most logically coherent
continuation of a given textual scenario.

WinoGrande (Sakaguchi et al., 2021) Classification Coreference Resolution A large-scale dataset designed to assess pronoun resolution
by leveraging commonsense knowledge.

ARC-e (Clark et al., 2018) Classification Science QA The easy subset of the AI2 Reasoning Challenge (ARC),
featuring relatively straightforward multiple-choice science
questions.

ARC-c (Clark et al., 2018) Classification Science QA The challenge subset of ARC, containing more difficult
questions requiring complex reasoning and external knowl-
edge.

OBQA (Mihaylov et al., 2018) Classification Open-Book QA Evaluates the ability to answer multiple-choice science ques-
tions using a predefined set of knowledge facts and external
world knowledge.

WASSA (Vinayakumar et al., 2017) Regression Sentiment Analysis A dataset for emotion intensity and sentiment prediction,
focusing on fine-grained sentiment classification.

SICK (Marelli et al., 2014) Regression Semantic Similarity The Sentences Involving Compositional Knowledge (SICK)
dataset, used for sentence similarity assessment and textual
entailment tasks.

STSB (Cer et al., 2017) Regression Sentence Similarity A benchmark for measuring semantic textual similarity,
where sentences are scored based on their degree of similar-
ity.

LCP (Shardlow et al., 2020) Regression Lexical Complexity A dataset designed to predict the perceived complexity of
words in context.

CLEAR (Crossley et al., 2023) Regression Reasoning Complexity Evaluates the difficulty level of reasoning tasks, quantifying
cognitive complexity in natural language understanding.

Humicroedit (Hossain et al., 2019) Regression Humor Perception A dataset from SemEval that assesses humor perception by
analyzing minor text modifications (micro-edits).

MultiArith (Roy et al., 2015) Arithmetic Mathematics A dataset focusing on multi-step arithmetic word problems
requiring reasoning across multiple operations.

GSM8K (Cobbe et al., 2021) Arithmetic Mathematics A high-quality dataset of challenging grade school math
word problems for benchmarking reasoning capabilities.

AddSub (Hosseini et al., 2014) Arithmetic Mathematics A dataset designed for evaluating models’ ability to solve
arithmetic word problems involving addition and subtrac-
tion.

SingleEq (Koncel-Kedziorski et al., 2015) Arithmetic Mathematics Contains single-equation arithmetic problems where the
goal is to predict the correct numerical result.

SVAMP (Patel et al., 2021) Arithmetic Mathematics A dataset that introduces variations in arithmetic problems
to test the robustness of mathematical reasoning models.

Table 4: Overview of benchmark datasets used for classification, regression, and arithmetic reasoning tasks.
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Model PEFT Method MultiArith GSM8K AddSub SingleEq SVAMP Avg.

Mistral-7B

MELoRA Predictor 5.430 0.032 2.890 3.710 0.986 2.610
Generator 75.22 40.22 71.64 71.73 57.12 63.19
PredGen 76.47 42.59 73.43 72.48 58.92 64.78

LoRA-FA Predictor 4.530 0.030 2.170 3.890 1.030 2.330
Generator 75.83 40.11 73.43 70.37 56.84 63.32
PredGen 77.53 42.48 75.14 72.48 57.38 65.00

MoSLoRA Predictor 4.470 0.082 3.280 4.890 0.894 2.720
Generator 74.28 41.48 70.34 71.89 58.06 63.21
PredGen 75.45 43.68 72.68 71.11 57.92 64.17

Propulsion Predictor 5.840 0.103 2.790 88.21 0.837 19.56
Generator 74.52 41.78 72.07 72.18 56.39 63.39
PredGen 75.83 43.22 74.38 72.90 57.72 64.81

Gemma2-9B

MELoRA Predictor 4.790 1.064 2.960 2.850 1.157 2.560
Generator 76.75 40.96 73.78 72.49 57.68 64.33
PredGen 78.32 43.63 74.65 74.49 59.32 66.08

LoRA-FA Predictor 3.640 0.945 3.230 2.740 1.570 2.420
Generator 74.79 42.56 74.24 73.81 57.93 64.67
PredGen 77.27 43.86 75.93 74.63 59.11 66.16

MoSLoRA Predictor 3.470 0.976 2.860 2.430 1.670 2.280
Generator 76.23 43.73 73.98 72.68 56.84 64.69
PredGen 77.36 46.11 75.85 72.82 58.77 66.18

Propulsion Predictor 2.750 1.190 2.660 2.590 1.280 2.09
Generator 75.23 43.61 73.72 73.18 57.52 64.65
PredGen 78.18 44.83 75.92 72.87 58.20 66.00

DeepSeek-R1-8B

MELoRA Predictor 6.276 1.785 8.099 5.374 2.407 4.791
Generator 78.80 45.25 73.99 71.89 58.70 65.95
PredGen 80.99 47.40 74.89 73.13 59.15 66.82

LoRA-FA Predictor 6.285 2.764 9.564 6.644 2.364 5.529
Generator 77.92 44.83 73.70 72.00 59.67 65.46
PredGen 78.68 47.46 73.82 73.55 60.12 66.71

MoSLoRA Predictor 5.490 1.882 11.29 5.005 2.727 5.286
Generator 78.75 45.71 73.91 72.73 60.24 66.93
PredGen 80.00 46.94 76.01 73.42 61.15 67.65

Propulsion Predictor 5.333 2.260 8.837 4.743 1.930 5.024
Generator 76.80 43.85 73.75 71.52 60.03 65.71
PredGen 79.05 45.37 76.61 73.68 60.95 68.34

Table 5: Performance of LLMs with Different PEFT Methods Across the Commonsense Benchmarks. Here we
used DeepSeek-R1-Distill-Llama-8B.

Method ∆W Reparameterization Notes
LoRA ∆W = WdownWup Wdown ∈ Rd×r, Wup ∈ Rr×d, and r ≪ {k, d}.
AdaLoRA ∆W = PAQ PP⊤ = P⊤P ̸= I = QQ⊤ = Q⊤Q, Λ = diag(σ1, σ2, . . . , σr).
RoCoFT ∆W = W0 +R or ∆W = W0 + C R and C are restricted weight matrices such that only at most r of

the rows or columns are non-zero.
DoRA ∆W = WdownWup Similar to LoRA but with dynamic rank adaptation during training.
MELoRA ∆W = WdownWup Multi-expert LoRA, where multiple low-rank updates are com-

bined.
LoRA-FA ∆W = WdownWup = QRWup Wdown is frozen, and only Wup is updated.
MoSLoRA ∆W = WdownWup Mixture of sparse LoRA, combining sparse and low-rank updates.
Propulsion ∆W = W ⊙ Z W is frozen, and only Z is updated.

Table 6: Comparison of delta weight reparameterization across various PEFT methods.
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Figure 9: Mutual information (MI) heatmap for classification on the PIQA dataset. The correct answer is "Solution
2," which has higher MI with the input text compared to "Solution 1," demonstrating effective label association.
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Figure 10: Mutual information (MI) heatmap for regression on the LCP dataset. The visualization shows how input
tokens contribute to the predicted regression values, highlighting key dependencies.
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Figure 11: Mutual information (MI) heatmap for regression on the LCP dataset. The visualization shows how input
tokens contribute to the predicted regression values, highlighting key dependencies.
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Figure 12: Mutual information (MI) heatmap for regression on the LCP dataset. The model learns fine-grained
relationships between input tokens and regression outputs, preserving important task-specific information.
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Figure 13: Mutual information (MI) heatmap for regression on the LCP dataset. The results demonstrate that
token-level generation retains more mutual information with regression values compared to pooled representations.
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