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Abstract

We introduce the Exemplar-Based Expository
Text Generation task, aiming to generate an ex-
pository text on a new topic using an exemplar
on a similar topic. Current methods fall short
due to their reliance on extensive exemplar data,
difficulty in adapting topic-specific content, and
issues with long-text coherence. To address
these challenges, we propose the concept of
Adaptive Imitation and present a novel RECUR-
RENT PLAN-THEN-ADAPT (REPA) frame-
work. REPA leverages large language models
(LLMs) for effective adaptive imitation through
a fine-grained plan-then-adapt process. REPA
also enables recurrent segment-by-segment im-
itation, supported by two memory structures
that enhance input clarity and output coher-
ence. We also develop task-specific evalua-
tion metrics–imitativeness, adaptiveness, and
adaptive-imitativeness–using LLMs as evalua-
tors. Experimental results across our collected
three diverse datasets demonstrate that REPA
surpasses existing baselines in producing fac-
tual, consistent, and relevant texts for this task.

1 Introduction

The increasing demand for digital content cre-
ation necessitates advanced natural language gen-
eration techniques to produce high-quality text at
scale (Gatt and Krahmer, 2018; Xu et al., 2024).
A system that can reliably generate expository
texts1 that introduce or summarize topics–such
as concepts, entities, or subjects–is highly de-
sirable (Jiang et al., 2024; Shao et al., 2024a).
This is particularly valuable in domains requiring
consistent style, like faculty profiles, university
overviews, product descriptions, or event introduc-
tions, where large volumes of expository texts must
be produced from limited examples. Such a system

1Expository text is writing that presents factual information
with the purpose of informing, explaining, or describing a
topic for readers, rather than entertaining or persuading them.

Figure 1: An illustration of REPA for Exemplar-Based
Expository Text Generation, where yellow text indicates
adapted facts and green text indicates discarded facts.

can significantly reduce human effort by automat-
ing the writing process, enhance consistency by
maintaining a uniform style, and enable scalability
by rapidly generating large volumes of text.

For expository text generation, prior methods
that rely on extensive domain corpora (Balepur
et al., 2023; Shao et al., 2024b) struggle when such
data is scarce, while approaches for open-ended
generation without domain-specific data (Yang
et al., 2022, 2023a) often fail to produce struc-
turally consistent content that adheres to domain
conventions. To this end, we introduce Exemplar-
Based Expository Text Generation, a novel task that
generates an expository text on a new topic by lever-
aging an exemplar from a similar topic, avoiding
reliance on large corpora or unconstrained genera-
tion methods. As shown in Figure 1, given a text
on "Belebeyevsky District", the task is to generate
a text on "Davlekanovsky District", preserving the
source’s overall structure while incorporating topic-
specific details. Since expository texts are typically
long-form2, this task focuses on generating infor-

2Long-form text refers to content that extends beyond the
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mative, topic-centric long-form content to better
address practical needs.

The goal is twofold: to preserve the structure and
content of the exemplar, ensuring cross-topic con-
sistency, while maintaining accuracy and relevance
to the new topic by addressing cross-topic variabil-
ity. However, existing methods that rely on exten-
sive exemplar data are impractical (Balepur et al.,
2023; Shao et al., 2024b), making it difficult to
achieve cross-topic consistency due to limited data
for generalization. Additionally, maintaining struc-
tural consistency with the exemplar while ensuring
factual accuracy for the new topic is particularly
challenging due to cross-topic variability, which
often leads to hallucinations and inaccuracies (Ji
et al., 2023; Rawte et al., 2023).

To address these challenges, we introduce a new
concept called Adaptive Imitation, inspired by
how humans learn to write through studying exem-
plars (Vijayakumar, 2024; Chen, 2024; Carter et al.,
2018; Wu, 2019; Wette, 2014). This involves imi-
tating the organizational structure of an exemplar
while adapting the content to fit specific topics and
writing requirements. Specifically, we propose a
plan-then-adapt approach for fine-grained step-by-
step control of LLMs with an imitative planner
and an adaptive generator. The imitative plan-
ner leverages LLMs and generates topic-centric
outlines framed as questions based on the exem-
plar. These outlines are then transferred to the
new topic through straightforward topic token sub-
stitution, ensuring cross-topic consistency (PLAN:
Section 3.2.1). The adaptive generator incorpo-
rates retrieval augmentation (Ram et al., 2023a;
Shi et al., 2023) and confidence calibration (Xiong
et al., 2023; Tian et al., 2023) to realize outlines by
answering questions factually and discriminatively,
effectively adapting topic-specific content and thus
addressing cross-topic variability (ADAPT: Sec-
tion 3.2.2).

Moreover, to scale to longer texts, we adopt a
recurrent, segment-by-segment processing strategy,
where both input and output are handled incremen-
tally. To address coreference issues between input
segments, we introduce a short-term memory that
retains recent input segments during the planning
phase. To reduce output redundancy and maintain
coherence, we incorporate a long-term memory that
summarizes all previously generated segments dur-

sentence level, such as one or more paragraphs or even longer
passages (Shen et al., 2019; Guan et al., 2021; Hu et al., 2022;
Min et al., 2023; Liang et al., 2023).

ing the adaptation phase. This recurrent framework,
integrated with the two memory structures, enables
our model to process arbitrarily long texts while
preserving information integrity. In summary, we
propose a novel RECURRENT PLAN-THEN-ADAPT

(REPA) framework, which integrates planning,
adaptation, and recurrent processing with the usage
of both short-term and long-term memory.

Finally, as established metrics do not adequately
assess stylistic fidelity and knowledge transfer
in imitation and adaptation, failing to capture
the nuances of this task, we additionally de-
velop task-specific metrics imitativeness, adaptive-
ness, and adaptive-imitativeness using LLM-as-a-
Judge (Zheng et al., 2024). Human evaluations
further confirm that the LLM-based judgments
align well with human judgments. We collect
three diverse datasets covering both open-domain
and domain-specific scenarios. To evaluate our
approach, we conduct extensive experiments, in-
cluding comparisons with strong baselines and ab-
lation studies. The results show that REPA sig-
nificantly outperforms the baselines by producing
factual texts that achieve cross-topic consistency
and handle cross-topic variability, with high level
of imitativeness and adaptiveness. Additionally,
our analysis reveals that each module within RePA
contributes effectively to its overall performance.

Our contributions can be summarized as follows:
(1) We are the first to study Exemplar-Based Expos-
itory Text Generation task, addressing a practical
yet under-explored area with broad applications.
(2) We present a novel RECURRENT PLAN-THEN-
ADAPT (REPA) framework with two memory
structures, achieving fine-grained control of LLMs.
(3) We develop task-specific metrics imitative-
ness, adaptiveness, and adaptive-imitativeness us-
ing LLM-as-a-Judge for comprehensive evaluation.
(4) We collect three diverse datasets and our exten-
sive experiments demonstrate the superior perfor-
mance of our proposed method for this task3.

2 Related Work

2.1 Long Input Processing

Our task is distinguished by its long input. Pre-
vious work on long input processing has focused
on tasks like outline generation using hierarchical
decoders (Zhang et al., 2019), summarization with

3Our codes and datasets are available in our repository:
https://github.com/liuyuxiang512/RePA.git.
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extract-then-generate (Mao et al., 2022), divide-
and-conquer (Zhang et al., 2022), graph-based
methods (Hua et al., 2023), and dialogue response
generation using retrieval (Kumari et al.) or mem-
ory augmentation (Lu et al., 2023; Lee et al., 2023;
Wang et al., 2023). Some works aim to improve ef-
ficiency with sparse attention (Beltagy et al., 2020;
Ivgi et al., 2023; Jin et al., 2024). However, these
methods primarily generate outputs that are signifi-
cantly shorter and structurally different from their
inputs, containing only a subset of the input’s in-
formation. In contrast, our task requires outputs
comparable in length and structure to the inputs,
while incorporating additional relevant knowledge.

2.2 Long-Form Text Generation

Prior research on long-form text generation (LFTG)
(Köksal et al., 2023; You et al., 2023; Zhou et al.,
2023; Liang et al., 2023; Adewoyin et al., 2022)
has addressed tasks such as story (Yang et al., 2022,
2023a), data-to-text (Moryossef et al., 2019; Bai
et al., 2021), script (Mirowski et al., 2023), and
expository text generation (Balepur et al., 2023),
where plan-then-generate framework is commonly
applied to improve coherence of generating long-
form text in one go. Various formats of "plan"
have been proposed, including key phrases (Hu
et al., 2022), events (Goldfarb-Tarrant et al., 2020),
data records (Moryossef et al., 2019), and sec-
tion titles (Shao et al., 2024b). Some approaches
incorporate discourse guidance (Adewoyin et al.,
2022) or combine planning with discourse for im-
proved fluency (Sun et al., 2022). Other methods
enhance planning with retrieval to address logic
conflicts (Guan et al., 2020) or leverage memory to
retain key information (Zhou et al., 2023). Unlike
existing LFTG methods that use brief inputs and
favor open-ended, creative generation with mini-
mal constraints, our task focuses on producing fac-
tual, informative outputs from long, detailed inputs,
which requires strict adherence to the source text
and limits open-endedness. Additionally, unlike
methods that rely on an external or learned "bank
of plans", our task necessitates deriving the plan
exclusively from a single, lengthy input, ensuring
alignment with its content and structure.

2.3 Confidence Calibration of LLMs

Confidence calibration–the ability to produce ac-
curate confidence scores indicating the correctness
of generated text–is crucial for the trustworthiness
of real-world systems. Previous methods required

white-box access to model architectures or fine-
tuning (Kadavath et al., 2022; Jiang et al., 2021; Lin
et al., 2022; Yang et al., 2023b; Zhang et al., 2023;
Slobodkin et al., 2023), which is infeasible for pro-
prietary Large Language Model (LLM) APIs. Re-
cently, Xiong et al. (2023) and Tian et al. (2023)
explored black-box LLM uncertainty estimation
in reasoning and factual short-answer, finding that
verbalized confidences emitted as output tokens are
typically better calibrated than the model’s condi-
tional probabilities. Building on this, we integrate
confidence calibration into our retrieval-augmented
generation (RAG) process, allowing for explicit
assessment of the accuracy of generated texts.

3 Method

3.1 Task Definition

Exemplar-Based Expository Text Generation task is
formally defined as: Given an expository text X =
{xi}mi=1 of a sequence of sentences on a source
topic tx, a target topic ty, and external knowledge
sources denoted as K, the objective is to produce
a new expository text Y = {yj}nj=1 on the target
topic ty that imitates the content and structure of
X while adapting topic-specific content.

Our goal is to develop an instructed imitative
content creator, a system capable of generating a
long text on a target topic given a provided long
exemplar text on a source topic. This task, essen-
tially knowledge-intensive one-shot long-form text
generation, involves comprehending the structure
and content of the source document, extracting per-
tinent information about the source topic, and then
adapting this information to ensure relevance and
accuracy for the target topic. Crucially, the chal-
lenge lies in preserving the coherence and quality
of the source text while ensuring the accuracy and
relevance of the generated output to the target topic.

3.2 REPA: RECURRENT PLAN-THEN-ADAPT

We propose a novel RECURRENT PLAN-THEN-
ADAPT (REPA) model, outlined in Algorithm 1.
REPA first segments4 the input text X into a se-
quence of text segments {xt}Tt=1, then recurrently
processes each input segment xt and generates
an output segment yt. At each recurrence step,
REPA employs a PLAN-THEN-ADAPT process.
The PLAN stage involves learning outlines qt from

4We opt for sentences as the recurrence basis as they are
semantic units that strike a balance between granularity and
coherence for imitation and adaptation.

25741



Figure 2: Overview of REPA. Top left shows the high-level recurrent structure for sequential processing. Bottom
details the recurrent unit with a running example: "Clarify" and "Outline" in PLAN, and "Calibrated-QA" (C-QA)
and "Write" in ADAPT, with memory usages in "Clarify" (short-term) and "Write" (long-term).

input xt as plans for generation. The ADAPT stage
is to realize outlines qt flexibly and effectively with
knowledge K to generate the output yt adaptively.
Specifically, we introduce two on-the-fly memory
structures to retain essential information from pre-
vious recurrent steps: a short-term memory ht for
the history input segments and a long-term mem-
ory ct for the history output segments. This design
ensures our model’s capability to handle arbitrarily
long text without sacrificing information.

Algorithm 1 RECURRENT PLAN-THEN-ADAPT

Initialize Y as an empty string
for xt ∈ {xt}Tt=1 ∈ X do

qt, ht+1 ← PLAN(xt, ht)
yt, ct+1 ← ADAPT(qt, ct,K)
Append yt to Y

end for
return Y

As showed in Figure 2, REPA mirrors the recur-
rence structure in LSTMs, but a closer comparison
highlights several distinct features: 1) it employs
a text-based representation for input xt, output yt,
short-term memory ht, and long-term memory ct;
2) it leverages prompting of general-purpose LLMs
M such as GPT-4 to perform computations; and 3)
it integrates the LLM-driven PLAN-THEN-ADAPT

process within each recurrent unit. Formally:

yt, ct+1, ht+1 = Recurrent(xt, ct, ht,M,K),

where xt, yt, ht, ct denote input segment, output
segment, shot-term memory, long-term memory
at time step t, respectively. K denotes external
knowledge. The final output is a concatenation of
all output segments, i.e., Y = y1y2 · · · yT . Fig-
ure 2 also presents a running example, with full
examples available in Appendix A.

3.2.1 The PLAN Module
Content planning plays a crucial role in guiding
long-form text generation. However, unlike tradi-
tional approaches that rely on external "bank of
plans" for planning (Hua et al., 2019; Goldfarb-
Tarrant et al., 2020; Balepur et al., 2023), our task
necessitates deriving a content plan exclusively
from a single lengthy input text. This constraint
imposes strict requirements on maintaining fidelity
to the original input’s content and structure. Draw-
ing inspiration from the "Questions under Discus-
sion" (QUD) theory, recent works have conceptu-
alized text plans as sequences of question-answer
pairs (Narayan et al., 2023; Huot et al., 2023) for
query-focused summarization. However, such ap-
proaches often require exhaustive annotation for
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question generation (Liu et al., 2023). To grasp
the content and structure of the input text without
plan annotation, we aim to extract key information
and frame it into questions by prompting LLMs,
which serve as outlines to guide subsequent gen-
eration, helping to retain cross-topic consistency.
Our PLAN module comprises two sequential com-
ponents: Clarify and Outline.

Clarify Segmenting long inputs into smaller
segments can introduce coreference ambiguities,
where pronouns may lack clear antecedents in a cur-
rent segment xt, e.g., "it" in the input text segment
(Figure 2) is unclear. This ambiguity complicates
the understanding of the current input. To address
this, we introduce the Clarify component, which
uses short-term memory, ht, to resolve coreference
issues, e.g., replacing "it" with "Belebeyevsky Dis-
trict" for better comprehension. The memory ht
stores key information from recent input segments
and is updated each time a clarified segment is gen-
erated. Essentially, this short-term memory acts as
a sliding window of context, helping to clarify the
current segment by replacing pronouns with their
corresponding antecedents (Figure 4). Formally:

x′t, ht+1 = LLMClarify(xt, ht),

Outline The Outline component then frames key
points into outlines, initially focusing on the source
topic tx before transferring to the target topic ty.
The outlines are conceptualized as a set of topic-
centric questions on topic ty, achieved by first
generating questions from clarified input segment
and replacing source topic tokens with the target
ones in the questions. Essentially, the Outline com-
ponent performs question generation and transfer
(Figure 5), as examples in Figure 3. The advantage
of using questions as outlines lies in their concise-
ness for summarizing key points and their transi-
tivity for transferring key points from source topic
to target topic with simply topic token substitution.
Thus, we have:

qt = LLMOutline(x
′
t, tx, ty)

3.2.2 The ADAPT Module
Previous plan-then-generate frameworks often as-
sume plans will seamlessly translate into effective
outputs. However, in our task, plans for the target
topic are derived from those for the source topic.
Ideally, talking points would align perfectly be-
tween the source and target topics, but in reality,

they may vary, making the outlines less suitable for
the target topic, e.g., "Chuvash name" does not ex-
ist for target topic in Figure 1. Since our goal is to
generate informative texts which maintain factual
correctness, it is essential to adapt the outlines for
the target topic. Therefore, we propose an ADAPT

module to handle outlines flexibly and gracefully,
accommodating cross-topic variability. The intu-
ition of this module is that "an imperfect outline for
the target topic is acceptable if handled correctly".
Specifically, there are two components: Calibrated
Question Answering (Calibrated-QA) and Write.

Calibrated-QA A straightforward approach to
handling outlines in the form of questions is
retrieval-augmented question answering (QA).
However, outlines may not perfectly align with
the target topic, which can result in unsuitable or
unanswerable questions. To address this, we intro-
duce a refusal mechanism inspired by recent works
on confidence calibration (Xiong et al., 2023; Tian
et al., 2023), which employ verbalized confidence
to calibrate black-box LLMs and have demon-
strated success in verbalized confidence calibra-
tion for factoid short-answer QA. Our approach
involves prompting LLMs to generate confidence
in their answers (Figure 6), and to refuse to an-
swer questions deemed unanswerable by filtering
out those with low-confidence answers, as an ex-
ample in Figure 1 where "NA" corresponds to a
low-confidence answer. This method shifts the fo-
cus from generating a perfect outline to handling
it flexibly and appropriately. For retrieval, we con-
duct both per-topic retrieval using the target topic
and per-query retrieval using the current question.
We apply in-context retrieval-augmented language
models (RALM) (Ram et al., 2023b) for calibrated
QA. Essentially, Calibrated-QA involves retrieval-
augmented QA with verbalized confidence calibra-
tion, denoted as:

kt = Retriever(ty, qt),

at = LLMCalibrated-QA(qt, kt, θ),

where kt is knowledge, and at are answers with
verbalized confidences higher than threshold θ (or
adapted facts as shown in Figure 2).

Write Based on the adapted facts, the Write com-
ponent aims to generate an output segment which
aligns with the content and structure of the input,
maintains coherency and avoids repetition in out-
put. It first generates a draft output segment that
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is consistent with the adapted facts on the target
topic, then revises it to remove redundant content
from previous output segments (Figure 7), with
a complete example in Figure 3. To support this
process, we introduce a long-term memory ct to
store key information from all previous output seg-
ments, and ct is updated to summarize the latest
output segment once the current target segment is
generated. Formally:

yt = LLMWrite(at, ct),

ct+1 = LLM⊕(ct, yt),

where ⊕ denotes summarization (Figure 8).

4 Experimental Setup

4.1 Datasets

To ensure effective imitation and adaptation, source
and target topics must belong to the same domain.
Such "correspondence" demands a high level of
similarity, though "variations" usually exist. To
this end, we collect three diverse datasets5 to cover
both open-domain and domain-specific scenarios,
including Wikipedia, RoleEE, and USNews.

Wikipedia The Wikipedia dataset is domain-
agnostic. We collected the overview sections of
open-domain Wikipedia articles, with Wikipedia
titles serving as topics. Specifically, we used the
English Wikipedia dump as of April 1st, 20246, and
trained title embeddings using Wikipedia2Vec7 (Ya-
mada et al., 2020). We then employed cosine simi-
larity to pair Wikipedia topics and texts, ensuring a
similarity score higher than 0.95. To enhance text
quality and similarity, we filtered out texts with
fewer than 3 sentences or fewer than 60 words,
as well as topic pairs with significant divergence
in their categories8, indicated by a percentage of
common category tags higher than 0.3. We to-
tally collected 1000 samples and a random manual
check of the collected Wikipedia dataset showed
its suitability for our task.

RoleEE The RoleEE dataset is a multi-domain
event dataset introduced by Jiao et al. (2022), fea-
turing 50 impactful hot event types. We selected

5Our datasets consist of long texts, though not as extensive
as those spanning thousands of words as we prioritize high-
quality, similar text pairs with acceptable variance; we also
tested longer texts, as shown in Appendix C.

6https://dumps.wikimedia.org/enwiki/20240401/
7https://wikipedia2vec.github.io/wikipedia2vec/
8https://en.wikipedia.org/wiki/Wikipedia:Contents/Categories

three event categories–academic award ceremony,
music award ceremony, and satellite launch–and
took the corresponding events as topics. After man-
ually removing poor-quality texts within each cate-
gory, we paired them using the Hugging Face text
embedding tool9 to obtain the top 500 topic/text
pairs. Specifically, for each event, we retained the
first paragraph from its text to ensure text similarity.

USNews The USNews dataset is a domain-
specific dataset from U.S. News best colleges10.
We crawled the overviews of 420 best national uni-
versities, with universities serving as topics. These
were then paired based on cosine similarity using
the same Hugging Face text embedding tool to ob-
tain the top 500 topic/text pairs. Specifically, for
each university, we extracted the first paragraph
from its overview section, and the first sentence of
the second paragraph if available, considering the
high similarity of first paragraphs across universi-
ties and the significant divergence in subsequent
paragraphs of their overviews.

4.2 Baselines

We employ the following baselines, and LLMs de-
note GPT-4 (Achiam et al., 2023) or LLaMA 311.
LLM is to directly prompt an LLM to generate a
target text given the source text and the target topic.
RollingLLM (RoM) is to divide input text into seg-
ments and recurrently prompt an LLM to generate
a target segment until reaching the last input seg-
ment, similar to using a sliding window approach
for generating long texts with Transformers.
o1 is a new OpenAI model12 that excel at solving
complex problems by spending more time thinking
before responding.
Self-Refine (SR) (Madaan et al., 2024) is to im-
prove initial outputs through iterative feedback and
refinement. We divide the input text into segments
and perform 4 iterations of Self-Refine on each seg-
ment for comparable inference steps with REPA.
Default is to simply replace source topic in the
source text with target topic, serving as an approxi-
mation for understanding cross-topic variability.

We also developed retrieval-augmented genera-
tion (RAG) variants of the aforementioned LLM-
based baselines to integrate retrieved knowledge

9https://huggingface.co/jinaai/jina-embeddings-v2-base-
en

10https://www.usnews.com/best-colleges
11https://LLaMA.meta.com/LLaMA3/
12https://openai.com/index/introducing-openai-o1-

preview/
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on the target topic during generation, specifically
LLM+Retr, RoM+Retr, o1+Retr, and SR+Retr.

4.3 Implementation Details

REPA is built upon two latest general-purpose Lan-
guage Models (LLMs) in our experiments: OpenAI
GPT-4 (Achiam et al., 2023) and Meta LLaMA 313.
Specifically, we employed the models "gpt-4-0125-
preview", "meta/meta-LLaMA-3-8b-instruct", and
"meta/meta-LLaMA-3-70b-instruct". o1 is actually
the OpenAI model "o1-preview-2024-09-12". For
these LLMs, we configure the following parame-
ters: temperature as 0.3, frequency penalty as 0.3,
max generation tokens as 256, and the number of
response choices as 1. Additionally, for calibrated
QA, we set the confidence threshold as 0.7, and
aimed to make the process as deterministic as pos-
sible by setting the seed. The prompts used in each
module are provided in Appendix B.

For retrieval, we employed both per-topic and
per-query retrieval. For topic retrieval, we utilized
the Bing API as the retriever, with the topics as
the input. This applies to both our model and the
concerned baselines. Given that datasets derived
from Wikipedia articles require knowledge from
the open web, we excluded Wikipedia domains
when using the Bing API14. Similarly, for datasets
sourced from U.S. News, we excluded U.S. News
domains15. For query retrieval, we employed bi-
encoder in DPR (Karpukhin et al., 2020) as the
retriever to retrieve from a fixed knowledge base,
comprising sentence-level facts. Specifically, we
used the "multiset" versions of question and con-
text encoders, respectively, and used their cosine
similarity for retrieval. When incorporating knowl-
edge pieces into the prompts, we selected the top
10 Bing results and the top 3 DPR results.

4.4 Metrics

Basic Metrics To provide a basic assessment of
this generation task, we use well-established met-
rics commonly used in previous research, namely
ROUGE (Lin, 2004), BLEU (Papineni et al., 2002),
and METEOR (Banerjee and Lavie, 2005).
Task-Specific Metrics Established metrics can-
not capture the nuances of our task. We leverage
LLM-as-a-Judge (Zheng et al., 2024) to evaluate
Imitativeness and Adaptiveness. Imitativeness rep-

13https://LLaMA.meta.com/LLaMA3/
14Wikipedia domains: "wikipedia.org", "wikiwand.com",

"wiki2.org", and "wikimedia.org".
15U.S. News domains: "usnews.com"

resents the model’s ability to faithfully replicate
the structure and content of the exemplar, ensur-
ing cross-topic consistency. Adaptiveness assesses
how effectively the model adapts the exemplar con-
tent to a new topic, addressing cross-topic variabil-
ity while ensuring consistency. We also introduce
Adaptive-Imitativeness, which is a F1-score of Imi-
tativeness and Adaptiveness. Additional details and
discussion on addressing the known limitations of
LLM-Judge are provided in Appendix D.
Factuality Metrics Given the knowledge-
intensive nature of our task, maintaining factual
accuracy is crucial. Inspired by FActScore (Min
et al., 2023), a metric for evaluating factual accu-
racy of long-form text, we decompose output text
into sentence-level facts, then take ground truth as
knowledge source to calculate the percentages of
entailment (NLI-E) and contradiction (NLI-C)
sentences in outputs. Our human evaluation of the
effectiveness of NLI-based metrics are included in
Appendix E. We also compute the percentage of
hallucinated tokens compared to both inputs and
ground truths, named Halluc.

5 Experimental Results

5.1 Comparison with Baselines

We present the evaluation results of models built on
GPT-4 in Tables 1 and 2. Results of models built
on LLaMA 3 are included in Appendix F. We also
conducted a case study as in Appendix G.

Considering basic generation metrics, REPA
outperforms baselines on almost all metrics, al-
though LLaMA 3-based baselines may achieve
higher scores on metrics such as ROUGE and Me-
teor. Notably, the Default baseline, which simply
replaces the source topic with the target topic in the
source text, achieves a Meteor score of 0.7667 on
the Wikipedia dataset, higher than all GPT-4 based
models, suggesting that established basic metrics
might not be a reliable indicator of model per-
formance for our task. For factuality metrics in-
cluding Halluc, NLI-E and NLI-C, REPA signif-
icantly outperforms baselines including retrieval-
augmented baselines, indicating that REPA gener-
ates more factual content.

For task-specific metrics Imitativeness, Adap-
tiveness, and Adaptive-Imitativeness, we find that
prompting LLMs yields high Imitativeness, show-
ing LLMs are strong imitators regardless of
output factuality. However, their extremely low
Adaptiveness indicates poor cross-topic variabil-
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Datasets Models R1↑ R2↑ R↑L RLsum↑ Meteor↑ BLEU↑ Halluc↓ NLI-E↑ NLI-C↓

Wikipedia

REPA 0.8112 0.7146 0.7600 0.7625 0.7368 0.6672 6.5714 0.7927 0.0439
LLM 0.6855 0.4835 0.6154 0.6133 0.6984 0.4236 23.5794 0.3604 0.4561
LLM+Retr 0.7583 0.6121 0.7027 0.7057 0.7595 0.5887 15.8273 0.5343 0.3106
RoM 0.7300 0.5563 0.6785 0.6774 0.7448 0.5190 17.3810 0.3640 0.5223
RoM+Retr 0.7343 0.6073 0.6889 0.6906 0.7328 0.5408 14.9102 0.5240 0.3536
o1 0.7658 0.6345 0.7223 0.7210 0.7547 0.6018 14.4050 0.4954 0.3720
o1+Retr 0.7421 0.6258 0.6993 0.7002 0.6646 0.5804 13.2928 0.6227 0.2194
SR 0.7387 0.5628 0.6782 0.6748 0.6957 0.5225 21.6280 0.3701 0.4653
SR+Retr 0.7839 0.6247 0.7187 0.7202 0.7599 0.6011 10.6257 0.6032 0.2751
Default 0.7520 0.6042 0.7129 0.7127 0.7667 0.5705 16.4128 0.1311 0.7152

RoleEE

REPA 0.9184 0.8691 0.9029 0.9027 0.9170 0.7548 5.2604 0.9067 0.0653
LLM 0.6780 0.5329 0.6399 0.6526 0.7200 0.3784 26.9641 0.2696 0.5487
LLM+Retr 0.8848 0.8197 0.8692 0.8726 0.9093 0.6924 9.4551 0.7109 0.1833
RoM 0.7910 0.6572 0.7735 0.7747 0.8094 0.6096 15.3346 0.2543 0.7003
RoM+Retr 0.8842 0.8191 0.8715 0.8715 0.8954 0.7117 6.4164 0.7400 0.2053
o1 0.8306 0.7273 0.8165 0.8136 0.8334 0.6932 13.1344 0.3793 0.5457
o1+Retr 0.8849 0.8233 0.8706 0.8671 0.8812 0.7814 9.0228 0.7583 0.1673
SR 0.8126 0.7856 0.7892 0.7821 0.8255 0.6241 18.0331 0.2527 0.6415
SR+Retr 0.9041 0.8306 0.8652 0.8624 0.9083 0.7262 7.7313 0.7981 0.1376
Default 0.8090 0.6722 0.7898 0.7893 0.8351 0.6003 15.7650 0.1200 0.8301

USNews

REPA 0.8922 0.8396 0.8642 0.8653 0.8971 0.8129 4.6048 0.8085 0.0441
LLM 0.7651 0.6258 0.7258 0.7270 0.8043 0.5427 18.3919 0.3749 0.5257
LLM+Retr 0.5842 0.4303 0.5234 0.5249 0.5994 0.3037 33.9516 0.3836 0.2853
RoM 0.7390 0.6178 0.7156 0.7153 0.8008 0.5585 15.7913 0.3621 0.4873
RoM+Retr 0.6561 0.5127 0.6150 0.6172 0.6866 0.4312 23.4262 0.3322 0.4047
o1 0.8327 0.7404 0.8138 0.8144 0.8548 0.6970 12.1111 0.4200 0.4827
o1+Retr 0.7265 0.6082 0.6880 0.6875 0.7273 0.5572 19.4480 0.3970 0.3372
SR 0.7381 0.6137 0.7019 0.6973 0.8126 0.5495 19.5238 0.3527 0.4562
SR+Retr 0.8458 0.7239 0.8182 0.8139 0.8639 0.7236 11.5269 0.5338 0.1757
Default 0.7245 0.5808 0.6999 0.7013 0.7768 0.5494 18.1090 0.1667 0.5700

Table 1: Evaluation results on basic and factuality metrics. LLM denotes GPT-4 specifically.

Datasets Models I.↑ A.↑ A.-I.↑

Wikipedia

REPA 4.16 3.90 3.93
LLM 4.52 2.44 3.06
LLM+Retr 4.46 2.78 3.25
RoM 4.58 2.32 3.00
RoM+Retr 4.08 2.56 3.00
o1 4.34 2.94 3.40
o1+Retr 4.32 3.02 3.42
SR 4.56 2.54 3.25
SR+Retr 4.22 3.04 3.50
Default 5.00 1.08 1.73

RoleEE

REPA 4.80 4.30 4.46
LLM 4.70 2.76 3.23
LLM+Retr 4.80 4.26 4.39
RoM 4.62 1.94 2.55
RoM+Retr 4.70 4.04 4.21
o1 4.64 2.66 3.12
o1+Retr 4.68 4.24 4.34
SR 4.70 2.62 3.30
SR+Retr 4.74 4.22 3.33
Default 5.00 1.24 1.87

USNews

REPA 4.22 4.32 4.22
LLM 4.20 3.06 3.45
LLM+Retr 4.02 2.86 3.25
RoM 4.58 2.74 3.30
RoM+Retr 4.08 2.40 2.96
o1 4.20 3.18 3.53
o1+Retr 4.14 2.98 3.37
SR 4.44 2.98 3.49
SR+Retr 4.12 3.74 3.84
Default 5.00 1.00 1.67

Table 2: Evaluation results on task-specific metrics.
LLM denotes GPT-4 specifically. I. denotes Imita-
tiveness, A. denotes Adaptiveness, and A.-I. denotes
Adaptive-Imitativeness.

ity recognition and weak topic-specific adaptation.
Moreover, the Default baseline achieves the high-
est Imitativeness, suggesting that Imitativeness
alone is insufficient and Adaptive-Imitativeness
is needed for comprehensive model evaluation. In
contrast, our proposed REPA prioritizes Adaptive-
ness and Adaptive-Imitativeness over Imitativeness,
striking a balance that leads to the best overall per-
formance for this task. Its task-specific design en-
ables superior adaptive imitation and ensures con-
sistent results across diverse datasets.

Additionally, our collected datasets have vary-
ing degrees of correspondence and variation. The
RoleEE dataset reflects high correspondence (low
variation), USNews medium, and Wikipedia rela-
tively low (high variation). Results in Table 1 and 2
show better model performance with higher corre-
spondence and lower variation. Overall, the results
highlight REPA’s superior ability to generate fac-
tual texts with high imitativeness and adaptiveness.

5.2 Ablation Study

To study how different components of REPA con-
tribute to its overall performance, we conduct an
ablation study with the following variations:
1) w/o Clarify-STM removes the Clarify compo-
nent in PLAN, as well as the short-term memory
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R1↑ R2↑ RL↑ RLsum↑ Meteor↑ BLEU↑ Halluc↓ NLI-E↑ NLI-C↓ I.↑ A.↑ A.-I.↑
Full 0.8112 0.7146 0.7600 0.7625 0.7368 0.6672 6.5714 0.7927 0.0439 4.16 3.90 3.93
- C 0.8000 0.6958 0.7369 0.7395 0.7149 0.6341 6.7293 0.7826 0.0539 4.16 3.72 3.83
- O 0.5879 0.4574 0.5215 0.5218 0.5928 0.3415 25.3955 0.5847 0.0850 3.82 2.88 3.15
- F 0.8039 0.7121 0.7581 0.7571 0.7204 0.6543 7.0788 0.7481 0.0859 4.08 3.54 3.69
- R 0.7775 0.6634 0.7154 0.7167 0.7065 0.6037 6.5915 0.7898 0.0510 4.10 3.74 3.84
- S 0.7482 0.6365 0.6627 0.6679 0.6562 0.5770 8.2648 0.7135 0.0683 4.06 3.43 3.74

Table 3: Evaluation results across all metrics for ablation study on Wikipedia dataset. LLM denotes GPT-4
specifically. - C, - O, - F, - R, -S denote model variants w/o Clarify-STM, w/o Outline, w/o Refusal, w/o Revise-
LTM, w/o Segment, respectively.

for retaining history processed input segments.
2) w/o Outline removes the Outline component
in PLAN. Consequently, Calibrated-QA is also re-
moved, and retrieval is based solely on the clarified
input segment without any generated questions.
3) w/o Refusal removes confidence calibration in
QA, resulting in no refusal in answering questions.
4) w/o Revise-LTM removes the Revise compo-
nent in Write, as well as the long-term memory for
storing history generated output.
5) w/o Segment removes text segmentation, and
the input exemplar text was processed as a single
block in the PLAN-THEN-ADAPT process, bypass-
ing recurrent steps.

We evaluate these variants with the Wikipedia
dataset on all metrics. As the GPT 4-based results
shown in Table 3 (additional results on LLaMA
3-based variants are included in Appendix F), we
find that the Outline (or PLAN) component sig-
nificantly contributes to the overall model perfor-
mance, demonstrating the effectiveness of using
questions as a format of outlines for guiding factual
adaptive-imitative generation. Additionally, the Re-
fusal mechanism enhances the generation of factual
content; removing it results in a decrease in factual-
ity. Overall, the full REPA model exhibits the best
performance across all metrics on the Wikipedia
dataset, and each component of REPA plays a cru-
cial role in improving its overall performance.

5.3 Human Evaluation of LLM Judge

Following the methodology of Zheng et al. (2024),
we measured the agreement between the LLM-
judge and human annotators, calculated as the
probability that both parties would select the same
model output from a randomly chosen pair. As
shown in Table 4, there is a strong correlation be-
tween LLM and human judgments, with mean
agreement scores of 79.0% for Imitativeness and
82.9% for Adaptiveness. These results demonstrate
that our LLM-judge metrics align closely with hu-
man judgments, validating their reliability. More-

over, the LLM-judge’s agreement rates were com-
parable to or exceeded inter-annotator agreement
among humans, which was 79.2% for Imitativeness
and 80.8% for Adaptiveness. Additional details are
included in Appendix H.

Dataset I. - w/o tie A. - w/o tie

LLM-Human 79.0% 82.9%
Human-Human 79.2% 80.8%

Table 4: Agreements on Imitativeness (I.) and Adaptive-
ness (A.) metrics.

6 Conclusion and Discussion

In summary, we introduce a new, practical yet
under-explored task: Exemplar-Based Expository
Text Generation. To ensure cross-topic consistency,
address cross-topic variability, and scale to long-
form text, we propose REPA (RECURRENT PLAN-
THEN-ADAPT), a model incorporating two memory
structures–a short-term memory and a long-term
memory. To address the limitations of existing
evaluation metrics, we employ LLM-as-a-Judge to
develop task-specific evaluators alongside estab-
lished metrics. Extensive comparisons and ablation
studies on three diverse, newly collected datasets
demonstrate the effectiveness of our model across
basic generation metrics, factuality metrics, and
task-specific metrics, including imitativeness, adap-
tiveness, and adaptive-imitativeness.

Limitations

While our REPA model demonstrates promising
results, several limitations remain. Firstly, our pro-
posed Exemplar-Based Expository Text Generation
task is explicitly designed to generate expository
texts using a high-quality exemplar from a simi-
lar topic. The goal of our task is to "write like the
best", which inherently assumes that a well-crafted
and topically relevant exemplar is provided. The
quality and topical alignment of the exemplar are
fundamental premises of our approach, and our
study is scoped around these assumptions. How-
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ever, scenarios involving low-quality or dissimilar
exemplars pose challenges to the model’s perfor-
mance, and future work might explore these scenar-
ios. Additionally, although our recurrent prompting
pipeline enhances performance, it may introduce in-
efficiencies compared to certain baseline methods.
Moreover, the reliance on large language models
(LLMs) such as GPT-4 and LLaMA 3 limits appli-
cability in resource-constrained environments.

Future work could address these limitations in
several ways. First, exploring methods for on-
demand retrieval of relevant knowledge could mit-
igate the occasional inaccuracies generated by
LLMs and improve overall efficiency. Second, in-
corporating multiple exemplars, rather than relying
on a single one, may enhance generalization by
broadening the diversity and scope of the output.
Using exemplars from related topics could provide
a more comprehensive perspective, enabling richer
and more varied content generation.
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A A Complete Example

We present a complete running example of the in-
puts and outputs for each module in a recurrent
step in Figure 3.

B Prompts for Model

In our proposed REPA model, we use five prompts
in each PLAN-THEN-ADAPT recurrent step to
achieve fine-grained control of LLMs: the Clar-
ify prompt (Figure 4), Outline prompt (Figure 5),
Calibrated-QA prompt (Figure 6), Write prompt
(Figure 7), and Summarize prompt (Figure 8).
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Figure 3: A complete running example.
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Figure 4: Prompt of the Clarify component in PLAN stage.

Figure 5: Prompt of the Outline component in PLAN stage.

Figure 6: Prompt of the Calibrated-QA component in ADAPT stage.
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Figure 7: Prompt of the Write component in ADAPT stage.

Figure 8: Prompt of the post-Write summarization step in ADAPT stage.
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C Case Study on Longer Texts

Given the lack of extensive, high-quality, paired
longer-text datasets, we evaluated our model’s ca-
pacity for generating extended outputs using a man-
ually curated example. Specifically, we tasked the
model with generating a lengthy text on a target
topic, "Beyoncé" (Table 6) based on an exemplar
on "Taylor Swift" (Table 5). In future research,
larger-scale evaluations with additional longer-text
datasets could provide more comprehensive assess-
ments.

D Details on Task-Specific LLM-Judge

D.1 Implementation Details

Recent research (Zheng et al., 2024) suggests that
Large Language Models (LLMs) such as GPT-4 or
LLaMA perform comparably to humans in evaluat-
ing model performance. Consequently, we leverage
LLMs to evaluate Imitativeness and Adaptiveness.
Specifically, we compare model outputs with ex-
emplars for Imitativeness (prompt in Figure 9) and
with both exemplars and ground truths for Adaptive-
ness (prompt in Figure 10), and to provide ratings
from 1 to 5 for each aspect. Built upon Imita-
tiveness and Adaptiveness, we propose Adaptive-
Imitativeness, a composite score that measures the
model’s performance in handling both cross-topic
consistency and variability, akin to the calculation
of an F1 score.

D.2 Discussion on Known Limitations

There are known limitations of LLM-as-a-judge
such as verbosity and self-enhancement biases, and
we’d like to clarify in this section.
Verbosity bias means LLM judges favor longer,
verbose responses compared to shorter alternatives.
However, our proposed REPA, despite having the
best performance, usually generates the shortest
output length, as shown in Table 7 below. There-
fore, REPA’s performance is still convincing given
the verbosity bias.
Self-enhancement bias implies LLM judges may
favor the answers generated by themselves. How-
ever, we do not have comparisons between meth-
ods built on different backbone LLMs, as we com-
pare all methods on GPT-4 (or on LLaMA 3) only.
Therefore, self-enhancement bias does not influ-
ence our evaluation.

E Details on NLI-based Metrics

Inspired by FActScore (Min et al., 2023), we use
NLI-based metrics to assess factuality by decom-
posing model outputs into sentence-level facts and
classifying whether each fact entails or contra-
dicts the ground truths, which serve as the knowl-
edge source of the target topic given the context
of source text’s content. Specifically, we use the
public HuggingFace checkpoint "geckos/bart-fined-
tuned-on-entailment-classification". Its accuracy
on SNLI corpus (Bowman et al., 2015) is 85.9%
on training set and 86.1% on testing set, which is
satisfactory for classifying entailment.

To validate the correlation of NLI-based
metrics with human evaluations for hallucina-
tion/correctness assessment in our datasets, we
conducted a human evaluation study. Specifically,
we engaged three expert human annotators, inde-
pendent of the paper, with experience in NLP and
fact-checking. We randomly selected 50 task data
samples from each dataset, totally 150 task data
samples, each associated with two model outputs:
LLM+Retr and RoM, to ensure a relatively bal-
anced evaluation dataset.

For each model output, we decomposed it into
sentence-level facts, resulting in 1032 facts (evalua-
tion samples). Each fact was paired with its ground
truth target text as the knowledge source. The three
expert annotators were then asked to classify each
fact as Supported, Not-supported, or Irrelevant, cor-
responding to Entail, Contradict, or Neutral in the
NLI-based assessment.

The human evaluation results indicated 43% Sup-
ported and 46% Not-supported evaluation samples.
The Fleiss’s Kappa for inter-annotator agreement is
0.78, demonstrating high reliability. The accuracy
of the NLI-based assessment is 83.7%, confirming
its effectiveness for evaluating the correctness of
model outputs.

F Additional Results and Discussions

Evaluation results for REPA and baselines built
on LLaMA 3 are presented in Table 8 and Ta-
ble 9, where the former covers basic and factuality
metrics and the latter covers task-specific metrics.
The results revealed that REPA consistently out-
performed baselines in factuality and task-specific
metrics. While some baselines demonstrated strong
performance on basic generation metrics (e.g., R1,
R2, RL, Meteor, BLEU) and imitativeness, they
exhibited significantly higher hallucination rates
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Taylor Alison Swift (born December 13, 1989) is an American singer-songwriter and director. Taylor Swift is

regarded as an influential cultural figure of the 21st century. Taylor Swift is regarded as an influential cultural figure of

the 21st century. Throughout her career, Taylor Swift has been recognized for her heartfelt lyrics and catchy melodies.

She rose to fame following the release of her self-titled debut album in October 2006.

Starting her career as a solo artist, Taylor Alison Swift has achieved global superstardom, including winning

the Grammy Award for album of the year for Midnights (2022), suggesting she is among the best-selling artists

of all time. Taylor Swift’s self-titled debut album was released in October 2006. She then followed with the U.S.

number-one solo albums "Taylor Swift" (2006), "Fearless" (2008), and "Speak Now" (2011). After creating her own

management company, 13 Management, Taylor Swift achieved critical acclaim for her self-titled debut album "Taylor

Swift," which explored themes such as love, dreams, and personal experiences as a teenager.

Taylor Swift’s most successful songs on the Billboard Hot 100 include her numerous hits that have defined her

career. Outside of music, Taylor Swift has starred as an actress in films such as The Pink Panther (2006), Obsessed

(2009), and The Lion King (2019). Taylor Swift has made a significant name for herself in the music industry. Her

accolades include a record 32 Grammy Awards (including the 2010 Song of the Year), as well as 26 MTV Video

Music Awards (including the 2014 Michael Jackson Video Vanguard Award) – all of which are more than any other

artist in the music industry. She is known for her significant impact on contemporary music and her successful tours.

Taylor Alison Swift was born on December 13, 1989, at the hospital in West Reading, Pennsylvania to Andrea

Gardner Swift (née Finlay), a mutual fund marketing executive, and Scott Kingsley Swift, a stockbroker for Merrill

Lynch. Taylor Swift’s mother, Andrea Gardner Swift, worked in mutual fund marketing, and her father, Scott Kingsley

Swift, was a stockbroker. Taylor Swift is a distinguished artist with no familial ties to Giselle Knowles-Carter or

Solange Knowles. Taylor Swift’s immediate family includes her parents, Scott Kingsley Swift and Andrea Gardner

Swift.

Taylor Swift’s interest in music and performing was evident from a young age, showcasing her talents in a school

talent show. Taylor Swift’s voice captivates audiences with her heartfelt lyrics and catchy melodies, marking her as

a significant figure in contemporary music. Her vocal abilities distinguish her as a significant figure in contemporary

music.

Taylor Swift’s music is generally pop and country, captivating audiences with her heartfelt lyrics and catchy

melodies. Taylor Swift almost exclusively releases her songs in English. Taylor Swift’s early career was centered on

country music, showcasing her storytelling abilities and personal experiences through her songs. She then transitioned

to pop music, marking a significant shift in her musical style and broadening her appeal to a global audience. She

is tied with American lyricist Diane Warren at third with nine songwriting credits on number-one singles. The con-

troversy surrounding Taylor Swift’s songwriting credits began with interviews in which she attributed herself as the

songwriter for songs in which she was a co-writer or for which her contributions were marginal.

Taylor Swift’s global superstardom and history of winning prestigious awards, such as the Grammy for album of

the year for Midnights in 2024, showcase her strong and dedicated fan base that likely contributes to her high sales

figures. Taylor Swift’s success has made her a cultural icon, captivating audiences with heartfelt lyrics and catchy

melodies. She has become one of the most influential artists in contemporary music. She was the highest-paid musi-

cian of 2016, underscoring her significant influence in the music industry.

Writing for a leading entertainment outlet, it could be said that Taylor Swift has been a defining figure in music

since 2010. Her approach to narrative songwriting and personal connection with audiences showcases the power of

storytelling in music. Taylor Swift has been credited with reviving the album as an art form in an era dominated by

singles and streaming.

Table 5: REPA’s source text on "Taylor Swift".
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Beyoncé Giselle Knowles-Carter (born September 4, 1981) is an American singer-songwriter and businesswoman.

Beyoncé is regarded as an influential cultural figure of the 21st century. Throughout her career, Beyoncé has been

recognized for her distinctive vocal range and live performances. She rose to fame in the late 1990s as the lead singer

of Destiny’s Child.

Starting her career in the music industry, Beyoncé formed the singing-rapping girl group Destiny’s Child in

1990 with childhood friends. She has achieved global superstardom, recognized for her distinctive vocal range, live

performances, and as an influential cultural figure of the 21st century. Her success extends to music, business, and a

significant social media presence with millions of followers. It is reasonable to infer that she is among the best-selling

artists of all time. She then followed with the U.S. number-one solo albums "B’Day" (2006) and "4" (2011). After

achieving fame as the lead singer of Destiny’s Child, Beyoncé embarked on a solo career with her self-titled debut

album "Beyoncé."

Beyoncé’s most successful songs on the Billboard Hot 100 include her numerous hits that have defined her career.

Beyoncé has made a significant name for herself in the music industry. Her accolades include the 2010 Song of the

Year Grammy Award for "Single Ladies (Put a Ring on It)." She is known for her significant impact on contemporary

music and her successful tours.

Beyoncé Giselle Knowles-Carter was born on September 4, 1981, at the hospital in Houston, Texas to Tina

Knowles, a businesswoman in the fashion industry, and Mathew Knowles, involved in her music career. Beyoncé’s

mother, Tina Knowles, worked in the fashion industry, and her father, Mathew Knowles, was involved in her music

career. Beyoncé’s immediate family includes her parents, Tina Knowles (née Beyincé) and Mathew Knowles.

Beyoncé’s interest in music and performing was evident from a young age, showcasing her talents by forming

the singing-rapping girl group Destiny’s Child with childhood friends when she was nine years old. Beyoncé’s voice

captivates audiences with her distinctive vocal range and live performances, marking her as a significant figure in

contemporary music. Her vocal abilities distinguish her as a significant figure in contemporary music.

Beyoncé’s music is generally pop, R&B, and hip hop, captivating audiences with her heartfelt lyrics and catchy

melodies. Beyoncé almost exclusively releases her songs in English. Beyoncé’s early career focused on R&B and pop

music, highlighting her storytelling skills and personal experiences in her songs. She transitioned to pop music, broad-

ening her appeal to a global audience. She is tied with American lyricist Diane Warren at third with nine songwriting

credits on number-one singles.

Beyoncé’s history of winning prestigious awards, such as the Grammy Awards, showcases her global superstar-

dom and strong, dedicated fan base that likely contributes to her high sales figures. Beyoncé’s success has made her a

cultural icon, captivating audiences with her distinctive vocal range and live performances. She has become one of the

most influential artists in contemporary music. She was the highest-paid musician of 2016, underscoring her significant

influence in the music industry.

Writing for a leading entertainment outlet, it could be said that Beyoncé has been a defining figure in music

since 2010. Her approach to narrative songwriting and personal connection with audiences showcases the power of

storytelling in music. Beyoncé has effectively navigated the shift towards streaming and singles, maintaining her

relevance and success in the music industry.

Table 6: REPA’s generated text for "Beyoncé".
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Figure 9: Prompt of Imitativeness evaluation.

Figure 10: Prompt of Adaptiveness evaluation.

and reduced adaptiveness. These findings reinforce
the limitation of basic generation metrics for this
task and highlight the importance of factuality and
task-specific evaluation.

Though REPA exhibited minor instability in ba-
sic generation metrics with smaller backbones, it
remained robust on critical metrics for the zero-
shot task (e.g., NLI, A., A.-I.), demonstrating
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Method Length Ratio Avg Length

RePA 0.9497 109.55
LLM 1.2076 140.75
LLM+Retr 1.0438 121.65
RoM 1.0928 127.15
RoM+Retr 1.1113 128.9
IRP 1.0481 121.35
Default 1.0754 110.74
Gold 1.0 116.0

Table 7: Output length comparison of REPA and base-
lines on Wikipedia dataset with GPT-4 backbone.

its robustness even with constrained computa-
tional resources. Additionally, larger LLMs con-
sistently achieved better performance across both
task-specific and basic generation metrics, further
supporting the necessity of strong backbone LLMs
for achieving optimal performance with REPA.

Additional ablation study results on LLaMA 3-
based models are shown in Table 10.

Moreover, since our proposed REPA framework
involves multiple intermediate steps, there is a
risk of cascading errors. Specifically, our observa-
tions show that when the Clarify component makes
mistakes–such as incorrectly identifying the an-
tecedents of pronouns–the Outline component is
likely to follow suit, producing inaccurate topic-
centric outlines and misguiding the subsequent
ADAPT stage. Additionally, the QA component
tends to encounter challenges due to the limitations
of retrievers for topic retrieval and the DPR model
for question-based retrieval, which can result in
retrieving irrelevant information. This, in turn, af-
fects the Write component, leading to omissions of
crucial facts and an incomplete final output.

Although multi-step pipelines inherently pose
a risk of error propagation, we have implemented
several mechanisms to minimize this risk. For ex-
ample, in the final "Write" step, which follows the
"Calibrated-QA" process in Adapt, the original
input segment is included in the prompt to regular-
ize the generated output (Figure 7). This design
helps mitigate potential errors from earlier stages.
Furthermore, as demonstrated in our ablation study
(Table 3, 10), removing any step in the pipeline
degrades performance. This finding underscores
that every stage contributes positively to the over-
all efficacy of REPA. Therefore, while the risk of
error propagation is a theoretical consideration, its
practical impact on performance is minimal.

G Case Study

We further conduct case studies to examine the out-
puts from different models compared with target
text and show an example in Table 11. We find
that both LLM and RollingLLM achieve good im-
itativeness, as they cover all talking points from
the source text. However, these “adapted facts" are
not correct for the target topic, indicating that both
models struggle with adaptive imitation – failing to
generate well-adapted content that is relevant and
factual to the target topic.

For LLM+Retr and RoM+Retr, which are
equipped with retrieval from the same knowledge
sources as described in Section 4, the factuality
improves. However, there are still facts that are
incorrect for the target topic. This shows that adap-
tiveness remains an issue, as these models fail to
retrieve the best knowledge and correctly incorpo-
rate it into the generated texts.

In contrast, our proposed model can generate text
that is both imitative of the source text and perfectly
adapted to the target topic. It takes into account
cross-topic consistency and variability, demonstrat-
ing that our proposed model significantly improves
upon the baselines for our task. This illustrates the
effectiveness of our approach in generating content
that is not only imitative to the source text but also
well-suited to the target topic.

H Human Evaluation on LLM Judge

To assess the effectiveness of our proposed LLM-
as-a-Judge metrics, we conducted a human evalua-
tion study by comparing LLM-judged outputs with
human judgements. We recruited three expert anno-
tators, all graduate students with specialized knowl-
edge in NLP, to evaluate model outputs using the
same instructions given to the LLMs (Figure 9 and
10). The study involved 50 randomly selected sam-
ples from each of three datasets (a total of 150 sam-
ples). Each sample comprised task inputs paired
with outputs from nine models, including our pro-
posed RePA model and eight baselines described in
Section 4.2, with GPT-4 used for LLM-based base-
lines. This process resulted in 1,350 outputs eval-
uated per LLM-judge metric. Each model outputs
was evaluated based on two criteria: Imitativeness
(Figure 9) and Adaptiveness (Figure 10). All three
annotators independently assessed each output. We
then follow (Zheng et al., 2024) to first convert the
single-answer grading into pairwise comparison
results (5.4k votes), then calculate the probabil-
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Datasets Models R1↑ R2↑ RL↑ RLsum↑ Meteor↑ BLEU↑ Halluc↓ NLI-E↑ NLI-C↓

Wikipedia

LLaMA 3 70B
REPA 0.8164 0.6937 0.7727 0.7736 0.7888 0.6598 7.5361 0.7992 0.0741
LLM 0.8158 0.6912 0.7733 0.7709 0.8161 0.6468 11.6726 0.4181 0.4352
LLM+Retr 0.8038 0.6997 0.7693 0.7720 0.7740 0.6531 10.4543 0.6108 0.2811
RoM 0.7983 0.6690 0.7566 0.7537 0.8024 0.6289 12.3465 0.4066 0.4669
RoM+Retr 0.7843 0.6668 0.7492 0.7505 0.7645 0.6001 10.7982 0.5678 0.3182

LLaMA 3 8B
REPA 0.6105 0.4489 0.5295 0.5253 0.5196 0.3344 13.6244 0.7509 0.0963
LLM 0.7329 0.5870 0.6916 0.6899 0.7098 0.5729 15.3616 0.3950 0.4766
LLM+Retr 0.7073 0.6079 0.6849 0.6809 0.6560 0.5606 13.0367 0.5580 0.3434
RoM 0.5711 0.4280 0.5316 0.5309 0.4617 0.3540 12.7861 0.3190 0.5181
RoM+Retr 0.6286 0.5119 0.5915 0.5830 0.5624 0.4634 15.6738 0.5835 0.2497

RoleEE

LLaMA 3 70B
REPA 0.9178 0.8730 0.9079 0.9084 0.9211 0.7873 4.5693 0.9022 0.0245
LLM 0.8585 0.7586 0.8421 0.8421 0.8820 0.6936 11.1463 0.2957 0.6443
LLM+Retr 0.8859 0.8058 0.8541 0.8546 0.8704 0.6932 7.0544 0.7787 0.1390
RoM 0.8427 0.7367 0.8265 0.8261 0.8678 0.6725 11.6951 0.2253 0.7393
RoM+Retr 0.9223 0.8724 0.9070 0.9063 0.9259 0.7817 6.2451 0.7253 0.2090

LLaMA 3 8B
REPA 0.6063 0.5181 0.5236 0.5236 0.7112 0.3461 9.9206 0.8366 0.0496
LLM 0.8137 0.6913 0.7975 0.7990 0.8340 0.6225 14.0902 0.1467 0.8070
LLM+Retr 0.7807 0.6966 0.7654 0.7664 0.7629 0.6311 12.0810 0.6970 0.2127
RoM 0.7950 0.6762 0.7759 0.7778 0.8028 0.6178 13.5541 0.1313 0.8290
RoM+Retr 0.7374 0.6556 0.7172 0.7184 0.7223 0.5381 13.7997 0.6190 0.1958

USNews

LLaMA 3 70B
REPA 0.8846 0.8268 0.8543 0.8547 0.9062 0.7759 5.8306 0.7038 0.0282
LLM 0.8296 0.7404 0.8062 0.8073 0.8599 0.7056 11.8293 0.3527 0.5633
LLM+Retr 0.7888 0.6888 0.7676 0.7691 0.8040 0.6136 13.8425 0.4020 0.4473
RoM 0.7818 0.6885 0.7611 0.7618 0.8446 0.6395 14.5091 0.3413 0.5153
RoM+Retr 0.7765 0.6791 0.7572 0.7579 0.8089 0.6239 13.4760 0.3246 0.4407

LLaMA 3 8B
REPA 0.6520 0.5296 0.6122 0.6119 0.7223 0.3832 16.9316 0.6519 0.0512
LLM 0.8011 0.7040 0.7874 0.7880 0.8389 0.6309 12.5432 0.3480 0.5593
LLM+Retr 0.7387 0.6392 0.7215 0.7215 0.7497 0.5543 13.5612 0.4338 0.4046
RoM 0.5259 0.4243 0.4933 0.4926 0.4806 0.3956 16.7682 0.3050 0.3474
RoM+Retr 0.6420 0.5242 0.6147 0.6116 0.6751 0.4182 20.7881 0.3146 0.3481

Table 8: Evaluation results on basic and factuality metrics. LLM denotes LLaMA 3.

ity of both–LLM-judge and a randomly selected
human judge, or two randomly selected human
judges–agreeing on a randomly selected pairwise
comparison, to calculate LLM-human agreement
or human-human agreement. Additional results are
shown in Table 12.

I Practical Application Latency and Cost

To estimate latency and costs, we used a subset
of the Wikipedia dataset, and calculated latency
in terms of API calls and the cost per output to-
ken, based on x=$15/1M tokens (OpenAI GPT-4
pricing). The results are summarized in Table 13.
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Datasets Models I.↑ A.↑ A.-I.↑

Wikipedia

LLaMA 3 70B
REPA 4.14 3.70 3.80
LLM 4.72 2.60 3.25
LLM+Retr 4.22 2.74 3.15
RoM 4.60 2.38 3.07
RoM+Retr 4.16 2.58 3.06

LLaMA 3 8B
REPA 3.88 2.72 3.06
LLM 4.74 2.00 2.71
LLM+Retr 4.12 2.42 2.89
RoM 3.44 1.68 2.18
RoM+Retr 3.78 1.80 2.37

RoleEE

LLaMA 3 70B
REPA 4.76 4.58 4.64
LLM 4.78 2.56 3.12
LLM+Retr 4.64 3.86 4.03
RoM 4.84 1.94 2.61
RoM+Retr 4.62 3.68 3.93

LLaMA 3 8B
REPA 3.96 3.22 3.38
LLM 4.90 1.92 2.63
LLM+Retr 4.54 2.52 2.87
RoM 4.48 1.50 2.17
RoM+Retr 4.12 2.96 3.27

USNews

LLaMA 3 70B
REPA 4.32 4.22 4.22
LLM 4.24 2.58 3.10
LLM+Retr 4.22 2.36 2.94
RoM 4.68 2.58 3.22
RoM+Retr 4.10 2.16 2.80

LLaMA 3 8B
REPA 4.08 3.64 3.77
LLM 4.42 2.32 2.94
LLM+Retr 4.14 1.88 2.52
RoM 3.08 1.56 2.04
RoM+Retr 3.92 1.94 2.59

Table 9: Evaluation results on task-specific metrics.
LLM denotes LLaMA 3. I. denotes Imitativeness,
A. denotes Adaptiveness, and A.-I. denotes Adaptive-
Imitativeness.
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R1↑ R2↑ RL↑ RLsum↑ Meteor↑ BLEU↑ Halluc↓ ↑NLI-E ↓NLI-C I.↑ A.↑ A.-I.↑
Full 0.8164 0.6937 0.7727 0.7736 0.7888 0.6598 7.5361 0.7992 0.0741 4.14 3.70 3.7996
- C 0.7945 0.6806 0.7409 0.7411 0.6997 0.6057 8.6106 0.7416 0.0974 4.18 3.56 3.7403
- O 0.7489 0.6375 0.6932 0.6969 0.7167 0.5573 10.3022 0.5971 0.2569 4.04 2.46 2.9267
- F 0.7918 0.6640 0.7239 0.7263 0.7010 0.5986 8.7846 0.7039 0.1442 4.14 3.28 3.5330
- R 0.7391 0.5958 0.6708 0.6746 0.6445 0.5191 8.3785 0.7658 0.0916 4.06 3.68 3.7758

Table 10: Evaluation results across all metrics for ablation study on Wikipedia dataset. LLM denotes LLaMA 3 70B
specifically. I. denotes Imitativeness, A. denotes Adaptiveness, and A.-I. denotes Adaptive-Imitativeness. - C, - O, -
F, - R denote model variants w/o Clarify, w/o Outline, w/o Refusal, w/o Revise, respectively.
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Type Text

Source Belebeyevsky District (Russian: Белебеéевский райоéн, romanized: Belebeyevskiy rayon; Bashkir
and Tatar: Бәләбәй районы, Bäläbäy rayonı; Chuvash: Пелепей районĕ, Pelepey rayonĕ) is an
administrative and municipal district (raion), one of the fifty-four in the Republic of Bashkortostan, Russia. It
is located in the west of the republic and borders with Tuymazinsky and Buzdyaksky Districts in the north,
Davlekanovsky District in the east, Alsheyevsky District in the southeast, Bizhbulyaksky District in the south,
and with Yermekeyevsky District in the west. The area of the district is 1,911.2 square kilometers (737.9 sq
mi). Its administrative center is the town of Belebey (which is not administratively a part of the district). As
of the 2010 Census, the total population of the district was 41,708.

Target Davlekanovsky District (Russian: Давлекаéновский райоéн; Bashkir: Дәүләкән районы, Däwläkän
rayonı) is an administrative and municipal district (raion), one of the fifty-four in the Republic of Bashko-
rtostan, Russia. It is located in the center of the republic and borders with Blagovarsky and Chishminsky
Districts in the north, Karmaskalinsky District in the northeast, Aurgazinsky District in the east, Alsheyevsky
District in the south, Belebeyevsky District in the west, and with Buzdyaksky District in the northwest. The
area of the district is 1,907 square kilometers (736 sq mi). Its administrative center is the town of Davlekanovo
(which is not administratively a part of the district). As of the 2010 Census, the total population of the district
was 18,392.

REPA Davlekanovsky District (Russian: Давлекаéновский райоéн, romanized: Davlekanovsky rayon; Bashkir:
Дәүләкән районы, Däwläkän rayonı) is an administrative and municipal district (raion), one of the
fifty-four in the Republic of Bashkortostan, Russia. It is located in the center of the Republic of Bashkortostan
and is bordered by Blagovarsky and Chishminsky Districts to the north, Aurgazinsky District to the east and
southeast, Alsheyevsky District to the south, and Belebeyevsky District to the west. The area of the district is
1,907 square kilometers (736 sq mi). Its administrative center is the town of Davlekanovo. As of the 2010
Census, the total population of the district was 18,392.

LLM Davlekanovsky District (Russian: Давлекановский райоéн, romanized: Davlekanovskiy rayon; Bashkir
and Tatar: Дәүләкән районы, Däwläkän rayonı; Chuvash: Давлекан районĕ, Davlekan rayonĕ) is an
administrative and municipal district (raion), one of the fifty-four in the Republic of Bashkortostan, Russia. It
is situated in the southeast of the republic and shares borders with Belebeyevsky and Alsheyevsky Districts in
the west, Sterlitamaksky District in the north, Ishimbaysky District in the northeast, Gafuriysky District in the
east, and with Kugarchinsky District in the south. The district spans an area of 1,540 square kilometers (594.6
sq mi). The administrative center of the district is the town of Davlekanovo (which is not administratively a
part of the district). According to the 2010 Census, the total population of the district was 36,950.

LLM+Retr Davlekanovsky District (Russian: Давлекановский район, romanized: Davlekanovskiy rayon; Bashkir
and Tatar: Дәүләкән районы, Däwläkän rayonı; Chuvash: Давлекан районӗ, Davlekan rayonĕ) is an
administrative and municipal district (raion), one of the fifty-four in the Republic of Bashkortostan, Russia. It
is located in the center of the republic and borders with Blagovarsky and Chishminsky Districts in the north,
Karmaskalinsky District in the northeast, Aurgazinsky District in the east, Alsheyevsky District in the south,
Belebeyevsky District in the west, and with Yermekeyevsky District in the northwest. The area of the district
is 2,300 square kilometers (888 sq mi). Its administrative center is the town of Davlekanovo (which is not
administratively a part of the district). As of the 2010 Census, the total population of the district was 46,500.

RoM Davlekanovsky District (Russian: Давлекановский райоéн, romanized: Davlekanovskiy rayon; Bashkir:
Дәүләкән районы, Däwläkän rayonı; Tatar: Дәүләкан районы, Däwläkan rayonı) is an administrative
and municipal district (raion), one of the fifty-four in the Republic of Bashkortostan, Russia. It is situated in
the eastern part of the republic and shares borders with Belebeyevsky and Alsheyevsky Districts in the west,
Tuymazinsky District in the north, Karmaskalinsky District in the northeast, Blagovarsky District in the east,
and with Chekmagushevsky District in the south. The area of the district is 1,502 square kilometers (580 sq
mi). Its administrative center is the town of Davlekanovo (which is not administratively a part of the district).
As of the 2010 Census, the total population of the district was 46,857.

RoM+Retr Davlekanovsky District (Russian: Давлекановский район, romanized: Davlekanovskiy rayon; Bashkir:
Дәүләкән районы, Däwläkän rayonı) is an administrative and municipal district (raion), one of the
fifty-four in the Republic of Bashkortostan, Russia. It is located in the center of the republic and borders with
Blagovarsky and Chishminsky Districts in the north, Karmaskalinsky District in the northeast, Aurgazinsky
District in the east, Alsheyevsky District in the south, Belebeyevsky District in the west, and... The area of the
district is 2,300 square kilometers (888 sq mi). Its administrative center is the town of Davlekanovo (which
is not administratively a part of the district). As of the 2010 Census, the total population of the district was
24,073.

Table 11: Case study of a Wikipedia example comparing proposed model with GPT-4 related baselines.
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Dataset I. - w/ tie I. - w/o tie A. - w/ tie A. - w/o tie

Wikipedia 57.3% 78.0% 62.1% 82.7%
RoleEE 58.7% 78.3% 59.7% 81.3%
USNews 58.6% 80.7% 62.7% 84.8%
Mean 58.2% 79.0% 61.5% 82.9%

Table 12: Agreement between LLM-judge and human-
judge on Imitativeness (I.) and Adaptiveness (A.) met-
rics, including w/ and w/o tie votes for calculating agree-
ment.

Methods Mean API calls (times) Costs per output token (x=$15/1M)

RePA 39 50.1
LLM 1 1.5
LLM+Retr 1 2.7
RoM 5 1.7
RoM+Retr 5 8.2

Table 13: Model latency and costs.
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