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Abstract

Contextual large language model embeddings
are increasingly utilized for topic modeling and
clustering. However, current methods often
scale poorly, rely on opaque similarity met-
rics, and struggle in multilingual settings. In
this work, we present a novel, scalable, in-
terpretable, hierarchical, and multilingual ap-
proach to clustering news articles and social
media data. To do this, we first train multi-
lingual Matryoshka embeddings that can de-
termine story similarity at varying levels of
granularity based on which subset of the dimen-
sions of the embeddings is examined. This em-
bedding model achieves state-of-the-art perfor-
mance on the SemEval 2022 Task 8 test dataset
(Pearson ρ = 0.816). Once trained, we develop
an efficient hierarchical clustering algorithm
that leverages the hierarchical nature of Ma-
tryoshka embeddings to identify unique news
stories, narratives, and themes. We conclude
by illustrating how our approach can identify
and cluster stories, narratives, and overarching
themes within real-world news datasets.

1 Introduction

The news ecosystem is increasingly globalized and
fractured, with news stories and misinformation
spreading across thousands of news websites and
between countries’ news ecosystems (Rupnik et al.,
2016). For example, during the Russian invasion of
Ukraine, a propaganda story about the Nazi com-
position of the Ukrainian government published in
Russia was covered extensively elsewhere — not
just in Russia and Ukraine, but also in the US,
China, and throughout the Global South (Blank,
2022; Hanley et al., 2023). Understanding how
media outlets cover events is crucial for identifying
biases in news platforms, gaps in coverage, and
how news ecosystems interact and influence each
other (Hanley et al., 2025; Bisandu et al., 2018).

Despite the importance of understanding news
coverage in a multilingual and global setting (Chen

et al., 2022b; Bisandu et al., 2018), most current
approaches that use LLM-based text embeddings
are monolingual, do no not scale, or are unable to
differentiate between news stories and narratives at
varying levels of granularity (i.e., identify different
overarching themes, topics, and individual narra-
tives) (Hanley et al., 2024; Chen et al., 2022b; Groo-
tendorst, 2022; Nielsen and McConville, 2022; Xu
et al., 2022; Abdelrazek et al., 2023). Beyond
decoder-based large language models like Ope-
nAI’s GPT-4 and Anthropic’s Claude, which re-
main prohibitively expensive for processing docu-
ments at scale, encoder-based models often simply
identify the “similarity” overlap of two news arti-
cles via the cosine-similarity of their embeddings.
Given that this similarity is usually weakly defined,
identifying larger themes among documents with
encoder-based models remains challenging (Chen
et al., 2022b; Chambers and Jurafsky, 2009). Fur-
thermore, even with highly interpretable and robust
embeddings, clustering-based approaches to extract
out different individual stories are often difficult to
utilize because the number of news stories, topics,
and themes reported is not known a priori (Monath
et al., 2021; Hanley et al., 2024; Jiang et al., 2012;
Dinari and Freifeld, 2022). As a result, developing
algorithms that can automatically determine the
number of news stories, topics, and themes within
a dataset is essential, unlike traditional approaches
such as LDA and K-means (Jelodar et al., 2019;
Ahmed et al., 2020).

To address these challenges, in this work, we
introduce a novel adaptation of multilingual hierar-
chical Matryoshka embeddings and a hierarchical
clustering algorithm adapted for clustering seman-
tically similar news articles. Our multilingual Ma-
tryoshka embeddings progressively learn additional
detail in their upper dimensions, allowing for the
identification and differentiation of multilingual
news articles at varying granularities of similarity.
In our approach, the upper dimensions of embed-
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dings are used to determine if two news articles
are about the same event, the middle dimensions to
determine if they address the same topic, and the
lower dimensions to determine if they address the
same theme. Compared to traditional embeddings,
our approach makes similarity calculations at vary-
ing levels more interpretable while also reducing
the cost of similarity calculations. To then identify
distinct news stories, topics, and themes, we de-
velop a novel agglomerative clustering algorithm
that leverages the naturally hierarchical structure
of our Matryoshka embeddings based on the Recip-
rocal Nearest Neighbor algorithm (Monath et al.,
2023). Our contributions are thus:

• The design of a multilingual Matryoshka em-
bedding model capable of differentiating be-
tween news articles at varying levels of se-
mantic similarity that achieves state-of-the-art
performance on the SemEval 2022 Task 8 test
dataset (Pearson ρ = 0.816).

• The design of a hierarchical agglomerative
clustering algorithm that exploits the hierar-
chical nature of our Matryoshka embeddings
and a model capable of providing human-
interpretable summaries of clusters.

We release the weights and synthetic portions of
our training datasets at https://github.com/h
anshanley/multilingual-matryoshka-news.

2 Background and Related Work

Semantic Embeddings. Recent work has inves-
tigated models that encode texts into fixed-length
embeddings that capture their semantic and syn-
tactic meaning (Reimers and Gurevych, 2019; Li
et al., 2024b; Cer et al., 2018). These embeddings
are often used for classification, clustering (Hanley
et al., 2024), semantic textual similarity (Gao et al.,
2021), and retrieval-augmented generation (Gao
et al., 2023). While initial work focused on word
embeddings (Mikolov et al., 2013; Pennington
et al., 2014), recent investigations have concen-
trated on sentence, paragraph, and document-level
representations (Gao et al., 2021; Li et al., 2024b).

Several recent studies have utilized contrastive
learning techniques to achieve state-of-the-art re-
sults in designing both monolingual and multilin-
gual semantic embeddings (Gao et al., 2021). Con-
trastive learning objectives generally seek to bring
items that have the same class or label close to

each other in the embedding space while simulta-
neously distancing items that have different classes
or labels. For example, Gao et al. (2021) use a
contrastive loss objective, dropout, and natural lan-
guage inference to learn monolingual embeddings
on top of BERT and RoBERTa-based models. In
a similar vein, Wang et al. (2022) utilize a dataset
of text pairs and a student-teacher model to train
high-quality embeddings.

Matryoshka Embeddings. Matryoshka represen-
tation learning (MRL) (Kusupati et al., 2022) is a
recent embedding method that seeks to learn flex-
ible nested representations. Namely, MRL opti-
mizes the original loss function (i.e., contrastive
loss) at O(log(d)) different representation sizes of
the full embedding size d. Given a labeled dataset
D = {(x1, y1), . . . , (xN , yN )}, where H are the
corresponding embeddings/d-dimensional repre-
sentations of the datapoints X, and L(·) is the orig-
inal function loss, MRL optimizes the loss across
several nested truncated versions of the embedding.
As shown by Kusupati et al. (2022), this advance-
ment enables more compact representations but
comparably accurate representations of semantic
information for use cases when the storage size or
the flexibility of embeddings is important.

Clustering. Clustering is an unsupervised al-
gorithm that seeks to identify groups of similar
items in a dataset (Bateni et al., 2024). Superfi-
cially, clustering consists of creating partition S =
{C1, · · · , Ck} of a dataset X = {xi}Ni=1, such that⋃

C∈S C = X and ∀C,C ′ ∈ C, C ∩ C ′ = ∅. Clus-
tering has been used for feature extraction (Zhang
et al., 2006), visualization (Schwartz et al., 2020),
and topic analysis (Grootendorst, 2022). In this
work, we modify a hierarchical clustering algo-
rithm called Reciprocal Agglomerative Clustering
(RAC) to make use of Matryoshka embeddings.
We give a brief overview here:

Reciprocal Agglomerative Clustering (RAC). Start-
ing from all data points, RAC progressively merges
clusters in distinct rounds if, among the current set,
clusters are each other’s reciprocal nearest neigh-
bor (RNN) (Sumengen et al., 2021). While re-
quiring the computation of the distance matrix be-
tween clusters, which can be prohibitive, as shown
by Sumengen et al. (2021), since clusters can be
joined together in any particular order without af-
fecting cluster quality, this algorithm is easily par-
allelizable. See Sumengen et al. (2021) for details.
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3 Dataset

We primarily utilize an expanded version of the
SemEval-2022 Task 8: Multilingual news article
similarity dataset (SE-22-t8) (Chen et al., 2022b,
2024). This dataset consists of pairs of news arti-
cles from early 2020 that are graded across vary-
ing aspects of similarity, including their geograph-
ical focus, their narrative schemes, the time pe-
riod in which they were written, and their tone.
We specifically use OVERALL similarity specified
in this dataset, which grades news article pairs
on whether “the two articles cover the same sub-
stantive news story (excluding style, framing, and
tone).” The OVERALL metric is based on human
participants grading article pairs as being “Very
Similar”, “Somewhat Similar”, “Somewhat Dis-
similar”, and “Very Dissimilar.” For example,
“Very Similar” news articles are about the same
news event. We supplement this dataset with Mi-
randa et al. (2018)’s news clustering dataset of
multilingual articles. For this work, we treat ar-
ticles about the same event as defined by Miranda
et al. (2018) as “Very Similar.” We provide ex-
amples of article pairs of varying similarity in
Appendix A; additional examples and the code
book for grading article similarity can be found at
https://zenodo.org/records/6507872 (Chen
et al., 2022b, 2024).

Given that the published dataset does not include
article text, we scraped each of the 37,394 URLs
provided. After removing dead links, unavailable
articles, and articles shorter than 500 characters,
we were left with 24,871 articles in English, Chi-
nese, Spanish, German, Arabic, Italian, Turkish,
Polish, French, and Russian. As recommended
by Chen et al. (2022b), we utilize the newspaper3k
Python library to extract article contents and use
the BeautifulSoup library to remove any HTML
tags, JavaScript, URL hyperlinks, as well as new-
line (\n) and tab characters (\t).
Dataset Augmentations. After scraping the set of
news articles from the expanded SE-22-t8 dataset,
we augment the dataset with synthetic writing style
alterations, entity replacements, and extend the
dataset beyond the original 10 languages.
Stylistic Augmentations. To ensure that the dataset
contains multiple stylistic variations of individual
articles to enable our final trained embeddings to
recognize that different writing styles about the
same event, we use the Open AI model GPT-4o1

1We query GPT-4o (https://openai.com/index/hello

to rewrite each article in the original dataset three
times with a different stylistic variation using the
prompt: “Rewrite, in the article’s own language
(e.g., Spanish, English, Finnish, etc...), the follow-
ing news article with a different style as if it came
from a different website while maintaining the orig-
inal meaning of the article.” See Appendix B for
examples.
Entity Sensitivity. We ensure that our final mod-
els are sensitive to the named entities within dif-
ferent texts, regardless of stylistic similarities be-
tween articles. To do this, as in Mitchell et al.
(2023) and Hanley and Durumeric (2024), we uti-
lize Spacy2 to identify named entities in 10,000 ar-
ticles in the English subsection of the SemEval
dataset and subsequently utilize a T5-based model
T5-1.1-XL to replace these entities with generic
replacements based on the surrounding text. As
argued by Mitchell et al. (2023), genetic language
models like T5 can create “meaningful variations”
upon replacing parts of the text. In line with the
definitions within the SemEval 22 dataset, we treat
these variations as “Somewhat Similar” to their
original versions. Upon replacing these entities, we
additionally translate 500 of these texts to our 53
other leagues using GPT-4o. Altogether, we add an
additional 27,000 examples to our dataset.
Additional Languages. To augment the SE-22-t8
dataset beyond the original 10 languages, for a ran-
dom selection of article pairs in the original dataset,
we query GPT-4o to rewrite the articles to a ran-
dom subset of 28 additional languages from a set
of 54 total languages including Latvian, Chinese,
Japanese, and Albanian (full list in Appendix C).3

We utilize the following prompt: “Translate the
following article into {language}.”

After querying GPT-4o to rewrite and translate
individual article pairs, we take different combina-
tions of translations of the original dataset to in-
crease the size of our dataset. This is such that,
for example, after gathering the 29 translations
(28 queried + original article) of each article, we ex-
tend the original article pair from one data point to
841 data points (i.e., each data point can be paired
with each of the different translations of the oppos-
ing data point). Similarly, after translation, where

-gpt-4o/) given its multilingual capabilities and the reduced
cost per token.

2https://spacy.io/
3https://help.openai.com/en/articles/835786

9-how-to-change-your-language-setting-in-chatg
pt
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each article has 28 translations, we further augment
our dataset by gathering each translation pair and
treating them as a new pair of “Very Similar” ar-
ticles. Altogether, after rewriting and translating
the original set of articles, removing any errors re-
turned by GPT-4o, we extend the original dataset to
4.10M article pairs. We utilize 10% (410K article
pairs) of our SE-22-t8 dataset as validation.

Test Dataset. For our evaluation, in addition to the
original 10-language SE-22-t8 (Chen et al., 2022b)
test split of 3,958 article pairs and 7,842 unique arti-
cles, for each of the 54 languages in our dataset, we
translate 1,300 random test instances. Altogether,
these translations enable us to extend the original
test split to 2.07M examples. In addition to ex-
tending our test set to include languages previously
not within the original SE-22-t8 test dataset, this
extension enables us to further test and ensure the
isomorphism (Marchisio et al., 2022) (i.e., that the
resulting embeddings are language-agnostic) of our
embeddings. Namely, during the evaluation phase
of our work, we estimate the relational similarity
between each non-English language and English.
See the Appendix F for details about the calculation
of relational similarity.

4 Methodology

Our approach operates in two steps. First, we uti-
lize the naturally hierarchical nature of Matryoshka
representation learning (MRL) to train contextual
embeddings that model the relationship from gen-
eral textual concepts down to specific descriptions
of particular events. Second, we use these em-
beddings in a level-wise hierarchical clustering al-
gorithm (Monath et al., 2023) to identify specific
news stories, topics, and themes. While several
previous approaches have sought to build and la-
bel concept hierarchies utilizing embeddings (Le
et al., 2019; Stein et al., 2019; Meng et al., 2020),
we propose using MRL learning and a supervised
approach to first encode generalized hierarchical in-
formation. This allows our clustering algorithm to
directly use the embeddings to create a hierarchical
representation of a text dataset.
Matryoshka Embeddings for Fine-Grained Sim-
ilarity Calculations. As previously noted, Ma-
tryoshka representation learning (MRL) is a
flexible alternative to traditional embedding ap-
proaches, which learns embeddings of varying ca-
pacities through the explicit optimization of lower-
dimensional vectors in a nested fashion (Kusupati

Somewhat Similar Very Similar/SameSomewhat Dissimilar

Figure 1: Matryoshka Representation Learning for em-
bedding hierarchical structure into the contextual em-
beddings of outputted by a semantic encoder.

et al., 2022). However, within this work, rather
than learning the same representation at multiple
dimensions, we use our Matryoshka embeddings to
learn increasingly specific information about news
articles by taking advantage of the similarity labels
from the SE-22-t8 dataset.
Modified AngIE Loss for MRL. To train our Ma-
tryoshka embeddings, we utilize a modified version
of contrastive AngIE loss (Li and Li, 2024), apply-
ing this loss at O(log(d)) different representation
sizes of the full embedding size d (see Figure 1).
We adapt AngIE loss, as it largely depends on the
relative ranking between different datapoint pairs
for calculating loss, allowing us to directly use
the rankings of the similarities (i.e., “Very Simi-
lar” > “Very Dissimilar”) in the SE-22-t8 dataset.
Specifically, given a dataset with set of embedding
pairs xi = (hm,hn) that have labeled similarities
yi = s(hm,hn), AngIE loss consists the sum of a
cosine objective function, (2) a contrastive in-batch
negative objective (2), and finally (3) an angle ob-
jective:

LAngIe = Lcos + Lcontrast + Langle

Lcos = log


1 +

∑

s(hi,hj)

>s(hm,hn)

exp
(

cos(hm,hn)−cos(hi,hj)

τ

)



Lcontrast = −
N∑

i

log

∑
k+ ecos(hi,h

+
k
)/τ

∑N
j=1 e

cos(hi,hj)/τ

Langle = log


1 +

∑

s(hi,hj)>

s(hm,hn)

exp

(
∆θij −∆θmn

τ

)



where τ is the temperature hyperparameter, cos(·, ·)
is the cosine similarity function, and (hi,h

+
k )

within a batch are pairs that have the same class,
label, or are considered to be positives of high sim-
ilarity. For details on how the complex represen-
tations of the contextual text representations are
computed and how the normalized angle differ-
ences are determined, see Appendix D or Li and Li
(2024).
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To adapt the AngIE loss to the MRL setting and
to identify multilingual articles of increasing sim-
ilarity, we make two key changes to the AngIE
objective: (1) at progressively higher dimensions,
we increase the threshold for considering a news
article pair as similar or as positives and (2) we in-
corporate SimCSE (Gao et al., 2021) for improved
monolingual embedding spaces. This is such that
for the loss applied at d/4-dimensions we treat
“Very Dissimilar” pairs as having a labeled cosine
similarity of 0, and all other pairs as having a la-
beled cosine similarity of 1; then for the loss ap-
plied at d/2 dimensions, we treat “Very Dissimilar”
and “Somewhat Dissimilar” pairs as having a la-
beled cosine similarity of 0, and all other pairs as
having a labeled cosine similarity of 1, etc... This
forces the embedding to progressively learn to dif-
ferentiate different levels of similarity, utilizing the
lower dimensions to learn higher concepts and later
dimensions to learn finer-grained details.

To incorporate SimCSE (Gao et al., 2021), dur-
ing training, we encode each batch twice through
our encoder with different dropout masks. As
found by Gao et al. (2021), utilizing identical posi-
tive pairs that have independently sampled dropout
masks by feeding the same input to the encoder
twice can lead to higher quality embeddings. Given
that we are training multilingual embeddings, this
additional step to explicitly train each monolingual
training instance with itself further leads to better
individual language embedding spaces (Park et al.,
2024). Our final MRL loss is thus:

Lmat = LAngIEdiss
(Hd/4)

+ LAngIEsomewhat
(Hd/2) + LAngIEsame

(Hd)

Hierarchical Clustering via Level-Wise Fine-
Grained Similarity Calculations. To cluster our
Matryoshka embeddings for news article data, we
propose a modification to Reciprocal Agglomer-
ative Clustering (RAC) (Sumengen et al., 2021).
This is such that for the first round of merging re-
ciprocal nearest neighbors (RNN)– points that are
both the most similar to each other – in the RAC
algorithm, we utilize the first d/4-dimensional rep-
resentation for the top layer of ℓ = 1 of our hierar-
chy that represent the themes present in the dataset.
These merges continue as long as the centroid sim-
ilarities for any given clusters µi, µj are above a
given threshold λ1. Subsequently, after all of the
themes are generated using the d/4 dimensions, we
again cluster the news stories within these clusters,

creating the ℓ = 2 layer of our clustering, repre-
senting the topics in the dataset. We again combine
the nearest neighbors until the maximum similarity
between any two clusters is below a given threshold
λ2, except using the d/2-dimensional representa-
tion of the centroids from the first round (appro-
priately weighting for the number of data points
within each cluster). To create the ℓ = 3 layer of
the hierarchical clustering, we repeat this to con-
struct the bottom layer of the tree using the full
representation with another threshold λ3 (see Ap-
pendix E). Throughout our work, we determine
the λℓ thresholds for combining RNNs empirically
based on the value that achieves the highest F1

score in differentiating news articles on the valida-
tion set from the SE-22-t8 dataset.

5 Benchmarking and Results

Having given an overview of our training scheme
for our Matryoshka embeddings, we now bench-
mark their ability to differentiate news articles of
varying similarity and evaluate the efficacy of our
proposed clustering algorithm.

5.1 Embeddings Evaluation

As in past work, we evaluate our models using their
Pearson’s correlation ρ with the OVERALL labels
on the test split of the SemEval 22 t8 dataset (Chen
et al., 2022b). We evaluate our Matryoshka embed-
ding approach against both fine-tuned and baseline
versions of several popular multilingual encoder
models with context windows of 512 tokens that
were trained using the original unaltered AngIE
objective function (Li and Li, 2024). We addi-
tionally benchmark our models against the best
bi-encoder model submitted to the SE-22-t8 task,
GateNLP-UShef (Singh et al., 2022).4

Training Setup. While training our embeddings,
we set the learning rate to 2×10−5 and use AdamW
as the optimizer (Kingma and Ba, 2015). Due
to computational constraints, while training on an
NVIDIA A6000 GPU, we use a batch size of 16.
As in Li and Li (2024), while training our Ma-
tryoshka embeddings utilizing the modified AngIE
objective, we set the temperature parameter τ to
0.05. We use a maximum length of 512 tokens. We
utilize 10% (410K article pairs) of our SE-22-t8

4We choose to include the numbers of our models against
several pre-trained and non-fine-tuned open-source models
given their widespread popularity in embedding news articles,
tracking news events, and news topics (Grootendorst, 2022;
Nielsen and McConville, 2022; Xu et al., 2022).
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Model SE-22 SE-22 Ext.

mE5-base 0.604 0.582
fine-mE5-base (ours) 0.817 0.812
mpnet-base 0.513 0.520
fine-mpnet-base (ours) 0.791 0.801
xlm–roberta-base 0.225 0.119
fine-xlm-roberta-base (ours) 0.773 0.796
umt5-base 0.262 0.119
fine-umt5-base (ours) 0.815 0.582
mat-mE5-base-192 (ours) 0.799 0.808
mat-mE5-base-384 (ours) 0.792 0.816
mat-mE5-base-768 (ours) 0.676 0.776
GateNLP-UShef 0.801 –

Table 1: Comparison of different pre-trained bi-encoder
models and our fine-tuned models on the SE-22-t8 test
dataset in terms of Pearson correlation.

dataset as validation. During training, we evaluate
performance every 10K training steps and use a
patience of 2 for ending training.

Evaluation Results. As seen in Table 1, our
models trained with our modified AngIE objec-
tive achieve competitive scores for the former SE-
22-t8 test set. Indeed, our models perform bet-
ter than the previous state-of-the-art model, with
our fine-tuned-mE5-base model achieving state-
of-the-art results for bi-cross embedding models
(embedding models can be utilized for clustering
news articles) on the test split (0.817 vs. 0.801).
Our embeddings further extend to the other added
languages in our extended test dataset. Given the
advantage of utilizing mE5-base in learning to dif-
ferentiate between different news articles, we uti-
lize the mE5-base encoder language model as our
base model and focus on its Matryoshka-trained
version for the remainder of our paper. This rein-
forces past work (Park et al., 2024; Wang et al.,
2024) that suggests the mE5 model’s success over
prior models in modeling multilingual texts. See
Appendix H for additional bilingual results.

Plotting the cosine similarities for the different
similarity pairs within the test split of the SE-22-t8
dataset in Figure 2, we observe a separation be-
tween the similarity pairs at different dimensions
for our Matryoshka in comparison to the fine-tuned
versions of our other embeddings, illustrating the
ability of Matryoshka embeddings to learn increas-
ingly detailed information about texts at higher
dimensions. To further show this ability, we com-
pute the AUROC for each of our models’ abilities
to differentiate news article similarity at various
similarity thresholds based on their cosine similar-
ity. As seen in Table 2, across both the original test
dataset and our extended 54-language test dataset,
our Matryoshka embeddings largely perform the
best at differentiating news articles at each simi-

larity level compared to our traditionally trained
embeddings.

5.2 Ablations and Relational Similarity

Identical Positive Pairs with Dropout. The inclu-
sion of identical positive pairs with independently
sampled dropout (Gao et al., 2021) is key to the
success of our models. This approach forced our
models to retain their language similarly to their
similarities by ensuring slightly similar sentence
embeddings in the same language were pushed to-
wards each other. We note that this further en-
abled us during training to artificially increase
our batch size (i.e., more positives and negatives
within each batch). Indeed, training a model based
on the mE5-base encoder without these artificial
in-batch negatives, our Pearson ρ correlation on
the SemEval 22-t8 dataset was ρ = 0.693 using
the first 192 dimensions, ρ = 0.702 for the first
384 dimensions, and ρ = 0.684 for the full em-
bedding. We find similar behavior on the extended
54-language SemEval 22-t8 dataset with ρ = 0.733
using the first 192 dimensions, ρ = 0.745 for the
first 384 dimensions, and ρ = 0.740 for the full
embedding. We further find that ridding our model
of all in-batch negatives by removing Lcontrast
similarly hurts our model, with the Pearson cor-
relation ρ decreasing to nearly zero. Data Aug-
mentation. We also find that our data augmenta-
tion approach enabled our work to extend to more
languages and led to better performance overall.
To show this, we perform another ablation where
we train our Matryoshka mE5-base encoder us-
ing only the SemEval 22-t8 dataset. While we
do achieve high performance on the original Se-
mEval test set ρ = 0.828 using the first 192 dimen-
sions, ρ = 0.835 for the first 384 dimensions and
ρ = 0.802 for the full embedding, this lead to de-
graded performance on the extended 54-language
test dataset (ρ = 0.706 using the first 192 dimen-
sions, ρ = 0.799 for the first 384 dimensions and
ρ = 0.712).

Relational Similarity. Finally, to ensure that our
Matryoshka embeddings were isomorphic, we de-
termined the relational similarity between the lan-
guage’s GP4o translated test set embeddings using
our extended test SE-22 dataset. We observed an
average of 0.753 relational similarity with English,
with the lowest relational similarity being between
English and Burmese at 0.452 (the highest being
between English and Portuguese at 0.839). See
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Figure 2: Cosine similarity of test split of the SE-22-t8 dataset article pair embeddings utilizing Matryoshka e5-base
embeddings. As more dimensions are added, the Matryoshka embeddings can distinguish between greater article
similarities.

Dataset Model ≥ SD ≥ SS ≥VS

SE-22-t8 mat-mE5 (ours) 0.948 0.949 0.934
mE5-base 0.850 0.838 0.799
fine-mE5-base (ours) 0.917 0.939 0.911
mpnet-base 0.808 0.786 0.732
fine-mpnet-base (ours) 0.913 0.922 0.895
xlm-roberta-base 0.693 0.678 0.661
fine-xlm-roberta-base
(ours)

0.905 0.914 0.882

umt5-base 0.715 0.704 0.670
fine-umt5-base (ours) 0.902 0.935 0.926

SE-22-t8-Ext. mat-mE5 (ours) 0.960 0.967 0.962
mE5-base 0.890 0.879 0.860
fine-mE5-base (ours) 0.953 0.962 0.959
mpnet-base 0.847 0.838 0.813
fine-mpnet-base (ours) 0.952 0.961 0.949
xlm-roberta-base 0.626 0.617 0.610
fine-xlm-roberta-base
(ours)

0.949 0.960 0.948

umt5-base 0.676 0.668 0.652
fine-umt5-base (ours) 0.893 0.878 0.859

Table 2: AUROC for differentiating news article pair
similarities on the test split of the SE-22-t8 dataset.

Appendix F for additional details. Based on prior
work, we thus achieve an acceptable average multi-
lingual alignment across our embeddings (Lample
et al., 2018; Marchisio et al., 2022). We leave
to future work to translate additional texts in low-
resource languages like Burmese, Kannada, and
Malayalam to potentially improve our relational
similarity for these languages.

5.3 Multilingual Clustering

Having observed that our models, in particular our
Matryoshka model, are better able to differentiate
news articles at varying levels of similarity, we now
benchmark these embeddings using two common
clustering techniques used for encoder embeddings:
Mini-Batch K-Means5 and BERTopic (Grooten-
dorst, 2022). BERTopic is a recent, widely used
technique that utilizes the UMAP (McInnes et al.,

5For Mini-Batch K-Means we specify the number of clus-
ters and the batch size as 32.

2018) and the HDBSCAN density-based clustering
algorithm (McInnes et al., 2017) to group together
documents from their embeddings. For both of
these algorithms, we determine their performance
on (Miranda et al., 2018)’s multilingual news arti-
cle dataset and the 20 Group News dataset, which
groups together documents by general theme. As
in Miranda et al. (2018), we benchmark our embed-
dings by computing our embeddings’ F1 scores for
correctly grouping documents using BERTopic and
mini-batch K-Means.

As seen in Table 3, our models, particularly our
Matryoshka model, perform largely the best in
terms of differentiating news articles, both utilizing
BERTopic and Mini-Batch K-Means. This is partic-
ularly true when utilizing BERTopic, where the Ma-
tryoshka model utilizing the first 192 dimensions
achieves an F1 score of 0.8399 on the Miranda et al.
(2018) dataset and an F1 score of 0.2730 on the
20 NewsGroup dataset using BERTopic. We note
that our fine-tuned models largely outperform their
generic counterparts.

Hierarchical Clustering. We additionally bench-
mark our approach for hierarchical clustering.
Given the lack of hierarchical-level text clustering
benchmarks to determine the performance of our
hierarchical clustering algorithms we (1) cluster
the test split of SE-22-t8 dataset at various similar-
ity granularities utilizing our proposed hierarchi-
cal clustering algorithm as well as BERTopic and
(2) subsequently again determine the F1 scores of
these clustering algorithms in correcting grouping
“Very Similar” articles together at the highest gran-
ularity, “Somewhat Similar” and higher articles the
second highest granularity, and finally “Somewhat
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BERTopic MiniBatch-KMeans
Data Model Prec. Recall F1 Prec. Recall F1

Miranda et al. (2018) xlm-roberta-base 0.3568 0.3641 0.3604 0.5171 0.0964 0.1626
fine-xlm-roberta 0.6810 0.8116 0.7406 0.6432 0.1293 0.2153
mpnet-base 0.8388 0.6830 0.7529 0.6676 0.1424 0.2348
fine-mpnet-base 0.7071 0.8415 0.7685 0.6600 0.1305 0.2179
umt5-base 0.0665 0.2960 0.1086 0.1536 0.0638 0.0902
fine-umt5-base 0.4983 0.5360 0.5165 0.5692 0.0864 0.1501
mE5-base 0.8507 0.3715 0.5171 0.4919 0.1960 0.2803
fine-mE5-base 0.7791 0.5735 0.6607 0.7111 0.1468 0.2434
mat-mE5-base-192 0.7895 0.8971 0.8399 0.6876 0.1271 0.2145
mat-mE5-base-384 0.7798 0.8496 0.8132 0.6761 0.1232 0.2083
mat-mE5-base-768 0.7661 0.8677 0.8137 0.6329 0.1338 0.2209

20 NewsGroup xlm-roberta-base 0.0504 0.9372 0.0956 0.1004 0.1297 0.1132
fine-xlm-roberta 0.0967 0.6783 0.1693 0.1736 0.4480 0.2502
mpnet-base 0.0692 0.8415 0.1280 0.2086 0.5216 0.2980
fine-mpnet-base 0.1193 0.7057 0.2041 0.2009 0.4933 0.2855
umt5-base 0.0504 0.9374 0.0956 0.0617 0.1271 0.0831
fine-umt5-base 0.0505 0.8737 0.0955 0.1284 0.1688 0.1459
mE5-base 0.0644 0.8755 0.1199 0.1550 0.5724 0.2439
fine-mE5-base 0.1813 0.5589 0.2738 0.2258 0.4775 0.3066
mat-mE5-base-192 0.1711 0.6743 0.2730 0.2131 0.4642 0.2921
mat-mE5-base-384 0.1622 0.6027 0.2606 0.2131 0.5236 0.3044
mat-mE5-base-768 0.1521 0.2818 0.1976 0.0947 0.2310 0.1343

Table 3: Performance for clustering news articles on the Miranda and 20 NewsGroup datasets.

fine-mpnet-base SD SS VS
BERTopic 0.817 0.693 0.616
Level wise RAC 0.822 0.775 0.724

fine-mE5-base SD SS VS
BERTopic 0.802 0.648 0.579
Level wise RAC 0.822 0.775 0.752

mat-mE5 SD SS VS
BERTopic 0.819 0.738 0.608
Level wise RAC 0.849 0.816 0.795

Table 4: Comparison of the F1 score in clustering docu-
ments in the SE-22-t8 dataset at various levels of granu-
larity using our approach versus BERTopic.

Dissimilar” news articles at the lowest granular-
ity. We test our best-performing models, the Ma-
tryoshka embedding and our traditionally trained
mE5-base and mpnet embeddings, on this task uti-
lizing our RAC algorithm and BERTopic (Grooten-
dorst, 2022). For our RAC algorithm, we utilize
the optimal λℓ for differentiating news article simi-
larities determined from the held-out validation set
of the SE-22-t8 dataset.

As seen in Table 4, our level-wise RAC approach
outperforms BERTopic in differentiating the SE-22-
t8 dataset at every level of granularity. Similarly,
our Matryoshka mE5 model outperforms our tra-
ditionally trained AngIE mE5 and mpnet models
using our level-wise RAC approach.
Case Study: Interpretable Multilingual Clus-
ters. While clustering multilingual news articles
can identify different news stories amongst interna-
tional news websites and social media data, these
clusters can still be difficult to parse and understand.
To create human-interpretable representations of
the underlying clusters, we take two approaches:
(1) English story-level summaries, and (2) repre-
sentative English keyword extraction at each level
of the hierarchical clustering.

For our story-level summaries, we fine-tune a
LLaMA model6 to perform multilingual news ar-
ticle summarization and output English-language
summaries (Dubey et al., 2024). Specifically, to
train this model, we first translate documents for
each language from the multiple-document summa-
rization dataset Multi-News (Fabbri et al., 2019).
We subsequently construct a dataset of 38,830 mul-
tilingual training examples, 7,726 validation exam-
ples, and 7,521 test examples, where individual
training instances are made up of multiple docu-
ments in a variety of one of our 54 different lan-
guages. We subsequently fine-tune our LLaMa
model to output English summaries from these
multilingual multi-document examples (see Ap-
pendix G).

For our representative English keywords, for
each identified news story cluster, we first extract
keywords from each of these summaries using the
class-based TF-IDF method proposed by (Grooten-
dorst, 2022). This method essentially treats each
English summary of each news story-level cluster
as one document and performs traditional TF-IDF
keyword extraction (we utilize this method rather
than looking directly at the individual documents,
given the multilingual setting) (Ramos et al., 2003).
Upon extracting these keywords, we then extract
keywords for the next level of clusters (the topics),
by again performing class-based TF-IDF on the
larger clusters that are groupings of the summaries
of the lower fine-grained clusters. This is such that
we treat the summaries of the news-story clusters
that form the large topic-level cluster as one doc-

6huggingface.co/meta-llama/Llama-3.1-8B-Instr
uct
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Story Keywords Articles
emails, sony, interview, circulate, dumping, bitter 872
choice, announce, senate, decision, attorney, inquiring 669
aviation, icao, commercial, black, plane, global 407
celtics, turnovers, season, raptors, loss, outrebounded 359
girl, baby, hospital, prince, kate, little 294

Topic Keywords Articles
isis, obama, syria, said, state 2,311
fifa, blatter, officials, corruption, soccer 1,953
messi, team, chelsea, coach, club 1,273
sony, movie, theaters, pictures, hackers 1,035
plane, pilot, flight, crashed, cockpit 972

Theme Keywords Articles
fifa, blatter, officials, world, corruption 4,792
obama, president, said, state, isis 2,643
sony, apple, car, movie, film 1,903
plane, pilot, flight, crashed, airport 976
police, man, navalny, nisman, shot 796

Table 5: Miranda et al. (2018) — Top stories, topics
and themes.

Story Keywords # Articles

rcn, strikes, ballot, members, chink 139
chapman, intent, murder, christmas, elle 97
sharp, loan, conflicts, chairman, potential 96
contest, acerbic, lydon, clown, nora 90
lemur, zoo, species, dancing, coquerel 88

Topic Keywords # Articles
police, old, murder, man, year 1,762
says, uk, police, government, company 1,748
israel, gaza, hamas, military, palestinian, 819
ukraine, russia, zelensky, president 710
people, boat, coast, turkey, city 565

Theme Keywords # Articles
says, uk, government, new, police 3,339
police, old, man, year, murder 3,136
ukraine, russia, russian, ukrainian, gaza 1,838
party, government, labour, election, minister 1,383
team, world, cup, match, league 1,178

Table 6: BBC—Top stories, topics and themes.

ument, and again perform TF-IDF. We utilize the
same method for the top-level theme clusters.

To illustrate the use of our work in tracking news
stories, we cluster all the BBC articles from 20237

and the Miranda et al. (2018) dataset using our
Matryoshka embeddings and the Level-Wise RAC
algorithm. We list the top news stories and their
corresponding number of articles in Tables 5 and 6
and the top story summaries in Table 7. As qual-
itatively seen, our method can effectively extract
different levels of granularity meaning in the form
of individual stories, topics, and themes.

6 Conclusion

In this work, we introduce a novel application of
multilingual Matryoshka embeddings that lever-
ages their hierarchical structure to distinguish news
articles at varying levels of granularity. Building on
this, we propose a hierarchical clustering approach
based on the Reciprocal Agglomerative Clustering
algorithm to effectively identify individual news

7https://huggingface.co/datasets/RealTimeData
/bbc_news_alltime

Top Story Articles

Miranda Story: The hackers who have been dumping
Sonyś emails and documents online have now
threatened violence against theaters showing the
upcoming Seth Rogen and James Franco movie The
Interview, which is about two Americans who plot to
assassinate North Korean leader Kim Jong Un. The
threat, written in broken English, was posted on
file-sharing services that have been used to circulate
internal Sony emails stolen in the cyberattack, reports
Variety.

872

BBC Story: The Royal College of Nursing (RCN) has
announced it will ballot its members for a further strike,
with the unionś general secretary Pat Cullen saying
there is a "chink of optimism" ahead of talks with the
government. The RCN has not ruled out further strikes
but says it will "continue to engage in constructive
dialogue" with the government. The RCN has been in
dispute over pay since last year and has held two strikes
since the start of January.

139

Table 7: Top news story in each dataset.

stories, broader topics, and overarching themes
within news datasets.

Limitations

We note the limitations of our approach here.
Use of GPT-4o to Extend our Dataset. While syn-
thetic data has been shown to improve performance
across various datasets (Gandhi et al., 2024; Hurst
et al., 2024), as shown by Li et al. (2023), training
solely on synthetic data can lead to subpar perfor-
mance. However, as noted (Li et al., 2023), this is
largely true for subjective tasks, and this can be mit-
igated by guiding large language models with real-
world examples. For this reason, throughout this
work, we mostly utilize GPT-4o for translations,
depending largely on real-world articles rather than
having GPT-4o construct articles for our dataset.
Small Batch Sizes. Due to hardware limitations
(Nvidia RTX A6000), we train our models with a
batch size of 16. As noted elsewhere (Chen et al.,
2022a), large batch sizes are typically needed when
performing contrastive learning; as such, some of
our results could largely be improved utilizing a
larger batch size.

Ethics Statement

For scraping our dataset, we largely rely on the
code provided by Chen et al. (2022b). While scrap-
ing, we limit the load that each news site experi-
ences by scraping at a maximum rate of one re-
quest every 10 seconds. We further note that the
hosts that we scrape from are identifiable through
WHOIS, reverse DNS, and an HTTP landing page.
This page explains how to reach us if the website
wishes to opt-out of scraping. We received no re-
quests from websites to opt out.
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To respect the original authors of each news ar-
ticle, we release only the synthetic portions of our
dataset. While we do not see any additional risks
from releasing our work, we note that it could be
utilized in works like Hanley et al. (2024) to un-
derstand the spread of narratives amongst news
websites and potentially target websites that are
influential in spreading specific narratives.
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A News Paper Article Pairs at Each Level
of Similarity

Very Similar
Article 1: My Dear Kogites, It gives me great joy to welcome
everyone to this New Year and I thank God Almighty for
keeping us alive and healthy to witness it. 2020 is also
the beginning of a new decade commencing today, being
Wednesday, the 1st of January, 2020 and ending on Monday,
the 31st day of December, 2029, making it a compelling
point to set long term personal and state development goals.
Article 2: A former gubernatorial aspirant on the platform of
All Progressives Congress (APC) in Kogi State, Gen. Patrick
Ademu Akpa has urged Nigerians to be positive about the
new year.

Somewhat Similar
Article 1: Lady Gaga got a midnight kiss from a mystery
man.The "Shallow" singer, 33, was spotted kissing a man
who wasn’t Dan Horton on New Year’s Eve in Las Vegas
following her residency performance. Wearing a sequined
gown, Gaga and her new beau passionately made out as
confetti fell around them.
Article 2:LADY GAGA ’DEVASTATED’ AS SHE PULLS
PLUG ON LAS VEGAS GIG AT LAST MINUTE. The pop
star and actress celebrated the New Year in style following
her recent split from fiance Christian Carino. Lady Gaga
snogs mystery man as she rings in New Year as a single lady.

Somewhat Dissimilar
Article 1: Shares of CBRE Group (CBRE) have been strong
performers lately, with the stock up 8.8% over the past month.
The stock hit a new 52-week high of $61.54 in the previous
session. CBRE Group has gained 53.1% since the start of the
year compared to the 0% move for the Zacks Finance sector
and the 0% return for the Zacks Real Estate - Operations
industry.
Article 2: Investors seek growth stocks to capitalize on
above-average growth in financials that help these securities
grab the market’s attention and produce exceptional returns.
But finding a great growth stock is not easy at all. By their
very nature, these stocks carry above-average risk and volatil-
ity.

Very Dissimilar
Article 1: Telepathy is the ability to transmit words, emo-
tions, or images to someone else’s mind. Telekinesis is the
ability to move objects through mind power. Teleportation
refers to transporting yourself or your mind to a location
miles away from you infraction of seconds.
Article 2: Every change begins with a leadership decision.
Making the decision to institute changes is not always easy.
Being prepared, planning well, and being surrounded by a
good team will make that decision a lot easier. Begin by
putting yourself in a positive frame of mind.

B Example GPT-4o rewritten Articles

Original Article: Jewish groups have expressed shock
and horror over the stabbings that occurred at a rabbi’s
house in the New York City suburb of Monsey, N.Y., on
the evening of Dec. 28.The attack occurred at Chabad
of Suffern Rabbi Chaim Rottenberg’s home as he was
lighting the candles on a menorah to celebrate the seventh
night of Hanukkah. The attacker stabbed five people,
including Rottenberg’s son.
Rewritten Article: Jewish Communities Devastated by
Monsey Stabbings during Hanukkah Celebration. In a
harrowing incident on the evening of December 28, a
stabbing attack at Rabbi Chaim Rottenberg’s residence in
Monsey, New York, left the Jewish community in shock.
The brutal assault occurred as Rabbi Rottenberg was light-
ing the menorah candles for the seventh night of Hanukkah.
Among the five victims, including Rottenberg’s own son,
two remained in critical condition as of December 30,
while the other three were discharged from the hospital.
Rewritten Article: In an alarming incident that has left
the Jewish community in shock, an attacker stabbed five
people at a rabbi’s residence in Monsey, New York, on
December 28. The horrifying event took place during
the lighting of Hanukkah candles at Rabbi Chaim Rotten-
berg’s home. Among the injured was Rabbi Rottenberg’s
son. As of December 30, two of the victims remained in
critical condition, while the remaining three were released
from the hospital.

Original Article: The government on Wednesday slashed
import duty on refined palmolein from 50 per cent to 45
per cent, while that on crude palm oil (CPO) from 40 per
cent to 37.5 per cent with immediate effect, a move that
the industry opposed saying it will hurt domestic refin-
ers. A notification in this regard has been issued by the
finance ministry. The duty cut has been made under the
ASEAN agreement and the India-Malaysia Comprehen-
sive Economic Cooperation Agreement (IMCECA), the
notification added.
Rewritten Article:Import Duty Cuts Spark Controversy
in Palm Oil Industry. In a significant policy shift, the
government has reduced import duty on refined palmolein
from 50% to 45%, and on crude palm oil (CPO) from
40% to 37.5%, according to a notification from the finance
ministry issued Wednesday. This adjustment, rooted in
the ASEAN agreement and the India-Malaysia Compre-
hensive Economic Cooperation Agreement (IMCECA),
has met with strong opposition from domestic palm oil
refiners on and intriguing novelty. This adjustment, rooted
in the ASEAN agreement and the India-Malaysia Compre-
hensive Economic Cooperation Agreement (IMCECA),
has met with strong opposition from domestic palm oil
refiners.
Rewritten Article: Government Reduces Import Duties
on Palm Oil, Sparks Industry Backlash. In a significant
policy shift, the government announced on Wednesday a
reduction in import duties on refined palmolein and crude
palm oil (CPO), effective immediately. The duty on re-
fined palmolein has been cut from 50% to 45%, and on
CPO from 40% to 37.5%. This decision, issued by the
Ministry of Finance, falls under the ASEAN agreement
and the India-Malaysia Comprehensive Economic Coop-
eration Agreement (IMCECA).
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C Languages Utilized

We restrict our model to a subset of languages
that OpenAI models support.8 These include the
following: Albanian, Arabic, Armenian, Bulgar-
ian, Burmese, Catalan, Simplified Chinese, Czech,
Danish, Dutch, English, Estonian, Finnish, French,
Georgian, German, Greek, Gujarati, Hindi, Hungar-
ian, Icelandic, Indonesian, Italian, Japanese, Kan-
nada, Kazakh, Korean, Latvian, Lithuanian, Mace-
donian, Malay, Malayalam, Marathi, Mongolian,
Norwegian, Persian, Polish, Portuguese, Punjabi,
Romanian, Russian, Serbian, Slovak, Slovenian,
Somali, Spanish, Swedish, Tamil, Telugu, Thai,
Turkish, Ukrainian, Urdu, Vietnamese,

D Angle Objective

As discussed by Li et al. (Li and Li, 2024), while us-
ing contrastive learning has resulted in high-quality
embeddings across semantic similarity tasks (Gao
et al., 2021), a common issue in training embed-
dings using contrastive learning is vanishing gra-
dients due to their reliance on cosine similarity.
By incorporating angle optimization in the com-
plex space between embeddings, Li and Li (2024)
achieves improved results for embeddings on se-
mantic similarity test datasets.

As in (Sun et al., 2019) and (Li et al., 2024a), we
obtain the complex representations of contextual
embeddings using the chunking strategy Namely,
given the contextual representations of a text pair
(hihj), as originally calculated by Sun et al. (Sun
et al., 2019; Li and Li, 2024), their representations
in the complex space are defined as follows:

zhi
= a+ bi ∈ C and whj

= c+di ∈ C, (1)

where a = hre
i ∈ R, b = him

i ∈ R, c = hre
j ∈

R, and d = him
j ∈ R. The angle between the

complex representations of the
The angle difference between zhi

and whj
, is

calculated using polar coordinates as follows:

zhi

whj

= γei∆θzw (2)

γ =
|zhi
|

|whj
| =
√
a2 + b2√
c2 + d2

,

∆θzw = θz − θw,

8https://help.openai.com/en/articles/835786
9-how-to-change-your-language-setting-in-chatg
pt#h_513834920e

where θz and θw denote the respective angles of zhi

and whj
. The value of of

zhi
whj

is further computed
as

zhi

whj

=
a+ bi

c+ di
=

(ac+ bd) + (bc− ad)i

c2 + d2
. (3)

Finally, the difference in the angle between zhi

and whj
is:

∆θzw = abs
(
z

w
× 1

γ

)

= abs

[
(ac+ bd) + (bc− ad)i√

(c2 + d2)(a2 + b2)

]
. (4)

E Hierarchical RNN Algorithm

Algorithm 1 Level-Wise RAC

1: Input: λ, X = {xi}Ni=1 ∈ Rd

2: for m ∈ {d/4, d/2, d} do
3: if m = d/4 then
4: ϕ1:m

k ← x1:m

5: end if
6: while max(Cluster Similarities) > λm do

▷ run the RAC algorithm
7: Find Reciprocal Nearest Neighbors(ϕ)
8: Update Cluster Similarities(ϕ′)
9: Update Nearest Neighbors(ϕ′) }

10: end while
11: nm

k ← |{i : xmi = k}|
12: ϕ1:2m

k ←
∑

i:xi=k x1:2m

nk

13: end for
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F Cross-lingual Isomorphism Metric

Within this work, we determine the cross-lingual
isomorphism between English and the 53 other
languages within our dataset to ensure that our
model is language agnostic. We utilize the rela-
tional similarity metric that determines the corre-
lation between the pairwise examples in different
languages.

Relational Similarity Given seed translation
pairs (x0, y0), (x1, y1), the relational similarity is
computed as follows by calculating the Pearson
correlation in the following list (Marchisio et al.,
2022; Zhang et al., 2019):

cos(x0, x1) cos(y0, y1)
cos(x0, x2) cos(y0, y2)
cos(x0, x3) cos(y0, y3)

...
...

cos(x1, x0) cos(y1, y0)
cos(x1, x2) cos(y1, y2)

...
...

cos(xs, xt) cos(ys, yt)

Language Pair Relational Similarity
English-Albanian 0.786
English-Arabic 0.738
English-Armenian 0.704
English-Bulgarian 0.776
English-Burmese 0.452
English-Catalan 0.796
English-Chinese 0.743
English-Czech 0.810
English-Danish 0.831
English-Dutch 0.825
English-English 1.000
English-Estonian 0.770
English-Finnish 0.775
English-French 0.819
English-Georgian 0.709
English-German 0.823
English-Greek 0.737
English-Gujarati 0.631
English-Hindi 0.751
English-Hungarian 0.783
English-Icelandic 0.756
English-Indonesian 0.814
English-Italian 0.828
English-Japanese 0.707
English-Kannada 0.608
English-Kazakh 0.740
English-Korean 0.712
English-Latvian 0.765
English-Lithuanian 0.769
English-Macedonian 0.756
English-Malay 0.819
English-Malayalam 0.607
English-Marathi 0.706
English-Mongolian 0.710
English-Norwegian 0.829
English-Persian 0.731
English-Polish 0.803
English-Portuguese 0.839
English-Punjabi 0.639
English-Romanian 0.824
English-Russian 0.799
English-Serbian 0.797
English-Slovak 0.788
English-Slovenian 0.788
English-Somali 0.725
English-Spanish 0.802
English-Swedish 0.840
English-Tamil 0.650
English-Telugu 0.643
English-Thai 0.755
English-Turkish 0.794
English-Ukrainian 0.775
English-Urdu 0.725
English-Vietnamese 0.797

Table 8: Relational similarity scores for each of our
languages.
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G Finetuning LLaMa-3.1 for
Multilingual Multi-document
Summarization

We fine-tune a LLaMa-3.1 model for multilingual
multi-document English using a GPT-4o translated
version of the Multi-News dataset (Fabbri et al.,
2019). We fine-tune this model using Low-Rank
Adaptation (LoRA) (Hu et al., 2021) and utilize a
38,830 example training set of articles translated by
GPT-4o. We utilize 7,726 and 7,521 test examples.
We check the validation loss every 1000 steps and
choose the model with the lowest validation loss.
We use a LoRA rank of r = 16 and α = 32, a
dropout of 0.10, a learning rate of 2× 10−4, and a
batch size of 8 due to memory constraints. We uti-
lize the following prompt to query LLaMa-3.1 for
a summary: You work for a news researcher and
your job is to create an English summary of mul-
tilingual texts. Write a concise English-language
summary of the following texts, where individual
texts are separated by |||||:

Table 9: ROUGE Scores

ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Lsum

LLaMa 3.1 0.3324 0.0953 0.1616 0.1881
tuned-LLaMa 3.1 0.4138 0.1367 0.2180 0.2180

“‘Washington (CNN) – Yhdysvaltain Syyrian suurlähettiläs vieraili torstaina
Haman taistelujen keskellä olevassa kaupungissa osana Yhdysvaltain
tukea Syyrian demokratiataistelijoille. Suurlähettiläs Robert Ford vieraili
Hamassa "tehdäkseen täysin selväksi fyysisellä läsnäolollaan, että tuemme
niitä syyrialaisia, jotka ilmaisevat oikeuttaan puhua muutoksen puolesta,
sanoi ulkoministeriön tiedottaja Victoria Nuland. Hamassa on ollut
väkivaltaa ja yleislakko tällä viikolla sarjan rauhanomaisten mielenosoitusten
jälkeen, mukaan lukien suuri hallituksen vastainen mielenosoitus viime
perjantaina. Alueella seurasi raju tukahduttaminen, ja aktivistit sekä
ihmisoikeusjärjestö Human Rights Watch raportoivat monista pidätyksistä
ja kuolemista. Presidentti Bashar al-Assad erotti Haman maakunnan
kuvernöörin lauantaina ja turvallisuusjoukot poistivat tankit kaupungin
laitamille, mikä viittaa siihen, että jännitteet voisivat helpottua. Suurlähettiläs
Ford tapasi yli tusinan verran Haman asukkaita ja vieraili sairaalassa, joka
on hoitanut turvallisuusjoukkojen tukahduttamistoimien haavoittamia,
Nuland sanoi ja lisäsi, että häntä tervehdittiin "erittäin lämpimästi".
Valtiollinen uutistoimisto SANA raportoi ulkoministeriölähteen syyttäneen
Fordia Hamaan menemisestä ilman hallituksen ennakkoon saamaa lupaa.
Raportin mukaan ulkoministeriön virkailija sanoi, että Fordin vierailu oli
"selvä todiste Yhdysvaltojen osallisuudesta käynnissä oleviin tapahtumiin
Syyriassa ja sen pyrkimyksistä pahentaa tilanteita, jotka horjuttavat Syyriaa.
Nuland kuitenkin sanoi, että Yhdysvaltain viranomaiset ilmoittivat Syyrian
hallitukselle, että suurlähetystön tiimi oli matkalla Hamaan. "Suurlähetystö
ilmoitti Syy ||||| Reports of biggest crowd in Syria so far in city at heart of
opposition, as activists say 13 dead across country. More than 500,000
Syrians flooded through the city of Hama on Friday, according to activists,
in what they claim was the single biggest protest yet against the embattled
government of President Bashar al-Assad. The opposition reported 13
protesters killed, including five deaths in the central city of Homs, two in
the capitalś commercial neighbourhood Midan and six in the Dumair area,
east of Damascus. Syrian state-run TV said the deaths in Damascus and
Homs were caused by snipers from "armed gangs". An activist told Al
Jazeera that Hama, where marchers were seen carrying olive branches, had
become a "tangible example of resistance to injustice" in Syria. Hundreds
of thousands also protested last Friday in Hama, prompting mass arrests
and reports of several deaths when Syrian security forces stormed the city,
Syriaś third largest, and the surrounding area. "Hama, with all the support it
is receiving from all over the country, is becoming a role model for peaceful
demonstrations and we are protesting here for all of Syria," the local activist
said. Western solidarity Fridayś protests followed a visit to Hama by Robert
Ford, the US ambassador to Syria, who toured the city on Thursday to show
solidarity with residents, the US State Department said. Ford reached the
city after passing checkpoints run by the military and Hama residents. A
US official said Ford left Hama on Friday afternoon to avoid becoming a
distraction during the weekly demonstrations. Diplomats said on Friday
that French ambassador Eric Chevallier was also in Hama to show support.
Damascus accused Washington of "interfering" in its affairs. "The presence
of the US ambassador in Hama without previous permission is obvious proof
of a clear evidence of the United Statesínvolvement in current events in Syria
and its attempt to incite an escalation in the situation, which disturbs Syriaś
security and stability," the Syrian foreign ministry said in a statement. In
response, the US state department said: "The fundamental intention was to
make absolutely clear with his physical presence that we stand with those
Syrians who are expressing their right to speak for change." In another
development, Washington summoned the Syrian ambassador for talks this
week after reports that embassy staff had filmed US protests against the
crackdown in Syria. Ambassador Imad Mustapha was called in to meet with
top State Department officials "to express a number of our concerns with
the reported actions of certain Syrian embassy staff in the United States".
Mustapha met with Assistant Secretary of State for Diplomatic Security Eric
Boswell on Wednesday, according to a State Department statement. Fleeing
Hama An estimated 1,000 Syrians have fled Hama in fear of another military
crackdown on protests calling for Assad to quit and an end to the Baath
Partyś decades-long grip on power, a rights group said. The London-based
Syrian Observatory for Human Rights said the residents had evacuated to
Salamiyah, a town 30km from Hama, on Thursday. The rights group claimed
that security forces have killed at least 23 civilians there and conducted mass
arrests since Tuesday.

SUMMARY: The US has condemned the Syrian government for accusing
its ambassador of interfering in the countryś affairs after he visited the city
of Hama yesterday, reports the BBC. The ambassador, Robert Ford, was
in Hama to show support for protesters, says the State Department. "The
fundamental intention was to make absolutely clear with his physical presence
that we stand with those Syrians who are expressing their right to speak for
change," said a State Department official. Meanwhile, reports Al Jazeera,
hundreds of thousands of people marched in Hama today, the biggest protest
yet against President Bashar al-Assadś government. Some 500,000 people
marched through the city’

Figure 3: Example summary of multilingual documents.
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H Pearson Correlation on SemEval 2022 Task 8 Dataset

Table 10: Comparison of different models’ respective performances on the bilingual STS task. We bold the best score
in each row. We find across nearly all language-combinations tests, as well as overall, that our multilingual-e5-base
model fine-tuned using our modified AngIE (Li and Li, 2024) objective achieves the best results.

Dataset Lang. multi-e5 multi-e5-finetuned multi-mpnet multi-mpnet-finetuned XLM-R XLM-R-finetuned umt5-base finetuned-umt5-base

STS-22

en 0.602 0.782 0.512 0.767 0.266 0.739 0.192 0.789
de 0.503 0.789 0.324 0.724 0.011 0.734 0.017 0.783
es 0.679 0.835 0.528 0.826 0.321 0.804 0.380 0.838
zh 0.701 0.777 0.647 0.767 0.449 0.765 0.466 0.767
de-en 0.586 0.693 0.548 0.606 0.167 0.600 0.067 0.673
tr 0.853 0.823 0.359 0.776 -0.119 0.780 0.165 0.812
pl 0.602 0.776 0.404 0.704 0.257 0.669 0.221 0.769
ar 0.498 0.730 0.459 0.739 0.087 0.719 0.210 0.722
es-en 0.698 0.859 0.597 0.842 0.328 0.802 0.302 0.847
it 0.732 0.882 0.489 0.862 0.370 0.821 0.345 0.884
es-it 0.615 0.866 0.405 0.827 0.331 0.802 0.345 0.876
ru 0.612 0.784 0.478 0.762 0.250 0.8745 0.167 0.772
fr 0.722 0.898 0.479 0.860 0.228 0.863 0.185 0.927
de-fr 0.466 0.803 0.417 0.623 0.041 0.681 0.127 0.873
pl-en 0.739 0.818 0.826 0.833 0.494 0.790 0.506 0.818
de-pl 0.164 0.676 0.172 0.656 -0.107 0.580 -0.021 0.871
fr-pl 0.596 0.687 0.521 0.852 0.672 0.714 0.289 0.868
zh-en 0.666 0.830 0.659 0.796 0.336 0.754 0.285 0.794
all 0.604 0.817 0.513 0.804 0.226 0.749 0.262 0.815
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