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Abstract

Multimodal summarization (MS) combines
text and visuals to generate summaries. Re-
cently, many-to-many multimodal summariza-
tion (M3S) garnered interest as it enables a uni-
fied model for multilingual and cross-lingual
MS. Existing methods have made progress
by facilitating the transfer of common multi-
modal summarization knowledge. While, prior
M3S models that fully share parameters ne-
glect the language-specific knowledge learn-
ing, where potential interference between lan-
guages may limit the flexible adaptation of MS
modes across different language combinations
and hinder further collaborative improvements
in joint M3S training. Based on this observa-
tion, we propose Language Constrained Mul-
timodal Hyper Adapter (LCMHA) for M3S.
LCMHA integrates language-specific multi-
modal adapters into multilingual pre-trained
backbones via a language constrained hyper-
network, enabling relaxed parameter sharing
that enhances language-specific learning while
preserving shared MS knowledge learning. In
addition, a language-regularized hypernetwork
is designed to balance intra- and inter-language
learning, generating language-specific adapta-
tion weights and enhancing the retention of
distinct language features through the regular-
ization of generated parameters. Experimen-
tal results on the M3Sum benchmark show
LCMHA’s effectiveness and scalability across
multiple multilingual pre-trained backbones.

1 Introduction

Multimodal summarization (MS) (Zhang et al.,
2024; Zhu et al., 2020; Jangra et al., 2023; Ma-
hon and Lapata, 2024; Krubiński and Pecina, 2023;
Xiao et al., 2023; Zhuang et al., 2024) aims to gen-
erate summaries based on multimodal documents
such as text and visuals, helping people quickly lo-
cate key information from the vast multimedia con-
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The Antarctic ice giant is a similar size to 
the South Atlantic island, and there's a 
strong possibility the berg could now 
ground and anchor itself offshore of the 
wildlife haven. If that happens, it poses a 
grave threat to local penguins and seals. 
The animals' normal foraging routes could 
be blocked, preventing them from 
feeding their young properly. And it goes 
without saying that all creatures living on 
the seaf loor would be crushed where 
A68a touched down - a disturbance that 
would take a very long time to reverse. 
"Ecosystems can and will bounce back of 
course, but there's a danger here that if 
this iceberg gets stuck, it could be there 
for 10 years,"   ... 

Engli sh  summa ry：The 
world's biggest iceberg, 
known as A68a, is bearing 
down on the British 
Overseas Territory of  
South Georgia.  ...

U rd u su mmar y：        
                     
A68a                    
                       

                        ...  

Indonesian  su m ma r y：
Bongkahan es terbesar di 
dunia, yang dikenal 
sebagai A68a, sedang 
menuju Georgia Selatan 
yang merupakan  ...

...
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Figure 1: (a) An M3S example. The words marked in
red in Urdu (translated as “bearing down”) appears at
the end of the sentence, following the subject-object-
verb pattern, in contrast to the subject-verb-object pat-
tern in English. (b) M3S integrates visual (V ) and
article-summary across languages (e.g. LA, LB , LC).
(c) Previous M3S models that fully shared parame-
ters. (d) LCMHA reconcile common multimodal and
language-specific summarization knowledge learning
by language-specific multimodal hyper adpaters.

tent on the internet. Recently, many-to-many mul-
timodal summarization (M3S) (Liang et al., 2023a;
Verma et al., 2023) that incorporates multilingual
MS and cross-lingual MS has gained the interests.
As shown in Figure 1 (a) and (b), M3S allows a uni-
fied model to handle multimodal summarization for
different language combinations, which enhances
the efficiency of MS model deployment in multiple
language scenarios (Ghosh et al., 2024; Nguyen
et al., 2023; Liang et al., 2023b).

A key challenge in M3S lies in balancing the
learning of common multimodal summarization
knowledge and language-specific knowledge. Re-
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cent works improve M3S by facilitating the transfer
of common multimodal summarization knowledge.
For example, Liang et al. (2023b) guided summa-
rization through a rich shared visual domain be-
yond the impact of different language articles. Shi
(2024) utilized one unified decoder with sequen-
tial learning to improve cross-lingual alignment.
Liu et al. (2022b) and Liang et al. (2023a) intro-
duced cross-lingual distillation strategies to bridge
the gap between high- and low-resource language
features, enhancing positive knowledge transfer be-
tween languages. It is reasonable to expect that
leveraging shared visual information and cross-
lingual transfer strategies could effectively benefit
summarization across different languages. Never-
theless, previous methods that focus on common
MS knowledge transfer may neglect the learning
of language-specific knowledge, where using fully
shared parameters to learn M3S models may cause
potential inter-language interference (Wang et al.,
2020; Huang et al., 2023), limiting the flexible
adaptation of MS modes across different language
combinations and hindering further collaborative
improvements. We aim to maintain the learning
of common visual-language knowledge while pre-
serving the independent knowledge learning of dif-
ferent language combinations.

Motivated by the analysis of these reasons, we
propose Language Constrained Multimodal Hyper
Adapter (LCMHA) for M3S, integrating language-
specific multimodal adapters via a hypernetwork
into multilingual pre-trained backbones, to address
the flexible adaptation of diverse knowledge in the
joint MS training in different language combina-
tions. As shown in Figure 1 (d), LCMHA relaxes
language parameter sharing to improve indepen-
dent language knowledge learning via language-
specific adapter sets, while maintaining the inter-
action of language features from various adapters
and common visual features via a shared multi-
modal adapter module. In addition, a hypernetwork
constrained by a language regularization term is
designed to generate language-specific adaption
weights based on source and target languages, and
enhance the retention of characteristics for each lan-
guage combination of M3S by the regularization
of generated parameters.

Experimental results on the M3Sum bench-
mark (Liang et al., 2023a) show that the proposed
LCMHA method outperforms related approaches,
and we also replace different multilingual pre-
trained language model (PLM) backbones includ-

ing mT5 (Xue et al., 2021), mBART (Tang et al.,
2021) and LLaMA (Touvron et al., 2023) to ver-
ify the scalability of our approach. Moreover, the
proposed method demonstrates the effectiveness of
using language-specific modules and a shared mul-
timodal module to improve M3S. Our contributions
are as follows:

• We propose LCMHA to facilitate flexible
adaptation in multilingual/cross-lingual M3S
by integrating language-specific multimodal
hyper adapters, preserving both shared visual-
language and independent language combina-
tion knowledge learning.

• We introduce a language-regularized hyper-
network to balance intra- and inter-language
learning, generating language-specific adapter
weights and preserving distinct language fea-
tures.

• The proposed method surpasses previous state-
of-the-art methods on different multilingual
pretrained backbones, showcasing the benefits
of using language-specific and shared multi-
modal modules to improve M3S1.

2 Related Work

2.1 Multimodal Summarization

Multimodal summarization (MS) seeks to com-
press multimodal data (e.g. text, images, videos,
etc.) to generate summaries (Patil et al., 2024; Hi-
rao et al., 2024; Chen and Zhuge, 2018; Li et al.,
2017, 2018; Qiu et al., 2022; Liu et al., 2022a; He
et al., 2023; Zhang et al., 2022b,a; Im et al., 2021;
Shang et al., 2021; Jiang et al., 2023; Xiao et al.,
2024; Zhu et al., 2021), spanning various scenar-
ios including news (Fu et al., 2021), social media
(Overbay et al., 2023), meetings (Li et al., 2019),
e-commerce (Li et al., 2020), and videos (Khullar
and Arora, 2020; Tang et al., 2023). Existing works
mainly focus on efficiently utilizing multi-source
information and well-designed multimodal interac-
tion schemes (Palaskar et al., 2019; Liu et al., 2020;
Yu et al., 2021; Lin et al., 2023; Yan et al., 2024;
Fan et al., 2025; Xiao et al., 2025).

MS in multilingual and cross-lingual scenarios
(Nguyen et al., 2023; Hasan et al., 2021; Liu et al.,
2022b; Wang et al., 2022; Ghosh et al., 2024; Shi,

1The code is released at https://github.com/
lvbotenbest/HAMMS

25286

https://github.com/lvbotenbest/HAMMS
https://github.com/lvbotenbest/HAMMS


Joint Multimodal AdapterAdapters
(Lang. Pair  2)

Adapters
(Lang. Pair  k2)

...

Joint Multimodal Adapter

PLM Backbone

× N

× N

Lang Regular. for HyperNet

Image Feat.

...

Self-Att + Cross-At t + FFN

Self-Att + FFN

Lang. Pair  1 
Adapter  

...

...

Tgt. Lang. Summary Feat.

Param.
Classifier

HyperNet

Language-Specific 
Dynamic Plug-in Parameter

Adapters 
(Lang. Pair  1)

Insert

Src. Lang. Article Feat.Src. Lang. ID, Tgt. Lang. ID, Layer ID

Lang. Pair 1

Lang. Pair  2 
Adapter 

Lang. Pair  k2 
Adapter 

Lang. Pair  1 
Adapter 

Lang. Pair  2 
Adapter 

Lang. Pair  k2 
Adapter 

Figure 2: The architecture of LCMHA. A language constrained hypernetwork generates language-specific adapters
based on source article and target summary languages and layer IDs, and together with the joint multimodal adapter,
are integrated into multilingual PLM backbones. The accumulated adaptation parameters perform language pair
classification as the language regularization of hypernetwork, co-optimizing the model with the summarization
loss in a multi-task learning paradigm. The figure illustrates an encoder-decoder architecture as an example; for
decoder-only architectures, the multimodal adapter is placed within the intermediate Transformer blocks.

2024; Liu et al., 2024) has gained increasing at-
tention, as most prior works primarily focus on
monolingual settings. Recent studies explore vi-
sual guidance and cross-lingual knowledge transfer.
Liang et al. (2023b) proposed two image-guided
auxiliary training tasks that leverage shared image
information across multiple languages to enhance
mid- high-, low-, and zero-resource language sum-
marizations. Nguyen et al. (2023) introduced visual
layout information to capture long-range dependen-
cies in lengthy text inputs. Liu et al. (2022b) and
(Liu et al., 2024) introduced cross-lingual knowl-
edge distillation strategies (Lv et al., 2024) to trans-
fer knowledge from the monolingual MS model
trained with rich resources to assist cross-lingual
MS. Liang et al. (2023a) first introduced the M3S
task, incorporating cross-lingual dual distillation
and image-summary contrastive learning to im-
prove summarization. Verma et al. (2023) released
an M3S dataset covering 8 high-resource and 12
low-resource languages, reporting popular base-
line results such as mT5 (Xue et al., 2021) and
MSMO (Zhu et al., 2018). Despite the progress
in prior methods, the neglected language-specific
knowledge learning may limit their flexibility in
adapting to different summarization patterns across
various language combinations. To address this,
we propose LCMHA, which first explores the use
of hypernetworks and adapters in MS to reconcile
common visual-language knowledge learning and
independent article-summary adaptation across dif-

ferent language combinations.

2.2 Adapter & Hypernetwork

Adapters (Rebuffi et al., 2017) are lightweight mod-
ules integrated into the backbone model, allowing
it to be fine-tuned for specific tasks. Adapter tech-
nology has demonstrated its superiority in various
domains (Bapna and Firat, 2019; Feng et al., 2024;
Wang et al., 2021; Sung et al., 2022; Hu et al.,
2023). Our work extends adapter-based approaches
to improve knowledge transfer in M3S.

Hypernetworks (Ha et al., 2022) primarily func-
tion to generate weights or adapters for another net-
work, aiming to adaptively adjust the parameters of
the main model, thereby providing greater flexibil-
ity and generalization capability (Mahabadi et al.,
2021; Tay et al., 2020). They have been applied in
continual learning (Von Oswald et al., 2020), multi-
task learning (Ivison et al., 2023; Zhao et al., 2024),
and cross-lingual transfer (Ansell et al., 2021; Bazi-
otis et al., 2022; Üstün et al., 2022).

3 Method

3.1 Overview

In a given language collection, specifying a source
language multimodal document as input, the goal
of the M3S system is to generate abstractive sum-
maries in the specified target language. Formally,
let the language set be represented as L1 to Lk,
and the IDs of the source and target languages
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be Lsrc and Ltgt respectively, where Lsrc, Ltgt P
tL1, ..., Lku. Given a source language article input
X “ tx1, ..., x|X|u and the corresponding image
sets V “ tv11, ..., v1n, ..., vm1, ..., vmnu, where xi
denotes the i-th token in the article sequence of
length |X|, and vij denotes the j-th object in the
i-th image. The target language summary is rep-
resented as Y “ ty1, ..., y|Y |u. The M3S task is
formally defined as:

argmax
θ

|Y |ź

t“1

P pyt|X,V, Lsrc, Ltgt, yăt; θq (1)

where θ is trainable parameters. In the following
section, we first introduce the internal structure
of LCMHA, including 1) Language-specific multi-
modal adapters, which are integrated into the pre-
trained backbone model to learn language-specific
knowledge and common multimodal summariza-
tion knowledge; and 2) Language regularized hy-
pernetwork, which generates adaption weights to
balance intra- and inter-language learning. We then
describe integrating LCMHA into the pre-trained
model for training and inference.

3.2 Language-specific Multimodal Adapters

As shown in Figure 2, each source language article-
target language summary combination is assigned
independent adaptation parameters to relax multi-
language weight sharing to preserve each lan-
guage’s unique characteristics learning. These
follow a series adapter (Hu et al., 2023) setting,
which consists of an up-projection linear layer and
a down-projection linear layer with a ReLU activa-
tion function, uniformly connected to each layer of
the backbone, denoted as:

AdaperLpXq “ WupReLUpWdownX`bdownq`bup (2)

where Wup P Rdbˆd, bup P Rd, Wdown P Rdˆdb ,
and bdown P Rdb denote the up-projection and
down-projection layer parameters respectively, and
X denotes the input text feature sequence.

For visual-language fusion, we apply a joint
multi-modal adapter module to absorb common
visual knowledge beyond different languages. In-
stead of conventional linear projection adapters that
are not proficient at handling multimodal interac-
tions, we use a forget gate fusion module to build
the multimodal adapter, integrating features from
different language pair adapter branches and visual
features, denoted as:

AdapterMpX,V q “ WConcatpM b G,Xq ` b (3)

M “ AttXÑV pX,V q “ SoftmaxpXWmV T qV (4)

G “ SigmoidpWgConcatpX,V q ` bgq (5)

where W, b,Wm,Wg, bg are learnable adaption pa-
rameters, Concatp¨q denotes concatenation along
the feature dimension, X denotes the features out-
put by the language adapters, V denotes the visual
features, M denotes the cross-modal visual context
features attended by the text, and G denotes the
forget gate that filters cross-modal context noise.

For example, in the English-Urdu MS scenario,
the input information is processed through the back-
bone model and the English-Urdu language adapter
branch, with all language branches being aggre-
gated by the joint multimodal adapter. The specific
weights for different language combinations are not
derived from the model’s initialization parameters
but are generated by the hypernetwork described in
the next section, which helps to avoid the high pa-
rameter costs associated with adapters for multiple
language combinations.

3.3 Language Regularized Hypernetwork
To balance the independent and common knowl-
edge learning across different language combina-
tions, a language regularized hypernetwork (LRH)
is introduced to generate language-specific adap-
tation weights. LRH comprises a shared hyper-
network module and a parameter classifier. Con-
cretely, given the source language, target language,
and layer IDs, they are transformed into learnable
embeddings, denoted as eLsrc , eLtgt , elayer P Rde .
The hypernetwork module aims to generate adapter
parameters corresponding to the language combi-
nation and the specific layer number based on these
embedding inputs. The hypernetwork is composed
of stacked feed-forward layers with layer normal-
ization and residual connections, represented as:

h
pjq
0 “ LinearpConcatpeLsrc , eLtgt , elayerqq (6)

h
pjq
i “ LinearpReLUpLinearpLNphi´1qqqq ` hi´1 (7)

where Linearp¨q denotes a linear layer projection,
LNp¨q denotes a layer normalization, and h

pjq
i rep-

resents the hidden state features output by the i-th
layer of the hypernetwork with depth l for the j-
th layer adapter of the backbone model. The last
layer features hpjq are projected through four linear
layers, denoted as:
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W pjq
up “ LinearWupphpjqq (8)

bpjq
up “ Linearbupphpjqq (9)

W
pjq
down “ LinearWdownphpjqq (10)

b
pjq
down “ Linearbdownphpjqq (11)

The output features W
pjq
up P R1ˆpdbˆdq, b

pjq
up P

R1ˆd, W pjq
down P R1ˆpdˆdbq, bpjq

down P R1ˆdb are
reshaped into the parameters of the up-projection
and down-projection linear layers of the adapter in
the j-th layer of the backbone, and then inserted
into the backbone.

A language regularization term in LRH is de-
signed to enhance the preservation of language-
specific feature learning of adaptation weights.
Concretely, given the up-projection and the down-
projection weights of adapters inserted into the
backbone, a language classifier is introduced to
classify these generated parameters, represented
as:

Y up “ SoftmaxpLinearup1
l

lÿ

j“1

W pjq
up qq (12)

Y down “ SoftmaxpLineardp1
l

lÿ

j“1

W
pjq
downqq (13)

where Y up “ tyu1 , ..., yuku and Y down “
tyd1 , ..., ydku represent the probability distributions
of the language pair for accumulated up-projection
and down-projection layer parameters. This aims
to conduct distinct language weights by classifying
the generated adaption parameters. Then the classi-
fication loss and the summary generation loss are
jointly optimized in a multi-task learning paradigm.

3.4 Absorb LCMHA into Backbone

As shown in Figure 2, the language-specific mul-
timodal adapters via LRH are connected to the
feed-forward layers of Transformer blocks in a
series adapter pattern. In this work, we follow
previous works by using multilingual PLMs, mT5
(Xue et al., 2021) and mBART (Tang et al., 2021)
as backbones for integrating the LCMHA module.
We also integrate LCMHA into LLaMA (Touvron
et al., 2023), and considering its decoder-only ar-
chitecture, we place the multimodal adapter in the
intermediate Transformer blocks.

In terms of visual features, we follow previ-
ous work (Liang et al., 2023a,b) to use Faster
R-CNN (Ren et al., 2015) to extract visual fea-
tures of the image set. Specifically, for each

image, Faster R-CNNs extract a set of poten-
tial object bounding boxes (i.e., Regions of In-
terest, RoIs) and generate feature maps. These
RoI feature maps are pooled and mapped to fea-
ture vectors via fully connected layers. The ex-
tracted features of the image set are represented as
V “ tv11, ..., v1n, ..., vm1, ..., vmnu P Rpmˆnqˆdv ,
where m is the number of images in a sample, n is
the number of RoIs extracted from each image, and
dv is the feature dimension of each RoI. The RoI
bounding box coordinates, image id embeddings,
and region id embeddings are added to the visual
features to encode the spatial location information
of the image set, represented as:

vij Ð vij ` Ebox
ij ` Eimg

i ` Ereg
j (14)

3.5 Training and Inference

During training, the LCMHA model is optimized
by minimizing the cross-entropy loss between the
generated and the golden summaries, along with
the loss from the hypernetwork language regular-
ization term, formulated as:

L “ Lsum ` αLcls (15)

Lsum “ ´
Tÿ

t“1

logP pyt|ŷăt, X, V, Lsrc, Ltgtq (16)

Lcls “ ´p
Kÿ

i“1

yu
i logŷ

u
i `

Kÿ

i“1

yd
i logŷ

d
i q (17)

where α is a hyperparameter. LRH are trained
together with the backbone in our work, rather
than focusing on the parameter efficient fine-tuning,
where the generation of these language-specific
parameters aims to relax knowledge sharing to ad-
dress potential differences between languages. Dur-
ing inference, the language-specific multimodal
hyper adapters via LRH, along with the PLM back-
bone, are used to generate summaries. The lan-
guage regularization module of LRH does not par-
ticipate in inference.

Language English Indonesian Russian Urdu

English 24,768 10,037 9,076 6,297
Indonesian 9,814 23,176 7,260 6,324
Russian 8,902 7,329 21,036 5,179
Urdu 6,052 5,810 4,700 17,800

Table 1: Statistics of the M3Sum dataset.
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4 Experiments

4.1 Dataset

We use the M3Sum benchmark dataset (Liang et al.,
2023a) to construct experiments to evaluate the pro-
posed method. The M3Sum dataset is constructed
based on CrossSum (Bhattacharjee et al., 2023)
and MM-Sum (Liang et al., 2023b). The complete
M3Sum covers 44*44 language directions, and the
average article length and summary length across
all languages are 520 and 84, respectively, with an
average of 3.23 images per article-summary pair.
Currently, M3S data for 4*4 language directions
are publicly available, including English, Indone-
sian, Russian, and Urdu. The dataset is divided into
80% training set, 10% validation set and 10% test
set. Following previous works, we use these 16 lan-
guage pairs data to evaluate the proposed method.
The statistics are shown in Table 1.

4.2 Setup and Metrics

Implementation Details. The proposed LCMHA
is integrated with two multilingual pre-trained mod-
els, mT52 (Xue et al., 2021) and mBART3 (Tang
et al., 2021), as used in previous works (Liang et al.,
2023a,b; Bhattacharjee et al., 2023), as well as
an LLM backbone LLaMA-3-8B4 (Touvron et al.,
2023). Please refer to the Appendix A for the full
details on data processing, training, and inference
hyperparameters.
Metrics. Following Liang et al. (2023a); Wang
et al. (2023); Liang et al. (2023b), we use ROUGE-
1, 2, L evaluation metrics5 (Lin, 2004). In addition,
GPT-4 is employed for a comprehensive assess-
ment of generated summaries across four aspects:
consistency, relevance, coverage, and fluency. The
detailed template for GPT-4 evaluations is provided
in Appendix B.

4.3 Comparison Models

The following baseline models are used for com-
parison: 1) VG-mT5 (Liang et al., 2023b), a mul-
timodal summarization baseline that integrates vi-
sual information into mT5 via a forget gate fusion
module. 2) D2TV (Liang et al., 2023a), built on

2https://huggingface.co/google/mt5-base
3https://huggingface.co/facebook/

mbart-large-50-many-to-many-mmt
4https://huggingface.co/meta-llama/

Meta-Llama-3-8B
5https://github.com/csebuetnlp/xl-sum/tree/

master/multilingual_rouge_scoring

mT5 and mBART backbones respectively, leverag-
ing contrastive learning between vision and sum-
mary to guide summarization beyond different lan-
guage articles, and utilizing parallel language sum-
mary data to promote cross-language knowledge
transfer via a cross-lingual dual distillation strategy.
3) D2TV (w/o KD) and D2TV (V-KD), derived
from D2TV, where the former does not introduce
additional parallel language summary data for dis-
tillation, and the latter adopts a vanilla unidirection
distillation, and both of them do not utilize vision-
summary contrastive learning. 4) LLaMA-3-8B
(Touvron et al., 2023), an LLM trained with LoRA
(Hu et al., 2022) for comparison with the proposed
method.

4.4 Overall Performance
The overall experimental results of different models
are shown in Table 2. Overall, the proposed method
substantially outperforms all compared models on
different PLM backbones. In terms of the av-
erage score of ROUGE-1/2/L, LCMHA exceeds
the previous SOTA method D2TV by 1/0.49/0.82
points in the English direction, 1.12/0.59/0.96
points in the Indonesian direction, 0.67/0.24/0.58
points in the Russian direction, and 0.77/0.55/0.69
points in the Urdu direction on the mT5 backbone;
and by 2.01/1.02/1.74 points in the English di-
rection, 1.90/1/1.63 points in the Indonesian di-
rection, 2.03/0.95/1.7 points in the Russian direc-
tion, and 1.74/1/1.41 points in the Urdu direction
on the mBART backbone. Moreover, the pro-
posed method does not leverage the parallel bilin-
gual summary data for cross-language distillation
to train the model, indicating the advantages of
shared multimodal and independent language hy-
per adapters of LCMHA to improve M3S.

It can also be observed that while LLaMA
achieves a notable improvement in English-,
Indonesian-, and Russian-related evaluations, its
performance in Urdu-related directions is modest,
likely due to the lack of extensive pretraining on
low-resource languages. Notably, LCMHA with
LLaMA as the backbone demonstrates a clear ad-
vantage in the Urdu language directions, as the
proposed method not only facilitates the transfer of
shared knowledge but also preserves Urdu-specific
knowledge learning, preventing interference from
high-resource languages. For example, LCMHA
achieves improvements of 2.83/1.31/2.11 points on
English-Urdu, and 4.97/1.48/2.91 points on Urdu-
Urdu.
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Src
Tgt Models English Indonesian Russian Urdu Avg.

English Ñ

VG-mT5 35.37 / 12.71 / 27.33 28.42 / 9.83 / 23.18 25.42 / 8.85 / 20.42 31.83 / 10.49 / 25.51 30.26 / 10.47 / 24.11
D2TV (w/o KD) 35.80 / 13.45 / 27.93 27.18 / 9.20 / 22.04 23.88 / 8.03 / 19.30 28.59 / 8.94 / 22.95 28.86 / 9.90 / 23.07
D2TV (V-KD) 34.60 / 12.70 / 26.86 27.75 / 9.71 / 22.63 24.36 / 8.00 / 19.41 31.53 / 10.28 / 24.83 29.56 / 10.17 / 23.43

D2TV 36.12 / 13.21 / 27.99 28.87 / 10.26 / 23.77 25.53 / 8.69 / 20.72 32.56 / 10.73 / 25.71 30.77 / 10.72 / 24.53
LCMHA (ours) 37.64 / 14.30 / 29.31 30.35 / 10.85 / 24.69 26.75 / 8.82 / 21.51 32.33 / 10.87 / 25.91 31.77 / 11.21 / 25.35

D2TV* (w/o KD) 35.03 / 12.50 / 27.17 22.97 / 7.37 / 18.65 23.50 / 7.81 / 18.95 27.14 / 8.04 / 21.17 27.16 / 8.93 / 21.49
D2TV* (V-KD) 34.84 / 12.52 / 26.98 24.29 / 7.76 / 19.81 24.49 / 7.80 / 19.64 29.06 / 8.83 / 22.84 28.17 / 9.22 / 22.31

D2TV* 34.78 / 12.36 / 26.81 26.13 / 8.39 / 21.15 24.84 / 8.28 / 20.06 28.60 / 8.44 / 22.30 28.59 / 9.37 / 22.58
LCMHA* (ours) 35.56 / 12.99 / 27.55 28.96 / 9.89 / 23.69 25.71 / 8.40 / 20.70 32.18 / 10.29 / 25.32 30.60 / 10.39 / 24.32

LLaMA 42.89 / 19.34 / 33.98 32.92 / 12.46 / 26.85 30.28 / 11.43 / 24.36 32.16 / 10.67 / 25.31 34.57 / 13.48 / 27.63
LCMHA: (text only) 42.24 / 18.51 / 33.01 32.64 / 11.81 / 26.24 31.69 / 11.83 / 24.89 34.15 / 11.77 / 26.85 35.18 / 13.49 / 27.75

LCMHA: (ours) 43.46 / 19.47 / 33.95 33.16 / 11.93 / 26.94 31.40 / 11.87 / 24.71 33.10 / 10.42 / 25.91 35.29/ 13.43 / 27.88

Indonesian Ñ

VG-mT5 33.29 / 11.30 / 25.68 33.65 / 13.59 / 27.46 25.72 / 8.95 / 20.84 32.86 / 11.28 / 26.67 31.38 / 11.28 / 25.16
D2TV (w/o KD) 32.59 / 11.67 / 25.42 34.43 / 14.56 / 28.43 24.38 / 8.70 / 20.01 30.65 / 10.30 / 24.95 30.51 / 11.31 / 24.70
D2TV (V-KD) 32.88 / 11.56 / 25.45 32.67 / 13.01 / 26.71 25.50 / 8.97 / 20.65 32.48 / 11.31 / 25.88 30.88 / 11.21 / 24.67

D2TV 34.54 / 12.10 / 26.50 33.94 / 14.08 / 28.05 26.40 / 9.27 / 21.35 33.45 / 11.38 / 26.60 32.08 / 11.71 / 25.63
LCMHA (ours) 35.30 / 12.69 / 27.18 35.83 / 14.99 / 29.52 27.37 / 9.38 / 22.01 34.28 / 12.13 / 27.65 33.20 / 12.30 / 26.59

D2TV* (w/o KD) 33.87 / 11.51 / 26.14 29.81 / 11.33 / 24.29 24.26 / 8.40 / 19.65 29.05 / 8.99 / 22.87 29.25 / 10.06 / 23.24
D2TV* (V-KD) 33.68 / 11.68 / 25.80 30.49 / 11.58 / 24.84 24.22 / 8.28 / 19.48 29.16 / 8.77 / 23.05 29.38 / 10.07 / 23.29

D2TV* 34.18 / 11.75 / 26.17 31.25 / 11.75 / 25.30 24.99 / 8.66 / 20.29 29.56 / 8.88 / 23.18 30.00 / 10.26 / 23.74
LCMHA* (ours) 34.98 / 12.42 / 27.01 32.76 / 12.77 / 26.75 27.10 / 9.41 / 21.85 32.77 / 10.44 / 25.87 31.90 / 11.26 / 25.37

LLaMA 40.17 / 16.97/ 31.16 37.14 / 15.95 / 30.66 30.75 / 11.93 / 25.23 33.59 / 12.05 / 27.15 35.42 / 14.23 / 28.55
LCMHA: (text only) 39.02 / 15.93 / 30.22 37.12 / 15.50 / 30.23 31.57 / 12.32 / 25.31 34.49 / 11.88 / 27.63 35.55 / 13.91 / 28.35

LCMHA: (ours) 40.57 / 16.55 / 31.17 37.70 / 15.65 / 30.89 31.36 / 11.93 / 24.84 33.66 / 10.87 / 26.68 35.83 / 13.76 / 28.40

Russian Ñ

VG-mT5 31.89 / 10.71 / 24.71 27.65 / 9.73 / 22.82 29.42 / 11.35 / 23.92 32.14 / 10.64 / 26.17 30.27 / 10.61 / 24.41
D2TV (w/o KD) 30.79 / 9.82 / 24.02 27.37 / 9.84 / 22.70 29.67 / 11.67 / 24.33 30.53 / 10.04 / 24.92 29.59 / 10.37 / 24.09
D2TV (V-KD) 31.18 / 10.64 / 24.26 26.50 / 9.60 / 21.91 28.32 / 10.93 / 23.00 31.38 / 10.76 / 25.25 29.34 / 10.48 / 23.60

D2TV 32.87 / 11.06 / 25.59 29.03 / 10.59 / 23.64 29.90 / 11.44 / 24.75 33.29 / 11.88 / 26.96 31.27 / 11.24 / 25.13
LCMHA (ours) 33.29 / 11.48 / 26.22 29.56 / 10.61 / 24.11 31.83 / 12.78 / 25.85 33.08 / 11.05 / 26.66 31.94 / 11.48 / 25.71

D2TV* (w/o KD) 32.94 / 11.40 / 25.74 24.58 / 8.43 / 20.09 28.10 / 10.37 / 22.66 27.44 / 8.54 / 21.59 28.27 / 9.68 / 22.52
D2TV* (V-KD) 32.86 / 11.54 / 25.64 24.63 / 8.40 / 20.15 28.27 / 10.31 / 22.64 28.50 / 8.87 / 22.56 28.56 / 9.78 / 22.75

D2TV* 33.61 / 11.65 / 26.09 26.57 / 8.96 / 21.63 28.39 / 10.47 / 22.92 28.39 / 8.81 / 22.68 29.24 / 9.97 / 23.33
LCMHA* (ours) 33.82 / 12.05 / 26.50 28.96 / 9.86 / 23.54 30.04 / 11.53 / 24.26 32.25 / 10.25 / 25.77 31.27 / 10.92 / 25.02

LLaMA 38.32 / 15.58 / 29.75 30.73 / 11.36 / 25.25 34.18 / 14.31 / 27.54 32.40 / 10.83 / 26.51 33.91 / 13.02 / 27.27
LCMHA: (text only) 37.54 / 15.00 / 29.25 31.53 / 11.68 / 25.97 35.36 / 14.67 / 28.39 34.12 / 11.18 / 27.00 34.64 / 13.14 / 27.66

LCMHA: (ours) 39.32 / 15.84 / 30.29 32.07 / 11.86 / 26.13 35.50 / 14.97 / 28.75 32.44 / 10.16 / 25.59 34.84 / 13.21 / 27.69

Urdu Ñ

VG-mT5 29.82 / 9.45 / 23.29 27.49 / 9.90 / 22.73 23.17 / 7.42 / 18.94 37.59 / 15.41 / 30.41 29.52 / 10.55 / 23.84
D2TV (w/o KD) 28.94 / 9.29 / 22.81 26.43 / 8.84 / 21.74 20.47 / 6.44 / 16.74 37.72 / 15.78 / 30.97 28.39 / 10.17 / 23.14
D2TV (V-KD) 29.60 / 9.63 / 23.00 26.30 / 9.02 / 21.65 22.58 / 7.36 / 18.03 37.52 / 15.25 / 30.19 29.00 / 10.31 / 23.21

D2TV 32.01 / 9.99 / 24.71 28.23 / 10.01 / 23.19 24.52 / 7.87 / 19.98 38.05 / 16.12 / 31.30 30.70 / 10.91 / 24.71
LCMHA (ours) 32.37 / 10.36 / 25.40 28.63 / 10.33 / 23.50 25.14 / 7.98 / 20.35 39.74 / 17.17 / 32.35 31.47 / 11.46 / 25.40

D2TV* (w/o KD) 31.54 / 10.42 / 24.53 22.94 / 7.62 / 18.88 22.32 / 7.13 / 18.32 35.86 / 13.49 / 28.48 28.17 / 9.66 / 22.55
D2TV* (V-KD) 30.96 / 10.20 / 24.34 23.72 / 8.16 / 19.49 21.94 / 6.79 / 17.90 35.83 / 13.53 / 28.39 28.11 / 9.67 / 22.53

D2TV* 31.65 / 10.63 / 24.90 25.47 / 8.52 / 20.68 22.38 / 7.19 / 18.44 36.46 / 13.76 / 28.75 28.99 / 10.03 / 23.19
LCMHA* (ours) 32.69 / 10.72 / 25.00 27.99 / 10.04 / 23.27 24.64 / 7.92 / 19.95 37.61 / 15.44 / 30.20 30.73 / 11.03 / 24.60

LLaMA 35.66 / 13.78 / 27.86 28.85 / 10.22 / 23.72 26.96 / 9.72 / 22.23 34.92 / 15.11 / 28.77 31.60 / 12.21 / 25.65
LCMHA: (text only) 37.16 / 13.78 / 28.36 30.84 / 11.27 / 25.38 29.43 / 10.44 / 23.75 39.72 / 16.62 / 31.84 34.29 / 13.03 / 27.34

LCMHA: (ours) 38.49 / 15.09 / 29.97 31.59 / 11.24 / 26.11 28.93 / 10.20 / 23.38 39.89 / 16.59 / 31.68 34.73 / 13.28 / 27.79

Table 2: Performance comparison of different models in terms of ROUGE-1 / ROUGE-2 / ROUGE-L scores.
[Model]* and [Model]: refers to the replacement of backbone from mT5 to mBART and LLaMA, respectively.

4.5 Ablation Analysis

The following ablation experiments are constructed
to verify the effect of each component in the
LCMHA model: a. Removing the visual input
and the joint multimodal adapter, leaving only the
text modality; b. Removing the language regular-
ization term in LRH; c. Removing the language
hyper adapters via LRH. As can be seen in Table 3,
the ablation components have positive gains to the
backbone model to varying degrees. Specifically,
the performance degradation caused by removing
visual input demonstrates the role of multimodal
information. The adapter components improve per-

formance by relaxing language parameter sharing
to alleviate potential inter-language interference.
LRH playing a role in promoting the learning for
low-resource languages as it facilitates knowledge
transfer in language-specific parameters.

4.6 Hypernetwork Dimension Analysis

This section analyzes the impact of the hyper-
network’s hidden state dimensions h, as hidden
state size primarily determines the overall size of
LCMHA. We experimented with three configu-
rations: LCMHA (base) with h “ 256 dimen-
sions, LCMHA (small) with h “ 128 dimen-
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Models English Ñ * Indonesian Ñ * Russian Ñ * Urdu Ñ *

LCMHA 31.77 / 11.21 / 25.35 33.20 / 12.30 / 26.59 31.94 / 11.48 / 25.71 31.47 / 11.46 / 25.40
a w/o Multimodal 31.34 / 10.95 / 25.11 32.63 / 12.04 / 26.24 31.42 / 11.28 / 25.47 30.77 / 11.04 / 24.92
b w/o Lang. Reg. 31.53 / 11.12 / 25.08 32.84 / 12.15 / 26.30 31.54 / 11.22 / 25.47 30.98 / 11.22 / 25.13
c w/o HyperA. 31.12 / 10.74 / 24.75 32.66 / 11.89 / 26.11 31.17 / 10.94 / 25.19 30.40 / 10.71 / 24.60

Table 3: Ablation study of LCMHA based on the mT5 backbone in terms of average ROUGE-1 / ROUGE-2 /
ROUGE-L scores.

Models Extra Params English Ñ * Indonesian Ñ * Russian Ñ * Urdu Ñ *

LCMHA (base) 124M 31.77 / 11.21 / 25.35 33.20 / 12.30 / 26.59 31.94 / 11.48 / 25.71 31.47 / 11.46 / 25.40
LCMHA (small) 73M 31.82 / 11.23 / 25.27 32.96 / 12.30 / 26.41 31.90 / 11.63 / 25.88 31.23 / 11.44 / 25.19
LCMHA (tiny) 48M 31.78 / 11.15 / 25.30 32.98 / 12.21 / 26.39 31.82 / 11.43 / 25.56 31.38 / 11.48 / 25.35

Table 4: LCMHA size analysis based on the mT5 backbone in terms of average ROUGE-1 / ROUGE-2 / ROUGE-L
scores.

Figure 3: Average ROUGE-L score variation across
languages under different values of α.

sions, and LCMHA (tiny) with h “ 64 dimensions.
The model performance and parameter counts are
shown in Table 4. Generally, larger hypernetwork
dimensions tend to yield better performance, al-
though the differences are not obvious. We hy-
pothesize that the limited number of language pairs
used in our experiments might contribute to this
observation.

4.7 Hyperparameter Analysis

This section further analyzes the impact of hyper-
parameter in the LRH by adjusting the weight α
of the language regularization term, where α “ 0
means language regularization is not applied. The
performance variations of the average ROUGE-
L score are illustrated in Figure 3. We evalu-
ated LCMHA with the mT5 backbone. Overall,
LCMHA achieved the best results with α values
of 0.4 or 0.8, while performance slightly declined
when α was increased to 1.5.

Models Consistency Relevance Coverage Fluency

LLaMA 49.48 48.86 46.96 49.53
LCMHA: 50.52 51.14 53.04 50.47

Table 5: Average win rates of LCMHA: and LLaMA
from GPT-based evaluations.

4.8 GPT-4 Evaluation Results

Table 5 reports the average win rates from GPT-4
evaluations for summaries generated by LLaMA
(LoRA) and LCMHA (on the LLaMA backbone),
across four aspects: consistency, relevance, cover-
age, and fluency. The experimental results show
that, while achieving comparable fluency and con-
sistency, the proposed method demonstrates an ad-
vantage in relevance, and coverage, indicating that
LCMHA better focuses on the key points of source
documents and aligns with reference summaries in
different languages. Complete evaluation results
for each language direction are provided in Ap-
pendix B, where LCMHA obtained a clear winning
rate in the Urdu direction, indicating the role of the
proposed method in protecting and promoting the
learning of low-resource language combinations.

4.9 Case Study

We present a case study in the Urdu directions using
LLaMA as the backbone model, where LCMHA
demonstrates more noticeable improvements in
objective evaluation metrics. As shown in Fig-
ure 4, all models are able to generate reasonably
good summaries that reflect different aspects of the
source document. In some cases, LCMHA’s out-
puts appear more closely aligned with the reference
summaries. For instance, in the Urdu-to-Urdu di-
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Reference:  UK scientists have been given the go-ahead by the fertility regulator to genetically modify human embryos.
LLaMA (LoRA):  Human embryos will be edited in UK research to understand why so many pregnancies end in miscarriage, a leading scientist has told the BBC.
LLaMA (LCMHA):  UK scientists have been given legal approval to edit the DNA of human embryos for research purposes.

Reference:  Para ilmuwan Inggris diizinkan pejabat pemerintah yang mengawasi masalah kesuburan untuk merekayasa gen janin manusia.
LLaMA (LoRA):  Seorang ilmuwan Inggris diberikan izin untuk melakukan perubahan pada DNA embrio manusia untuk pertama kalinya.
LLaMA (LCMHA):  Seorang ilmuwan Inggris akan melakukan percobaan pertama di Inggris untuk mengubah genetika embrio manusia.

Reference:  Британские ученые получили добро от управления по оплодотворению и эмбриологии человека для начала работ по генетической модификации человеческих эмбрионов.
LLaMA (LoRA):  Британский ученый получил разрешение на проведение эксперимента с человеческим эмбрионом, чтобы понять, как в раннем возрасте формируется человеческий геном.
LLaMA (LCMHA):  В Лондоне начато первое в мире клиническое исследование, в котором используются измененные ДНК человеческих эмбрионов.

Reference:                                          )                        (                                                 

LLaMA (LoRA):                                                      30    50                    
LLaMA (LCMHA):                                                                                                          

...

English Summary

Russian Summary

Indonesian Summary

Urdu Summary
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Figure 4: M3S generation results of LLaMA (LoRA) and LLaMA (LCMHA) models on four directions: Urdu-
English, Urdu-Indonesian, Urdu-Russian, and Urdu-Urdu.

rection, LLaMA (LoRA) generates: "A doctor has
been granted permission to investigate the causes
behind miscarriages," whereas LLaMA (LCMHA)
produces: "Scientists in the UK have obtained per-
mission to conduct experiments involving genetic
modification of human embryos." This intuitively
reflects the potential of LCMHA to better utilize
high-resource knowledge, especially in directions
like Urdu where LLaMA’s exposure may be com-
paratively lower.

5 Conclusion

In this work, we introduce the language con-
strained multimodal hyper adapter (LCMHA) for
many-to-many multimodal summarization (M3S).
LCMHA incorporates language-specific multi-
modal adapters through a language regularized hy-
pernetwork to maintain shared multimodal sum-
marization knowledge while relaxing language-
specific knowledge sharing. This approach en-
hances the adaptability of M3S models to mul-
timodal summarization across various language
combinations. Extensive experiments on the M3S
benchmark demonstrate that the proposed method
outperforms existing state-of-the-art approaches
and confirms its scalability across multiple multi-
lingual pre-trained backbones.

Limitations

Although LCMHA demonstrates improvements in
M3S across different PLM backbones, this study
only explores four languages and 16 language di-

rections. Future work should extend the evaluation
to a broader range of languages to further validate
the applicability of the proposed method. Addi-
tionally, considering that LoRA is a common and
efficient parameter-efficient fine-tuning approach
for LLMs, adapting LCMHA to LoRA remains
an interesting topic for further investigation, such
as developing multimodal hyper-LoRA structures
tailored for M3S.

Moreover, this work does not explicitly address
broader societal and ethical risks in multilingual
multimodal summarization. Knowledge transfer
across languages may amplify existing biases, par-
ticularly for underrepresented languages, due to
data imbalance or cultural semantic misalignment.
Hallucinations in multimodal summaries can also
mislead users or spread misinformation. While
these issues are beyond the scope of this study,
we acknowledge their significance and encourage
future work to incorporate safeguards against hal-
lucination, cultural misalignment, and bias amplifi-
cation.
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Hyperparameters Backbone
mT5 mBART LLaMA

Max length for article 520 520 1024
Max length for summary 84 84 128
Max length for visual feat. seq. 108 108 108
Batch size for per GPU 8 8 4
Gradient accumulation 4 4 4
Learning rate 8e-5 3e-5 1e-4
Warmup ratio 0.05 0.05 0.1
Training epochs 15 15 3
Optimizer Adam Adam Adam
Adam beta1 0.9 0.9 0.9
Adam beta2 0.998 0.98 0.98
GPU model A100ˆ1 A100ˆ1 A100ˆ4
Avg. num of algorithm runs 2 2 2
Beam search size 3 3 1
Length penalty 1 1 1
Hidden size 768 1024 4096
Num of layers 12+12 12+12 32
Attention heads 12 16 32
Num of hypernetwork layers l 2 2 2
Hypernetwork hidden size h 256 256 64
Source language ID dim de 50 50 50
Target language ID dim de 50 50 50
Layer ID dim de 50 50 50
Language regularization α 0.4 0.4 0.4
Adapter bottleneck dim db 256 256 256

Table 6: Experimental settings for LCMHA.

A Implementation Details.

Table 6 shows the complete experimental settings
regarding data processing, training, and inference.
Following (Liang et al., 2023a,b; Bhattacharjee
et al., 2023), the maximum sequence length for
input articles and summaries is truncated to 512
and 84, respectively; Image features are extracted
via a pretrained Faster R-CNN object detector, with
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Models English Ñ * Indonesian Ñ * Russian Ñ * Urdu Ñ *
Cons. / Rel. / Cov. / Flu. Cons. / Rel. / Cov. / Flu. Cons. / Rel. / Cov. / Flu. Cons. / Rel. / Cov. / Flu.

LLaMA 49.90 / 48.78 / 47.06 / 50.00 51.63 / 50.33 / 49.60 / 49.87 49.79 / 49.01 / 47.11 / 49.41 46.47 / 47.18 / 43.93 / 48.84
LCMHA: 50.10 / 51.22 / 52.94 / 50.00 48.37 / 49.67 / 50.40 / 50.13 50.21 / 50.99 / 52.89 / 50.59 53.53 / 52.82 / 56.07 / 51.16

Table 7: Win rates in each language direction from GPT-4 evaluations, including consistency, relevance, coverage,
and fluency.

the maximum image sequence length truncated to
108. The proposed LCMHA is integrated with two
multilingual pretrained models, mT56 (Xue et al.,
2021) and mBART7 (Tang et al., 2021) as used in
previous works, and an LLM backbone, LLaMA-
3-8B8 (Touvron et al., 2023). The prompt used for
LLaMA is as follows:

Summarize the following {src_lang} text into a
{tgt_lang} abstract:

The number of hypernetwork layers is l “ 2,
with the hidden state dimension h “ 256 for mT5
and mBART and h “ 64 for LLaMA, and the
source language, target language, and layer ids
dimensions are all de “ 50. The hyperparameter
in LRH is set to α “ 0.4. The adapter bottleneck
dimension is db “ 256.

For training, the models are optimized using
Adam (Kingma and Ba, 2014) with an initial learn-
ing rate of 8e-5 for mT5, 3e-5 for mBART, and 1e-4
for LLaMA backbones respectively. Specifically,
due to the high memory and computational costs
of LLaMA, we use LoRA to train LCMHA and the
backbone. We train 15 epochs with a batch size
of 8 and gradient accumulation set to 4 for mT5
and mBART on an A100 GPU, and 3 epochs with
a batch size of 16 and gradient accumulation set
to 4 for LLaMA on 4 A100 GPUs. For inference,
we use beam search with a beam size of 3 for mT5
and mBART, and use nucleus sampling (Holtzman
et al., 2020) with p=0.9 for LLaMA.

B GPT-4 Evaluation

We use GPT-4 to evaluate generated summaries,
including consistency, relevance, coverage, and flu-
ency, where the template is provided in Table 5.
For each language combination, we test 100 sam-
ples. Specially, To mitigate the potential influence
of method placement order on GPT-4 evaluations,
each baseline and LCMHA are evaluated twice:

6https://huggingface.co/google/mt5-base
7https://huggingface.co/facebook/

mbart-large-50-many-to-many-mmt
8https://huggingface.co/meta-llama/

Meta-Llama-3-8B

once as [Method A] vs. [Method B], and then with
the order reversed. The final score is obtained by
averaging the results from both evaluations.

Table 7 lists the experimental results of LLaMA
(LoRA) and LCMHA (on the LLaMA backbone)
in each language direction, corresponding to the
average GPT-4 evaluation scores for all language
combinations in Section 4.8 of the main paper con-
tent.

Prompt for GPT-4 Evaluation

You are an expert evaluator in summarization. Your task is
to compare two machine-generated summaries based on a
given {source_lang} article and a {tgt_lang} reference
summary.

Evaluation Criteria:
Compare the two summaries for each of the following
aspects:
1. Consistency: Which summary more accurately reflects
facts from the source document without introducing
hallucinations?
2. Relevance: Which summary focuses better on the key
points of the source document while avoiding irrelevant
content?
3. Coverage: Which summary better includes the
important aspects of the reference summary while
maintaining informativeness?
4. Fluency: Which summary is more grammatically
correct, well-structured, and easy to read?

Article:
{article}
Reference Summary:
{reference summary}
Method A Summary:
{method A summary}
Method B Summary:
{method B summary}

In the following comparison of the outputs of two models,
which model produces better results in the evaluation
criteria below? Only one superior model can be selected.
1. Consistency Comparison: <A > or <B>
2. Relevance Comparison: <A > or <B>
3. Coverage Comparison: <A > or <B>
4. Fluency Comparison: <A > or <B>

Only output the metrics and their corresponding compari-
son results.

Figure 5: GPT-4 templates for ranking generated sum-
maries.
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