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Abstract

Negotiation agents need to influence the at-
titudes or intentions of users to reach a con-
sensus. Strategy planning and expressive opti-
mization are crucial aspects of effective nego-
tiations. However, previous studies have typ-
ically focused on only one of these aspects,
neglecting the fact that their combined syn-
ergistic effect can lead to better performance.
Inspired by the dual-process theory in human
cognition, we propose a Dual-Mind Negotia-
tion Agent (DMNA) framework. This frame-
work integrates an intuitive module for rapid,
experience-based response and a deliberative
module for slow, expression optimization. The
intuitive module is trained using Monte Carlo
Tree Search (MCTS) and Direct Preference Op-
timization (DPO), enabling it to make suitable
strategic planning and expression. The deliber-
ative module employs a multifaceted reflexion
mechanism to enhance the quality of expres-
sion. Experiments conducted on negotiation
datasets confirm that DMNA achieves state-of-
the-art results, demonstrating an enhancement
in the negotiation ability of agents !.

1 Introduction

Negotiation dialogue involves psychology, poli-
tics, and communication, playing a crucial role
in daily life (Deng et al., 2024a). Characterized
as a mixed-initiative dialogue system, negotiation
dialogue reflects real-world situations where users
might be unwilling to cooperate with the system to
reach goals. It aims the agents to mediate conflicts
and facilitate mutual agreement among individuals
(Zhan et al., 2024). To achieve it, the agents need
to possess negotiation capabilities, such as strategic
planning and expression skills (Deng et al., 2023a).

Recently, Large Language Models (LLMs) pos-
sess the remarkable ability to generate highly con-

*Corresponding author

!Code available at: https://github.com/i-ytt/DMNA.
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Conversation History

fo\: Hi, this laptop has high-end specs and is priced at $1000.
: Hi, I’'m really interested in this laptop. Could you lower the price a bit?.
P\: Sorry, this is already a great deal. I have to stick to my original price.

Planning-based Agent

The most I can offer is 5800 That’s my
ﬁnal offer. (Proactive, Goal-oriented)

Expression-based Agent

: T understand your pricing, but I really am limited by my budget. Could
you think about it again? (Expressive)

I get that this laptop has high specs, but
vs lth my budget in mind, I'm willing to offer $800. What do you think
about this price? (Proactive, Goal-oriented, Expressive)

Figure 1: Examples of the response of planning-based
Agent, expression-based Agent, and DMNA respec-
tively.

vincing content that can rival, even surpass human-
crafted negotiation, which significantly empow-
ers negotiation agents. Existing approaches can
be broadly divided into two categories: planning-
based and expression-based methods. Planning-
based methods (e.g., GDP-ZERO (Yu et al., 2023),
TRIP (Zhang et al., 2024), and DPDP (He et al.,
2024)) operate by selecting suitable dialogue strat-
egy from the predefined set based on current conver-
sational state. These methods treat strategy plan-
ning as a decision-making problem and achieve
efficiency through elaborate algorithms. However,
their reliance on fixed strategies limits adaptabil-
ity in real negotiations. Moreover, the quality
of response is only dependent on the language
backbone, neglecting fine-grained expressive con-
straints. In contrast, expression-based methods
(e.g., AnE (Zhang et al., 2023), and ICL-AIF (Fu
et al., 2023)) focus on the expression optimizing in
negotiation. These methods excel in user percep-
tion and adaptive responses, but they lack quantifi-
able mechanisms for achieving goals, resulting in
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suboptimal outcomes.

As illustrated in Figure 1, it presents a common
negotiation scenario where a buyer expresses inter-
est in a laptop and wants a price reduction. But the
seller insists original price. In this situation, three
types of agents offer their negotiation response.
The planning-based agent employs a ‘propose a
counter price’ strategy, proposing a lower price and
stating it as the final offer. This response proac-
tively guides the conversation and is goal-oriented,
aiming to purchase the laptop at the lowest price.
However, there are evident shortcomings, such
as the aggressive expression potentially leading
to the failure of the negotiation. Conversely, the
expression-based agent adopts a more empathetic
and persuasive expression. It acknowledges the
price of the seller and cites budget limitation as
the reason for price reduction, and politely asks
the seller to reconsider. This response is expres-
sive and considerate, which can build rapport and
understanding with the seller. However, it sacri-
fices some proactivity in negotiation, which might
lead to a suboptimal outcome. Outstanding negotia-
tion agents require both capabilities synergistically:
strategic planning and expression skills, such as
the response of DMNA in Figure 1. Our work ad-
dresses this integration gap by developing a unified
framework that combines strategic planning with
expressive optimization.

Inspired by the dual-process theory (Kahne-
man, 2003a), we propose a Dual-Mind Negotiation
Agent. This agent uses a response model trained
with strategy and expression experiences as the
intuitive module and employs a multifaceted reflex-
ion mechanism for expression as the deliberative
module. During the negotiation process, the two
cognitive systems are connected and interact with
each other, achieving both strategy planning and
expression optimization. Specifically, the intuitive
module is trained on past negotiation experiences,
which involve negotiation strategies and expression.
We employ the MCTS process to sample strategies
and expressions from negotiation dialogues and
form preference data pairs. These data pairs are
used to train the small model (e.g., LLaMA-8B
(Touvron et al., 2023)) with Direct Preference Op-
timization (DPO)(Rafailov et al., 2023), equipping
it with basic intuitive strategic and expressive ca-
pabilities across general dialogue scenarios. The
deliberative module utilizes reflextion based on
multi-critics and moderator, ensuring high-quality

expression even in complex and unfamiliar dia-
logue states. The two modules are linked and inter-
act through memory storage, influencing each other
and working together to enhance the negotiation
performance. In summary, our key contributions
are concluded below:

* We develop a novel framework DMNA that
combines strategic planning with expres-
sion optimization, enabling existing planning-
based methods and expression-based methods
to complement each other.

* We utilize MCTS to obtain preference data
and fine-tune the model with DPO, endowing
it with planning capability. We also propose a
multifaceted reflexion mechanism that is more
suited to negotiation than reflexion.

» Experimental results on two datasets suggest
that DMNA outperforms planning-based and
expression-based baselines, and it effectively
enhances the negotiation ability of agents.

2 Related Work

2.1 Dialogue Policy Planning in Negotiation

To achieve a successful negotiation, some stud-
ies have focused on the planning of negotiation
dialogue strategies. Early methods mostly used
neural-focused, algorithm-focused, and reinforce-
ment learning approaches, but these rely on anno-
tated data and depend on the elaborate algorithm
design (Zhang et al., 2022; Cheng et al., 2022; Gao
et al., 2021).

LLMs present both opportunities and challenges
for dialogue planning. For example, Deng et al.
(2023a) adopts the prompts to select the strategy
proactively, but nontrainable parameters limit effec-
tiveness. Yu et al. (2023) integrates Monte Carlo
Tree Search (MCTS) with LLMs prompts to opti-
mize strategy selection, achieving promising per-
formance. However, this method suffers from in-
efficiency and high costs. Additionally, there is a
paradigm that employs a trainable policy model as
plugins to assist LLMs, such as Yu et al. (2023)
and Zhang et al. (2024). While these can reduce
costs, they still fall short in simulating the cognitive
processes of future dialogue behaviors. He et al.
(2024) is a dual system based on Yu et al. (2023)
and Deng et al. (2024b), which can mitigate the
limitations of both approaches. Nevertheless, in
practical negotiation scenarios, relying solely on
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Hi, this laptop has high-end
¢\ specs and is priced at $1000.

Hi, I'm really interested in this
. laptop. Could you lower the

1 price a bit?.

Tree Root

Strategy Sdlection

State Expansion

I have to stick to my original Value Evalhation

Sorry, this is already a great deal.
price.

I get that this laptop has high
(=) specs, but with my budget in
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The most I can offer is $800.
That’s my final offer.
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Figure 2: The overview of DMNA. This method includes an intuitive module and a deliberate module. The intuitive
module consists of an experience-based module that provides intuitive responses by preference learning based on
strategy-expression pairs. The deliberate module is composed of multifaceted reflexion that adjusts the suboptimal

expression from the intuitive module.

strategy planning is not sufficient. It is also cru-
cial to have the ability to finely perceive complex
situations and generate appropriate responses.

2.2 Expression Quality in Negotiation

Existing studies emphasize the significance of ne-
gotiation expression. Recent work employs rein-
forcement learning to enhance specific dimensions:
politeness (Mishra et al., 2022), empathy (Samad
etal., 2022), and linguistic richness through human-
guided demonstrations (Shi et al., 2021).

The aforementioned methods enhance expres-
sion quality from certain fine-grained aspects. In
some recent research, LLMs are utilized to improve
the expression quality of negotiation dialogues. Fu
et al. (2023) uses self-play simulations to iteratively
refine negotiation expression based on feedback
from other LLMs regarding the current dialogue
state. And Zhang et al. (2023) enhances the persua-
siveness of responses by prompting another LLM
as an expert to act for verbal suggestion. How-
ever, these methods lack strategic guidance in the
dialogue process, which results in insufficient look-
forward capability of the negotiation agents.

2.3 Dual-Mind of LLMs

Dual-process thinking is a cognitive pattern unique
to humans, characterized by both intuitive and ratio-
nal processes (Kahneman, 2003b; Bengio, 2019).
Inspired by the theory of dual-process thinking,
many fields have applied its principles to the work-
flow of LLMs (Yang et al., 2024; Xiao et al., 2024;
Lin et al., 2023). For example, Cheng et al. (2025)

propose HaluSearch, which treats text generation
as a stepwise reasoning process (fast system) and
tree search algorithms (slow system) effectively
mitigate hallucinations during inference. In dia-
logue planning, He et al. (2024) incorporates a
policy LM model for fast responses and a Monte
Carlo Tree Search (MCTS) mechanism for slow
planning. They also use a two-stage training reg-
imen to enhance planning in proactive dialogue
together. Similarly, Tian et al. (2023) introduces
DUMA, which embodies a dual mind mechanism
through two LLMs for fast and slow thinking. This
allows seamless transitions between intuitive re-
sponses and deliberate problem-solving in conver-
sational scenarios. In our work, we apply the theory
of dual-process to the construction of a negotiation
agent. During the negotiation process, we aim to
enhance negotiation capabilities by leveraging two
types of cognitive patterns.

3 Dual-Mind Negotiation Agent

The proposed DMNA framework is shown in Fig-
ure 2. It includes two modules that mimic human
cognitive patterns: an intuitive module based on ex-
perience and a deliberate module for multifaceted
reflexion. These modules together improve the
quality of negotiation statements and significantly
enhance the agent’s negotiation ability.

3.1 Experience-based Response Module

In this module, we aim to enable the agent to pro-
vide intuitive responses that are suitable for the
current dialogue state. To achieve this, we intend
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to train a model as the actor to learn from the
look-forward strategy chosen and corresponding
expression generation, allowing it to make suitable
strategic planning and expression. There are two
challenges we faced: (1) The lack of high-quality
datasets that reflect the look-forward strategy and
appropriate expression. and (2) How to learn the
look-forward capability?

To address these challenges, drawing inspiration
from the work of GDP-ZERO (Yu et al., 2023)
and DPO (Rafailov et al., 2023), we design the
following processes:

Data Generation through MCTS. To obtain the
look-forward strategy and the corresponding ex-
pression data, we build upon the work of GDP-
ZERO (Yu et al.,, 2023) and collect strategy-
expression data from the MCTS process, structured
in a ‘[strategy] expression’ format. Specifically, we
treat dialogue states as nodes in the search tree. To
identify the next negotiation strategy, MCTS itera-
tively performs selection, expansion, evaluation,
and backpropagation. Initially, we set the number
of iterations to K. In each iteration, the search tree
is constructed with values for () values, state values
V, and visit counts N being updated accordingly.
After K iterations, MCTS predicts the best negoti-
ation strategy for the current dialogue state based
on tree statistics. For details of MCTS, please see
Appendix A.

Turn-Level Strategy-Expression Preference
Data Pairs Construction. To endow the model
with look-forward ability in strategy and expres-
sion, we construct turn-level strategy-expression
preference data pairs for subsequent training.

We utilize the () values to reflect the preference
for the next strategy at every turn. Specifically, the
strategy with the highest () value is selected as the
optimal choice for the current dialogue turn. Cor-
respondingly, the expression associated with this
strategy is chosen with the highest value function
score. Together, the selected strategy and its cor-
responding expression form the positive sample.
This pair represents the most favorable outcome
given the current dialogue state. Alongside the pos-
itive sample, we also construct negative samples to
provide a contrastive learning signal. These sam-
ples are derived from strategies that are explored
during the search but ultimately not selected due
to lower () values. For each unselected strategy,
we identify its corresponding expression with the
highest value function score. These pairs of uns-

elected strategies and their associated expression
serve as negative samples, indicating less favorable
outcomes compared to the positive sample.
Preference Learning. Given the turn-level
strategy-expression preference data collected via
MCTS, we fine-tune the model (e.g., LLaMA) us-
ing DPO. The dataset D = (z, yy, ;) is a collec-
tion of data items, where each item is represented
as a triplet (z, Yy, ;). The triplet consists of an
input prompt z, a preferred response y,,, and a
dispreferred response ;.

‘Cdpo (0) = _E(a%yumyl)NID log g (thif (l’, Yw, yl))

ey

The term hZ° (z,yw, 1) quantifies the reward

differential between the preferred response and the
dispreferred response, defined as:

7o(Yw | ) mo(yi | 2)

hgif(x7 Yw, yl) = IOg —log

7rrc:f(yw ‘ x) 71'ref(yl ‘ l‘)
2

This process does not necessarily involve feed-
ing the model with strictly optimal strategies or
the most suitable expression. Instead, it aims to
learn from past dialogue experiences and develop
a capacity for look-forward planning, allowing
it to make more informed decisions in new dia-
logue states. Additionally, compared to the MCTS
method, this approach significantly reduces com-
plex search processes and value calculations.

3.2 Multifaceted Reflexion Module.

Due to the complexity of negotiation scenarios that
come from diverse dialogue states and different
users, expression needs to be optimized from mul-
tiple perspectives. Additionally, even after fine-
tuning, the model may still produce unstable out-
puts, making it insufficient to rely solely on the
experience-based response module. To address
this, we employ a reflective approach to make fine-
grained adjustments to expression derived from the
experience-based response module when necessary.
Drawing on the Reflexion framework (Shinn et al.,
2024), which features dynamic memory and reflec-
tive capabilities, we design a multi-critics and mod-
erator reflexion mechanism named Multifaceted
Reflexion. This mechanism is more adaptable for
enhancing negotiation expression in multiple as-
pects. As shown in Figure 2, multifaceted reflexion
comprises four key components:

Multi-Critics. The quality of negotiation expres-
sion can be evaluated from multiple perspectives,
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such as repetitiveness, continuity, richness, empa-
thy, etc. Therefore, using a single-critic approach
to assess sentence quality is insufficient. We em-
ploy a multi-critics approach to evaluate the current
expression. On one hand, this method enhances the
exploratory capabilities of critics, allowing for a
more comprehensive identification of the shortcom-
ings in the current expression and providing richer
feedback. On the other hand, it ensures the quality
and stability of the reflexion process, thereby re-
ducing the occurrence of hallucinations and errors.

The reflexion module is only activated to rewrite
suboptimal expressions, determined by multi-
critics. If the majority of critics deem the expres-
sion quality inadequate, reflexion is triggered.

Moderator. To organize and synthesize the diverse
evaluations from multi-critics, we introduce a mod-
erator role. The primary function of a moderator
is to maintain an objective stance and provide a
comprehensive summary that captures the essence
of feedback from the critics. This involves: (1) Ag-
gregating and Balancing Opinions. The moderator
consolidates the evaluations, highlighting common
themes while reconciling conflicting views to en-
sure a balanced perspective. (2) Enhancing Clarity.
By refining complex feedback into clear and ac-
tionable insights, the moderator ensures that the
summarized evaluations are easily understood and
implemented. (3) Facilitating Improvement. The
moderator’s summary serves as a guide for iterative
refinement, bridging the gap between evaluations
and the improvement of negotiation sentences.

Memory. In order to integrate dynamic memory
and iterative reflexion, we introduce the memory
structure. It functions as a repository that stores
suboptimal negotiation sentences along with their
corresponding feedback from the moderator in the
current turn. DMNA leverages this memory to
enhance the generation of new responses through
specific instructions. After reflexion in a certain
dialogue turn, the memory is updated and cleared
to ensure that it contains only the most relevant and
recent information for the current dialogue state.
For more details regarding the regeneration of the
actor component, please refer to Tables 8 and Table
9 in the Appendix.

Actor. The actor is based on the intuitive re-
sponse model discussed in Section 3.1. Through
experience-based learning, this model develops a
certain level of negotiation capability. Due to the
limitations of experience learning and inherent in-

stability within the model, it is necessary to impose
fine-grained quality constraints on the expression
by the actor regenerating.

In general negotiation scenarios, the actor can
provide a direct response. For complex dialogue
states where the initial expression quality is poor,
the actor employs the multifaceted reflexion to re-
generate response based on refined experiences ex-
tracted from the memory. This iterative process
improves response performance and better adapts
to complex dialogue states.

4 Experiments

4.1 Experimental Setups

Dataset. To evaluate our framework, we conduct
our experiments on the negotiation datasets, includ-
ing PersuasionForGood (P4G; Wang et al. (2019))
and CraigslistBargain (CB; He et al. (2018)). These
negotiation datasets involve two roles with distinct
goals and pre-defined negotiation strategies, aiming
to reach consensus through conversation. For de-
tails of predefined negotiation strategies, please see
Appendix D.3. P4G is set in a persuading donation
scenario, where the persuader attempts to convince
the persuadee to donate to an organization called
Save the Children. In contrast, CB is based on a
bargaining scenario, the buyer tries to persuade the
Seller to accept a lower price, while the seller aims
to reach a consensus at a higher price.

Baselines. We provide comparisons with two
types of negotiation agents: 1) Enhance pre-defined
strategies planning (Planning-based), including
Pro-CoT (Deng et al., 2023b), TRIP (Zhang et al.,
2024) and GDP-Zero (Yu et al., 2023) 2) Optimize
negotiation expression (Expression-optimized), in-
cluding DialoGPT (Zhang et al., 2020), ICL-AIF
(Fu et al., 2023) and AnE (Zhang et al., 2023).
For detailed implementation of the above methods,
please refer to the Appendix B.1.

Evaluation Metrics. We utilize two types of
evaluation methodologies: goal-based metrics and
quality-based metrics. In line with Deng et al.
(2024b), we employ average turn (AT) and suc-
cess rate (SR) as goal-based metrics. AT evaluates
the number of dialogue turns needed to achieve the
negotiation goal, while SR measures the proportion
of dialogues that successfully reach the negotiation
goal. For the CB, we use the Sale-to-List Ratio (SL)
to evaluate the deal of the buyer. A higher SL indi-
cates the buyer gets more benefits from deals and
we set SL to 0 if the deal fails. Following Shi et al.
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Price Negotiation
Agents
AT] SR SL?T N-Rept Coht Emp? Pers?t
ProCoT (Deng et al., 2023b) 7.62 0.60 0.2307 | 2.73 4.32 3.34 2.67
TRIP (Zhang et al., 2024) 6.34 0.68 0.4096 | 2.74 4.76 3.69 2.72
GDP-ZERO (Yu et al., 2023) 7.63 0.44 0.2401 | 4.24 4.78 3.51 3.21
DialoGPT (Zhang et al., 2020) 6.73 0.32 0.2012 | 2.70 4.01 3.32 2.62
LLaMA3.3-70b (Grattafiori et al., 2024) | 10.26  0.57 0.2734 | 3.05 4.86 3.58 3.29
GPT-40-mini (OpenAl et al., 2024) 10.02 048 0.2097 | 2.66 471 3.65 3.10
ICL-AIF (Fu et al., 2023) 8.42 0.34 0.2503 | 4.25 4.86 3.46 2.94
AnE (Zhang et al., 2023) 5.60 0.34 0.1742 | 4.37 4.89 3.46 3.03
DMNA (Ours) 6.80 0.84 0.5359 | 4.52 4.82 3.69 4.04
Persuasion for Good
Agents
AT] SRt N-Rep? Coht Emp? Pers?t

ProCoT (Deng et al., 2023b) 9.90 0.18 2.89 4.27 3.56 3.13
TRIP (Zhang et al., 2024) 8.51 0.55 3.61 4.82 4.02 391
GDP-ZERO (Yu et al., 2023) 9.74 0.25 3.92 4.16 3.71 3.77
DialoGPT (Zhang et al., 2020) 9.73 0.22 2.67 4.51 3.24 2.92
LLaMA3.3-70b (Grattafiori et al., 2024) | 12.13 0.52 4.36 4.80 4.50 4.12
GPT-40-mini (OpenAl et al., 2024) 12.86 0.47 4.09 4.65 441 3.78
ICL-AIF (Fu et al., 2023) 10.54 0.43 3.27 4.66 3.78 3.89
AnE (Zhang et al., 2023) 10.32 0.46 3.40 4.79 4.07 3.84
DMNA (Ours) 8.14 0.76 443 4.74 4.13 4.14

Table 1: Evaluation results on Price Negotiation and Persuasion for Good. Compared to the planning-based and
expression-optimized baselines, DMNA enhances the negotiation ability of the agent.

(2021) and Samad et al. (2022), we assess expres-
sion quality based on Non-repetitiveness (N-Rep),
Coherence (Coh), Empathy (Emp), and Persua-
siveness (Pers) as quality-based metrics. For this
purpose, we utilize an evaluation method powered
by LLMs, supplemented by human evaluation for
validation. Detailed definitions of the evaluation
metrics see the Appendix C.1.

Experimental Details. To enhance the realism of
the negotiation environment, we employ the user
simulators in TRIP as comprehensive user simu-
lators. These simulators enable the LLMs to ex-
hibit diverse personas and incorporate resistance
strategies to counteract the persuasion attempts of
agents. Our implementation of MCTS is based
on the GDP-Zero framework, refer to its code and
parameters. Moreover, we adopt LLaMA-3-8B-
Instruct (Touvron et al., 2023) as the backbone for
the experience model and GPT-3.5-turbo-1106 as
the backbone for the multifaceted reflexion module.

4.2 Main Results & Human Evaluation

Tables 1 presents the evaluation results of our
framework compared with selected baselines on
the CB and P4G datasets respectively. Among
the baseline methods, planning-based baselines
achieve the highest SR and SL, while expression-
optimized baselines demonstrate superior perfor-

mance in expression metrics. This observation
aligns with our expectations: planning-based base-
lines exhibit stronger look-forward capability for
the goal, whereas expression-optimized baselines
generate higher-quality expression.

DMNA effectively improves the negotiation
ability of conversation agent, enabled by its dual
cognitive mechanism comprising intuitive mod-
ule and deliberate module. As illustrated in Table
1, DMNA significantly outperforms all baselines
across both tasks. Specifically, DMNA achieves a
higher SR and fewer AT in task completion, while
also attaining superior performance in quality-
based metrics. This comprehensive improvement
makes DMNA better suited for human-centric con-
versational agents (Deng et al., 2024a), as it not
only efficiently accomplishes tasks but also empha-
sizes human needs and expectations.

The proposed evaluation approach exhibits
significant reliability and aligns closely with out-
comes from human judgment. In Section 4.1,
it is noted that we employ evaluation powered by
LLMs. Given the generation of LLMs can be un-
stable, we further assess the reliability of the evalu-
ation results by comparing them with human anno-
tators. Initially, we sample 50 dialogues generated
by DMNA on both CB and P4G datasets. These
dialogues are then annotated by 3 human annota-
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Ours Win Tie Ours Loss

Non-repetition 71% 26%3%
= Coherence 53% 34%  12%
E Empathy 55% 42% 3%

Persuasiveness 70% 28%2%
:O‘ Non-repetition 62% 34% 4%
S Coherence 54% 34%  12%
& Empathy 57% 41% 2%
8 Persuasiveness 65% 32% 3%

Non-repetition 57% 37% 6%
E Coherence 50% 34% 16%
< Empathy 59% 40% 1%

Persuasiveness 67% 29% 4%
- Non-repetition 54% 44% 6%
Z  Coherence 50% 3%  17%
3 Empathy 60% 37% 3%
= Persuasiveness 64% 32% 4%

Figure 3: The results of human A/B test. Each bar shows
the ratios for "Ours Wins," "Tie," and "Ours Loss" from
left to right.

tors using the same standard as those applied by
the LLM-based evaluator. Subsequently, we calcu-
late the Spearman correlations between the average
value of human annotations and the annotations
of the LLMs evaluator. The results, as presented
in Table 2, demonstrate a significant consistency,
suggesting that LLM-powered evaluators can serve
as a viable alternative to human annotators.

Moreover, our evaluation results exhibit a high
degree of consistency with human judgment.
Specifically, we conduct an A/B test compar-
ing expressions generated by DMNA with those
from baseline methods, evaluating them based on
quality-based metrics. As illustrated in Figure 3,
DMNA consistently outperforms other baseline
methods, further confirming the effectiveness of
our approach.

Dataset N-Rep Coh Emp Pers
CB (He et al., 2018) 0.61 052 0.56 0.67
PAG (Wang et al., 2019) 0.68 0.62 0.64 0.70

Table 2: The result of Spearman correlation statistics.
The Spearman correlations between human evaluation
results and our method’s evaluation results indicate a
strong correlation.

Price Negotiation

N-Rep Coh Emp Pers | Ref
0.5359 | 4.52 4.82 3.69 4.04 | 22.06
0.2524 | 3.57 4.11 346 3.50 |24
0.2303 | 3.00 353 296 269 |-
0.4048 | 3.48 398 3.59 340|303

Agents
AT SR SL

DMNA | 680 0.84
w/o DPO | 10.68 0.42
w/oRef | 10.72 0.40
w/oMC | 9.80 0.58

Persuasion for Good

Agents

AT SR N-Rep Coh Emp Pers | Ref
DMNA | 8.14 0.76 443 474 413 4.14 | 3.24
w/o DPO | 9.51 0.66 3.87 473 4.01 415|532
w/oRef | 8.72 0.67 4.31 476 392 392 | -
w/oMC | 9.20 0.70 4.36 477 395 4.06 | 5.66

Table 3: The evaluation results of ablation study. The
experience-based response module, multifaceted reflex-
ion module, and multi-critics and moderator reflexion
mechanism are effective in improving agents and com-
plement each other.

4.3 Ablation Study

To explore the effects of each component in
DMNA, we devise several variants as follows:

* w/o DPO represents removing the experience-
based response module, the backbone of the
intuitive module being LLaMA-3-8B-Instruct.

* w/o Ref represents removing the multifaceted
reflexion module, where the model only pro-
vides intuitive responses.

* w/o MC represents removing the multi-critics
and moderator reflexion mechanism, using
single-critic reflexion instead.

We summarize the performance of each model vari-
ation. Based on the results in Table 3, we obtain
the following observations:

The intuitive module, after experience learn-
ing, exhibits look-forward planning capability.
Specifically, the result illustrates that DMNA out-
performs w/o DPO by improving the SR and SL.
This suggests that the intuitive module, following
experience learning, possesses look-forward proac-
tive and goal-oriented ability. In addition, DMNA
reduces the number of reflexion iterations, indicat-
ing that the expression of DMNA also has a certain
degree of negotiation capability, enabling it to pro-
vide intuitive responses.

The deliberate module can enhance the qual-
ity of expression and further improve negoti-
ation outcomes. In the investigation of DMNA
and w/o Ref, we note that DMNA achieves greater
improvements in the expression metrics (N-Rep,
Coh, Emp, and Pers) of negotiation expression. It
indicates that the deliberate module constrains and
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Figure 4: Frequency of triggering reflexion and expres-
sion quality of DMNA in different conversation turns.

optimizes the quality of expression, leading to bet-
ter negotiation performance (SR and SL).

Multifaceted reflexion outperforms reflexion
and reduces the number of reflexion iterations.
By comparing DMNA and w/o MC, we find that
multifaceted reflexion demonstrates higher perfor-
mances than single-critic reflexion, especially in ex-
pression evaluations. It suggests that multifaceted
reflexion provides a more comprehensive feedback
for expression quality than single-critic. Moreover,
multifaceted reflexion reduces the number of re-
flexion iterations proving that this approach offers
greater stability. These findings collectively prove
that the multifaceted reflexion not only offers stable
feedback but is also better suited for the complex
dynamics of dialogue states.

4.4 In-depth Analysis

Frequency of triggering Reflexion and Quality
of Expression w.r.t Conversation Turns. In this
part, we analyze the variations in the frequency of
triggering reflexion and the quality of expression
as the conversation progresses. As shown in Figure
4(a) and 4(c), we note that there is an initial grad-
ual increase in the frequency of reflexion, which
peaks during the middle turns of the conversation,
followed by a significant decline in the later stages.
The findings suggest that reflexion plays a crucial
role during the early and middle stages of the di-
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ion iterations in DMNA cor-
responding to different per-
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(b) The performance of ex-
pression quality in DMNA
across different personas.

Figure 5: The number of reflexion iterations and expres-
sion quality in different persons.

alogue, while its importance tends to diminish in
the later stages.

To further analyze the relationship between re-
flexion frequency and expression quality, we exam-
ine different intervals of dialogue turns (0-1, 2-5,
6-10). As illustrated in Figure 4(b) and 4(d), expres-
sion quality generally improves with an increase
in the number of turns. This suggests that DMNA
tends to optimize its expression through reflexion
on iterations. For instance, comparing the intervals
of dialogue turns 01 and 2-5, the average reflexion
frequency increase. Correspondingly, we observe
that DMNA yields positive improvements across
expression metrics, such as a significant increase
in Coh, Emp, and Pers. It is worth noting that, as
the conversation proceeds, the N-Rep metric ex-
hibits a declining trend. This may be attributed to
the agent’s increasing focus on topics and expres-
sion patterns that may interest the user in order to
more effectively advance the negotiation process.
These results demonstrate that multiple reflexions
can significantly enhance expression quality.

Analysis the Adaptability of DMNA across
Different Personas. As shown in Figure 5(a) and
5(b), we conduct an in-depth analysis of the quality-
based performance of DMNA across different Big-
Five Personality (Goldberg, 1992). Specifically,
we assess the average iterations number of reflex-
ion and the average value of expression metrics
(N-Rep, Coh, Emp, and Pers) for every persona in
Big-Five personality types. For example, individu-
als with high conscientiousness typically demand
detailed and well-planned information. This leads
to more frequent adjustments and optimizations in
DMNA’s expression, resulting in the highest num-
ber of reflexion among all persona types. However,
DMNA’s performance in Emp and Pers is relatively
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weaker for this group. This may be because indi-
viduals with high conscientiousness prioritize task
completion and accuracy over emotional resonance.
The evaluation results indicate that DMNA exhibits
the flexibility of the iterations number of reflexion
and varying expression depending on the user’s per-
sona. We also analyze the adaptability adjustments
in the other four persona types. For more details,
please see Appendix C.2.

5 Conclusion

In this study, we propose the Dual-Mind Negotia-
tion Agent (DMNA) framework, which integrates
strategic planning and expressive optimization to
enhance the negotiation ability of agents. Inspired
by the dual-process theory in human cognition,
DMNA comprises two modules: an intuitive mod-
ule trained using MCTS and DPO, and a delibera-
tive module that employs a multifaceted reflexion
mechanism to optimize expression quality. Our
experimental results on two negotiation datasets
demonstrate that DMNA significantly outperforms
existing state-of-the-art methods. These findings
indicate that DMNA effectively bridges the gap be-
tween planning-based and expression-based meth-
ods, offering a more human-centric approach to
negotiation dialogue agents.

Limitation

Although the DMNA framework has shown promis-
ing results on existing datasets, its performance
may be limited in more complex scenarios such
as multi-party negotiations, cross-cultural interac-
tions, and multimodal negotiation domains. For in-
stance, in multi-party negotiations, the intertwined
interests and diverse strategies of multiple partici-
pants require the agent to coordinate and optimize
negotiation goals in real time. In cross-cultural
negotiations, differences in cultural backgrounds
can lead to varying interpretations of the same strat-
egy, demanding stronger cultural adaptability and
expressive flexibility from the negotiation agent.
Moreover, as negotiations increasingly involve mul-
timodal interactions, DMNA needs to enhance its
ability to process non-textual information such as
visual and auditory cues to better meet the demands
of complex negotiation scenarios.

Therefore, our future work will focus on address-
ing these underexplored challenges by incorporat-
ing richer training data, optimizing strategy gen-
eration mechanisms, and enhancing multimodal

interaction capabilities, thereby further improving
DMNA’s performance in diverse and complex real-
world negotiation settings.

Ethics Statement

Our Dual-Mind Negotiation Agent (DMNA) to en-
hance the effectiveness of dialogue systems in as-
sisting users or systems in accomplishing tasks and
goals. We explicitly reject the use of DMNA for un-
ethical purposes such as manipulation or fraud. We
are committed to ensuring our work benefits users
and society. The risks involved are as follows:

Automation bias and user dependence: Sys-
tems may have automation bias. Users may overly
rely on DMNA’s negotiation strategies and expres-
sions. To address this, we clarify that DMNA is de-
signed to assist users in negotiating, not to replace
human judgment. Users should critically assess the
system’s output and make decisions based on their
own understanding.

Non-zero-sum negotiation dynamics: Nego-
tiation scenarios are not always zero-sum games.
The DMNA aims to promote mutual agreements
and cooperation among parties. It does not prior-
itize one party’s interests over another’s. DMNA
focuses on finding common ground and achieving
mutually beneficial outcomes.

Personality trait measurement bias: Section
4.4 shows performance variations among the ‘Big
Five’ personality types. While the analysis high-
lights adaptive differences, we do not explicitly
address fairness or mitigate potential drawbacks of
specific traits. This remains an open challenge.

Human annotator conditions: Human annota-
tors are involved in verifying the quality of expres-
sions. They are compensated at a rate of 15 dollars
per hour, with tasks limited to 2 hours to prevent
fatigue.
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A Details of MCTS

In the process of constructing the strategy-
expression preference dataset, we refer to the im-
plementation of GDP-ZERO (Yu et al., 2021). As
a supplement to the main body, we describe the im-
plementation details of the MCTS algorithm here.
We implement the MCTS algorithm on two datasets
respectively. We treat the current dialogue state
in turn ¢ look as a sequence of dialogue actions
st = (ap,...,a;) and the chosen dialogue strat-
egy as a*. By iteratively executing the four phases
of MCTS, we continuously update the relevant vari-
ables: ()-values, state values V, and visit counts
N. After K iterations, MCTS selects the optimal
strategy based on these variables. Specifically:
Selection. For the current node s'", this phase
aims to choose a dialogue strategy from a* to reach
a child node. To balance exploration and expan-
sion, we employ the PUCB function to select the
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dialogue strategy:

2. N (s, a)

PUCT (Str, CL) = Q (Str, CL) + Cpl—;—lN—W

The algorithm will keep selecting a child node in
sequence until a leaf node is reached.

Expansion. Upon reaching a leaf node, we use
the LLM as a policy network to prompt it to gen-
erate the next dialogue action distribution. This is
achieved by sampling the LLM at a temperature of
1.0 for m times and then converting the sampled di-
alogue acts into a probability distribution. Finally,
each strategy is set with () (st’", ) = (Qp, which is
a hyperparameter that influences exploration.

Evaluation. We determine the value of a state
a based on the likelihood of its dialogue context
leading to task success. In the Persuasion for Good
task, it is evaluated at convincing a user to donate
to a charity, this can be done by adding the utter-
ance "Would you like to make a donation?" to the
context. In the CraigslistBargain task, the goal is to
negotiate with the Seller to reach a mutually agree-
able price, which is evaluated by identifying the
negotiated price to context.

Backpropagation. After each search iteration
concludes, we perform the following updates for
the above variables:

N (str,a) +— N (st’",a) +1
Q (str, a) ~—Q (str, a) + AQ (str, a)

AQ (Str’ a) — v (S N_(grfsa)’a))

After all simulations, we select the optimal strat-
egy for the current state s'" using a formula:

a* = arg InélXN (s, a)

B More Implementation Details

B.1 Implemention of Baselines

We follow the original design of the baseline meth-
ods and categorize them into planning-based agents
and expression-based agents. To compare the two
types of agents with DMNA, we adapt these agents
to the applications in our experiments for two tasks:

ProCoT (Planning-based): Following Deng et al.
(2023b), we instruct the LLMs(e.g., gpt-3.5-turbo-
1106) to analyze the current dialogue context,
choose the next strategy, and generate a response
accordingly.

TRIP (Planning-based): Following Zhang et al.
(2024), We implement TRIP based on the details
provided in the paper, utilizing a user-aware strate-
gic planning module and a population-based train-
ing paradigm to enhance the adaptability of dia-
logue agents to diverse users.

GDP-ZERO (Planning-based): Following Yu
et al. (2023), we leverage the open-MCTS method
to enable strategic planning by LLMs. Specifically,
we utilize a large language model (e.g., ChatGPT)
to serve as a policy prior, value function, user sim-
ulator, and system model during the tree search
process.

DialoGPT (Expression-based): DialoGPT is a
widely used model in the field of dialogue systems,
known for its strong performance in generating co-
herent and contextually relevant responses(Zhang
et al., 2020). We instruct DialoGPT-large as a ne-
gotiation agent to chat with the user in two tasks.

ICL-AIF (Expression-based): Following Fu
et al. (2023), we prompt GPT3.5 to provide ver-
bal feedback, offering suggestions to the dialogue
agent at the end of each interaction. Specifically,
our implementation includes presenting three sug-
gestions after each interaction, ensuring that only
the most recent 20 suggestions are retained to pre-
vent excessive accumulation.

AnE (Expression-based): Following Zhang et al.
(2023), we prompt GPT3.5 to act as a negotiation
expert by posing M-part questions that guide rea-
soning about the next response suggestion.

B.2 Implemention of Training

We use LLaMA-3-8B-Instruct as our base pre-train
model. The DPO experiment is conducted with
a 24G GPU(NVIDIA RTX4090). We choose the
learning rate 5e-6 for DPO training, with a cosine
learning rate scheduler. The training epoch is 3.
The maximum sequence length of models is 512.
We train the model with a batch size of 1. Follow
the DPO paper(Rafailov et al., 2023) to set the KL
constraint parameter as 0.1. Each sample in DPO
is a set of step-level preference data decomposed
by MCTS. We set the number of MCTS iterations
as K = 10 for two tasks.

C More Details of Evaluation

C.1 Definitions of quality-based metrics

To assess the quality of expression during the ne-
gotiation process, we refer to Shi et al. (2021) and
Samad et al. (2022), establish four metrics for eval-
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uation. Each of the four metrics is evaluated on a
five-point scale:

Non-repetition (N-Rep): Non-repetition mea-
sures the diversity and uniqueness of the expres-
sion generated by the negotiation agent. It eval-
uates whether the agent can produce a variety of
responses instead of repeating the same phrases or
sentences.

Coherence (Coh): Coherence assesses the logi-
cal flow and consistency of the agent’s responses
within the conversation. It ensures that the agent’s
statements are relevant, connected, and make sense
in the context of the ongoing dialogue.

Empathy (Emp): Empathy evaluates the agent’s
ability to understand and share the feelings of the
counterpart. It measures how well the agent can
respond in a way that demonstrates emotional in-
telligence and sensitivity.

Persuasiveness (Pers): Persuasiveness mea-
sures the agent’s ability to influence the counter-
part’s opinions or decisions. It evaluates how effec-
tively the agent can use language and arguments to
persuade the counterpart to agree with its proposals
or suggestions.

C.2 Analysis of the Adaptability of Different
Personas

In Section 4.4, we conclude that DMNA demon-
strates strong adaptability across different personas.
For users with conscientiousness, we provided an
analysis in the main body. As a supplement, we
offer here an analysis of its adaptability to the other
four personality types:

Openness: As shown in Figure 5(a) and 5(b),
individuals with high openness require a moderate
number of reflexions (17.71) to optimize expres-
sion. When interacting with openness individuals,
DMNA generates expression with higher Coh and
Pers but shows slightly weaker Emp. This may be
because openness users are more willing to accept
new perspectives and strategies, allowing DMNA
to adapt with fewer reflexions.

Extraversion: Extraversion individuals require
a moderate number of reflexions (21.78) to opti-
mize expression. When interacting with extraver-
sion individuals, DMNA generates expression with
higher Coh and Pers. Extraversion individuals typi-
cally value interaction and energy, and DMNA can
meet these needs with an appropriate number of
reflexions while maintaining Coh and Pers.

Agreeableness: Agreeableness individuals re-

quire the fewest reflexions (12.57), indicating that
DMNA can quickly generate expressions that meet
their expectations. Agreeableness individuals focus
more on cooperation and empathy, and DMNA can
rapidly produce expression with high N-Rep and
Coh. Although the value of Pers is average, agree-
ableness individuals may prioritize cooperation and
emotional resonance.

Neuroticism: Neuroticism individuals require a
relatively high number of reflexions (22.22), indi-
cating that DMNA needs to frequently adjust and
optimize expression when interacting with them.
Neuroticism individuals experience higher emo-
tional volatility, and DMNA needs multiple reflex-
ions to alleviate their anxiety. However, their ex-
pression quality is relatively weak across all dimen-
sions, likely because neuroticism users have lower
adaptability to stress and challenges and require
more support and reassurance.

D Details of Prompting

D.1 User Simulation

Due to the human involving conversations is time-
consuming, we resort to role-playing to simulate
users with LLMs. To make the negotiation scenar-
ios more realistic, we employ a user simulator with
comprehensive prompts which are endowed with
different personas, resistance strategies, and task
descriptions. We draw upon the prompts of the user
simulator from TRIP (Zhang et al., 2024).

Specifically, for persona, we sample one at-
tribute from the Big Five personality and one from
Decision-Making Styles, serving as a set of basic
persona for the user. In total, we sample 20 sets of
personas and ensure the balance of each attribute.
Then, we utilize GPT4 to generate 300 specific task
descriptions for sampling into the user role-playing
prompt. Regarding resistance strategies, we adopt
those from Dutt et al. (2021) as user behaviors and
integrate them into the user role-playing prompt.

The comprehensive prompt encompasses several
parts: the background of the task, conversation
history, user personality, resistance strategy, and
specific prompts used in two tasks, which can be
found in Tables 6 and 7.

D.2 Assistant Simulation

In the intuitive module, we prompt the actor to
respond to the current dialogue state through role-
playing. The template content includes the back-
ground of the task, conversation history, dialogue
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strategies, and previous dialogue experience (have
if regenerated after reflexion). The prompts used in
the two tasks can be seen in Tables 8 and 9.

D.3 Details of Strategy

Here, we present the negotiation strategies used in
the two tasks. In the CB task, there are 11 strate-
gies involved. In the P4G task, 10 strategies are
involved. For detailed negotiation strategies and
their descriptions, see Tables 4 and 5.

D.4 Details of Component in Multifaceted
Reflexion Module

This part describes the relevant prompt content
used in the multifaceted reflexion module. The
multifaceted reflexion module involves roles such
as multi-critics, monitor, and actor. The specific
roles of these characters be introduced in the main
body, and the specific prompt content for each role
can be found in Tables 10, 11, and 12 respectively.
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Negotiation Strategy

Explanation

Greetings

Please say hello or chat randomly.

Ask a question

Please ask any question about product, year, price, usage, etc.

Answer a question

Please provide information about the product, year, usage, etc.

Propose the first price

Please initiate a price or a price range for the product.

Propose a counter price

Please propose a new price or a new price range.

Use comparatives

Please propose a vague price by using comparatives with existing price.

Confirm information

Please ask a question about the information to be confirmed

Affirm confirmation

Please give an affirmative response to a confirm.

Deny confirmation

Please give a negative response to a confirm.

Agree with the proposal

Please agree with the proposed price.

Disagree with a proposal

Please disagree with the proposed price.

Table 4: The negotiation strategies which DMNA employs in CB.

Negotiation Strategy Explanation

Logical Appeal Please use of reasoning and evidence to convince the persuadee.

Emotion Appeal Please elicit the specific emotions to influence the persuadee.

Credibility Appeal Please use credentials and cite organizational impacts to establish credi-

bility and earn the user’s trust. The information usually comes from an
objective source (e.g., the organization’s website or other well-established
websites).

Foot in the Door

Please use the strategy of starting with small donation requests to facilitate
compliance followed by larger requests.

Self-Modeling

Please use the self-modeling strategy where you first indicates the per-
suadee own intention to donate and chooses to act as a role model for the
persuadee to follow.

Personal Story

Please use narrative exemplars to illustrate someone donation experiences
or the beneficiaries positive outcomes, which can motivate others to follow
the actions.

Donation Information

Please provide specific information about the donation task, such as the
donation procedure, donation range, etc. By providing detailed action guid-
ance, this strategy can enhance the persuadee’s self-efficacy and facilitates
behavior compliance.

Source-related Inquiry

Please ask if the persuadee is aware of the organization (i.e., the source in
our specific donation task).

Task-related Inquiry

Please ask about the persuadee opinion and expectation related to the task,
such as their interests in knowing more about the organization.

Personal-related Inquiry

Please asks about the persuadee previous personal experiences relevant to
charity donation.

Table 5: The negotiation strategies which DMNA employs in P4G.
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The user simulator prompt for CB

Now enter the role-playing mode. In the following conversation, you will play as a seller in a price
bargaining game.

Your persona: %s. You must follow the instructions below during chat.

1. Your utterances and bargain behavior need to strictly follow your persona. Varying your wording
and avoid repeating yourself verbatim!

2. You can decide to change your target price flexibly based on your persona and the conversation.

Here are some conversation strategies you can follow:
1. "Source Derogation": Attacks the other party or questions the item.

2. "Counter Argument": Provides a non-personal argument/factual response to refute a previous claim
or to justify a new claim.

3. "Personal Choice": Provides a personal reason for disagreeing with the current situation or chooses
to agree with the situation provided some specific condition is met.

4. "Information Inquiry": Requests for clarification or asks additional information about the item or
situation.

5. "Self Pity": Provides a reason (meant to elicit sympathy) for disagreeing with the current terms.

6. "Hesitance": Stalls for time and is hesitant to commit; specifically, they seek to further the
conversation and provide a chance for the other party to make a better offer

7. "Self-assertion": Asserts a new claim or refutes a previous claim with an air of finality/ confidence.
8. "Others": Do not explicitly foil the negotiation attempts.

You are the seller who is trying to sell the %s with the initial price of %s. Product description: %s.
Please reply with only one short and succinct sentence.

sfesfestesfesfesiesesk

Conversation History
skoskeskosk ki skok

Table 6: The comprehensive prompt of user simulators in CB.
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The user simulator prompt for P4G

Now enter the role-playing mode. In the following conversation, you will play as a Persuadee in a
persuasion game.

Your persona: %s. You must follow the instructions below during chat.

1. Your utterances need to strictly follow your persona. Varying your wording and avoid repeating
yourself verbatim!

2. Pretend you have little knowledge about the Save the Children charity. You have little willingness
for donation at the beginning of conversation.

3. Your willingness for donation depends on your persona and how influenced you are by the Persuader.

4. You need to determine whether to donate money or not. If you think your are convinced by the
Persuader, you should donate money for the charity.

Your Response Strategy:

1. "Donate": show your willingness to donate.

2. "Source Derogation": attacks or doubts the organisation’s credibility.

3. "Counter Argument": argues that the responsibility is not on them or refutes a previous statement.

4. "Personal Choice": Attempts to saves face by asserting their personal preference such as their choice
of charity and their choice of donation.

5. "Information Inquiry": Ask for factual information about the organisation for clarification or as an
attempt to stall.

6. "Self Pity": Provides a self-centred reason for not being willing to donate at the moment.

7. "Hesitance": Attempts to stall the conversation by either stating they would donate later or is
currently unsure about donating.

8. "Self-assertion": Explicitly refuses to donate without even providing a personal reason.

9. "Others": Do not explicitly foil the persuasion attempts.

You are the Persuadee who is being persuaded by a Persuader. Please reply with only one short and
succinct sentence.

sfesfestesfesfesfe sk

Conversation History
stk skoskok sk

Table 7: The comprehensive prompt of user simulators in P4G.
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The prompt of DMNA actor in CB

Now enter the role-playing mode. In the following conversation, you will play as a buyer in a price
bargaining game. You should choose among the following actions during a conversation to response to
the Seller: %s. Please chat with the Seller using short and natural sentence.

You are the buyer who is trying to buy the %s with the price of %s. Product description: %s. Choose
a strategy from the list provided and provide a corresponding response based on the Conversation
Context.

Please reply with only one short and succinct sentence.
Conversation Context:%s.

(If is Actor after multifaced reflexion: In the context of the conversation above, here are some
experience poor expression quality, along with corresponding reflections: %s.) Please output the
appropriate and high quality response and format your answer as ’[strategy]response’. Your Response:

Table 8: The prompt design of the DMNA actor for CB.

The prompt of DMNA actor in P4G

Now enter the role-playing mode. In the following conversation, you will play as a Persuader who is
trying to persuade the Persuadee to donate to the charity called Save the Children. Save the Children
is head-quartered in London, and they work to help fight poverty around the world. Children need
help in developing countries and war zones. Small donations like $1 or $2 go a long way to help. You
should choose among the following actions during a conversation to respond to the Persuader: %s.
Please chat with the Persuadee using short and natural sentence.

As the Persuader, in order to persuade the Persuadee to donate to a charity called Save the Chil-
dren, choose a strategy from the list provided and provide a corresponding response based on the
Conversation Context. Please chat with the Persuadee using short and natural sentence.

Conversation Context:%s. (If is Actor after multifaced reflexion: In the context of the conversation
above, here are some experience poor expression quality, along with corresponding reflections: %s.)
Please output the appropriate and high quality response and format your answer as ’[strategy]response’.
Your Response:

Table 9: The prompt design of the DMNA actor for P4G.
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The prompt of DMNA Multi-Critics in CB

You are the critic for a conversation. Your task is to perform a fine-grained analysis of the Buyer’s latest
response in current communication. Determine can the Buyer’s latest response positively influence the
progression of future bargain efforts to negotiate down the Seller’s price?

You can consider the following example aspects in your analysis:

1. Whether the Buyer maintains a polite and respectful tone throughout the conversation, even when
disagreements arise.

2. Does the price given conform to the bargain logic? The Buyer’s price should be more and more to
reach an agreement with the seller.

3. Whether the Buyer offers different angles or reasons for their request, rather than repeating the same
point.

Please format your response as: Answer:Yes or No. (If No)Suggestion: your concrete suggestion. The
following is the conversation: %s.

Question: Does the Buyer’s latest response positively influence the progression of future bargain?

Table 10: The prompt design of the Multi-Critics for CB.

The prompt of DMNA Multi-Critics in PAG

You are the critic for a conversation. Your task is to perform a fine-grained analysis of the Persuader’s
current communication. Determine if these expression can positively influence the progression of
future persuasion efforts to persuade Persuadee donate.

You can consider the following example aspects in your analysis:
1. Whether address the Persuadee’s expressed needs and concerns.
2. Whether lack of empathy and trust with the Persuadee.

3. Whether keep open and respectful in the communication.

4. Whether the Persuader’s last response is similar to previous turn, lack of initiative and richness.

Please format your response as: Answer:Yes or No. (If No)Suggestion: your concrete suggestion.

The following is the conversation: %s.

Question: Does the Persuader’s latest response positively influence the progression of future persua-
sion?

Table 11: The prompt design of the Multi-Critics for P4G.

The prompt of DMNA Moderator

You are a reflection craft proposer. Your task is summarize the ideas that have been presented into a draft
designed to satisfy the maximum number of agents. Below is the ideas from num agents:reflectionsdraft
of reflection:

Table 12: The prompt design of the Moderator.
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