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Abstract

Recent multimodal large language models
(MLLMs) have demonstrated significant po-
tential in open-ended conversation, generat-
ing more accurate and personalized responses.
However, their abilities to memorize, recall,
and reason in sustained interactions within real-
world scenarios remain underexplored. This
paper introduces MMRC, a Multi-Modal Real-
world Conversation benchmark for evaluating
six core open-ended abilities of MLLMs: infor-
mation extraction, multi-turn reasoning, infor-
mation update, image management, memory
recall, and answer refusal. With data collected
from real-world scenarios, MMRC comprises
5,120 conversations and 28,720 corresponding
manually labeled questions, posing a signifi-
cant challenge to existing MLLMs. Evaluations
on 22 MLLMs in MMRC indicate an accuracy
drop during open-ended interactions. We iden-
tify four common failure patterns: long-term
memory degradation, inadequacies in updating
factual knowledge, accumulated assumption
of error propagation, and reluctance to “say
no”. To mitigate these issues, we propose a
simple yet effective NOTE-TAKING strategy,
which can record key information from the con-
versation and remind the model during its re-
sponses, enhancing conversational capabilities.
Experiments across six MLLMs demonstrate
significant performance improvements.

1 Introduction
Open-ended conversations (OEC) are the most
common form of interaction between humans and
Multimodal Large Language Models (MLLMs),
representing a crucial feature of Artificial General
Intelligence (AGI) (Kil et al., 2024; Fei et al., 2024).
These conversations are entirely determined by the
user’s intention, rather than by system rules or pre-
defined patterns (Decker, 2022; Zheng et al., 2023a;

∗
Equal contribution. † Corresponding authors.
https://github.com/tiuxuxsh76075/MMRC

Memory Reasoning 

Information 
Extraction

Information 
Update

Image 
Management

Memory 
Recall

Cross-turn 
Reasoning

Answer 
Refusal

List all the movies the user talked.

Which movie 
is my favorite 
right now?

Among all the images, which one is 
about movie? Tell me the details.

Which movie 
did I watch 
yesterday ?

Comprehend and integrate the 
previous information. Why did the 
protagonist jump off the cliff?

What do you think of the movie 
I mentioned: person and the lion?

Hint: person and the lion is not in conversation 

Long-term memory degradation

Inadequacies in updating factual 
knowledge

Multimodal Open-ended Conversations

4 Core Abilities 2 Core Abilities

Accumulated assumption of 
error propagation

Reluctance to “say no”

Ours Findings in Evaluating 22 MLLMs

Figure 1: Illustration of the six core multimodal open-
ended conversation abilities in the MMRC benchmark.

Liu et al., 2024c). Furthermore, individual differ-
ences shape each conversation’s distinct linguistic
style and user-specific preferences (Chaves et al.,
2022; Ma et al., 2024; Tan et al., 2025).

However, existing conversation benchmarks (Bai
et al., 2024; Liu et al., 2024d; Xu et al., 2023;
Liu et al., 2024c) fail to comprehensively evaluate
MLLMs’ abilities to memorize, recall, and rea-
son in sustained interactions in OEC. These bench-
marks exhibit two primary limitations: (i) their
reliance on prompt templates for dataset generation
limits the diversity of data domains and conversa-
tion lengths, leading to repetitive and overly struc-
tured dialogues that fail to reflect the complexities
of long-term user-AI interactions. (ii) they only
cover a limited subset of the memory capabilities
required to leverage dynamic, ever-changing, and
accumulative information in long-term interactions,
failing to evaluate the ability to recall multimodal
information or reason with updated information.

To address these limitations, we develop Di-
alogFlow, a free online dialogue platform featuring
22 cutting-edge MLLMs to collect diverse, real-
world conversation data. Through DialogFlow,
we construct MMRC, the first Multi-Modal Real-
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Dataset Dialog A-Turns Img Multi-Img Domains Gen-Method Temp-Type Core Conversation Abilities
IE CR IU IM MR AR

MT-Bench (Zheng et al., 2023b) 80 2.0 ✗ ✗ 8 GPT-4 Fixed ✓ ✓ ✗ ✗ ✗ ✗
MT-Bench-101 (Bai et al., 2024) 1388 3.1 ✗ ✗ 13 GPT-4o Fixed ✓ ✓ ✓ ✗ ✗ ✗
LongMemEval (Wu et al., 2024) 500 6.1 ✗ ✗ 164 GPT-4 Fixed ✓ ✓ ✓ ✗ ✓ ✓
DialogBench (Ou et al., 2023) 9811 7.6 ✗ ✗ 36 GPT-4 Fixed ✓ ✓ ✓ ✗ ✓ ✗
Farm (Xu et al., 2023) 1952 7.4 ✗ ✗ 5 GPT-4o Fixed ✗ ✓ ✗ ✗ ✗ ✓
MT-Bench ++ (Sun et al., 2024) - 8 ✓ ✗ 13 GPT-4o Fixed ✓ ✓ ✓ ✗ ✓ ✗
MMR (Liu et al., 2024d) 84 2.3 ✓ ✗ 12 GPT-4 Fixed ✓ ✓ ✗ ✗ ✗ ✗
EvalDial (Park et al., 2024) 500 2.7 ✓ ✗ 96 GPT-4 Fixed ✓ ✓ ✗ ✗ ✗ ✓
ConvBench (Liu et al., 2024c) 577 3.0 ✓ ✗ 197 GPT-4o Fixed ✓ ✓ ✗ ✗ ✗ ✗
MMDU Benchmark (Liu et al., 2024e) 110 15 ✓ ✓ 219 GPT-4o Fixed ✓ ✓ ✗ ✓ ✓ ✗

MMRC (Ours) 5120 15.2 ✓ ✓ 874 Real-conv Open-ended ✓ ✓ ✓ ✓ ✓ ✓

Table 1: The comparison between MMRC with other conversation benchmarks. Dialog: the number of dialogs;
A-Turns: average turns per conversation; Img: support for single image input; Multi-Img: support for multiple
images input; Domains: the number of covered domains; Gen-Method: generation method; Temp-Type: dialogue
template type; Finally, we the coverage of six core abilities: information extraction (IE), cross-turn reasoning (CR),
information update (IU), image management (IM), memory recall (MR), answer refusal (AR).

world Conversation benchmark, which includes
5,120 carefully selected dialogues. Drawing on
cognitive studies of human conversation (Clark
et al., 2019; Liddicoat, 2021), an evaluation frame-
work consisting of 28,720 manually annotated
questions is designed to assess MLLMs’ six core
abilities in OEC, as illustrated in Fig. 1: informa-
tion extraction, cross-turn reasoning, information
update, image management, long-term memory re-
call, and answer refusal. To achieve this, multiple
evaluation metrics, including GPT-based evalua-
tions, human evaluation, and objective precision
metrics, are employed to ensure a comprehensive
and objective assessment.

We extensively evaluate 22 mainstream MLLMs
and observe that they, including advanced GPT-
4o (Islam and Moushi, 2024), fail to consistently
deliver accurate and reliable responses over ex-
tended interactions. Furthermore, certain open-
source MLLMs demonstrate a limited capacity for
long-term conversations in real scenarios. Through
analyzing models’ error answers, we identify four
common failure patterns: (1) Long-term memory
degradation, where MLLMs’ memory of facts
from earlier conversations becomes vague, lead-
ing to inconsistent responses with prior turns. (2)
Inadequacie in updating factual knowledge, where
MLLMs exhibit a failure to integrate new facts
effectively, still continuing to rely on outdated in-
formation. (3) Accumulated assumption of error
propagation, where erroneous assumptions made
while integrating information from earlier turns
propagate into later turns, leading to an interrupted
reasoning chain. (4) Reluctance to “say no”, where
MLLMs show an inability to decline to provide an
answer in OEC when the context is insufficient.

To mitigate this, we propose a simple yet effec-
tive strategy called NOTE-TAKING. This strategy

systematically stores key user preferences and facts
throughout the conversation. When the model is
tasked with evaluation queries, the recorded infor-
mation is transformed into structured prompts, pro-
viding supplementary context to improve the accu-
racy and coherence of the MLLMs’ responses. Ex-
periment results across six MLLMs demonstrated
that this strategy significantly enhances the models’
overall conversational capabilities.

In summary, our contributions are four-fold: (1)
We introduce the first multi-modal open-ended con-
versation (OEC) benchmark MMRC, providing
a comprehensive evaluation of MLLMs’ perfor-
mance in practical settings. (2) We propose six core
abilities of the model in OEC, covering broader
aspects than existing benchmarks. (3) Using our
evaluation framework, we analyze 22 state-of-the-
art MLLMs and identify four failure patterns in
OEC, providing insights to inspire future research.
(4) We propose NOTE-TAKING, which improves
conversational capabilities by storing key user pref-
erences and facts and using structured prompts to
assist MLLMs in generating responses.

2 Related Work

Multimodal Large Language Model. Building
on large language models, multimodal large lan-
guage models (MLLMs) have exhibited remarkable
capabilities (Kil et al., 2024; Cui et al., 2024; Qin
et al., 2025), achieving state-of-the-art performance
across various downstream tasks, including visual
grounding (Li et al., 2024c; Xu et al., 2024b), ob-
ject detection (Zang et al., 2024; Wu et al., 2025),
visual question answering (VQA) (Kuang et al.,
2024; Xu et al., 2024a; DE), and instruction fol-
lowing (Li et al., 2023; Sun et al., 2024; Wei et al.,
2024). Their outstanding performance underscores
their pivotal role in AGI (Zhang et al., 2024).
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Fushimi Inari Shrine! Red torii gates 
look stunning. Look the entrance.

Wonderful ! What these? It 
looks so peaceful.

I also visited the Edo-Tokyo Museum. The 
exhibits really brought the city's past to life!

Information Extraction

…

…

Cross-turn Reasoning

Information Update
I have visited the Edo-Tokyo Museum. A Nice place 
with Tokyo‘s history

Oh, my bad ! I actually went to the 
Tokyo National Museum. Here's a 
photo of the samurai armor inside!

…

Did the user visit the 
Edo-Tokyo Museum? 

No, the user actually 
visted the Tokyo 
National Museum.

Image Management
Hello, there are books I recently 
read, I want to talk to you.…

Among all the images, 
which one is about film?
What is its name?

The 4th image, film’s 
name is ‘Titanic’.

I also rewatched Titanic, such a classic 
movie ! 

I’ve had some free time lately, so I’ve 
also binge-watched a few TV shows.

Information Recall

…

…
The weather's great today! I had a bagel 
for breakfast and wailed my dog.

I made seafood soup for my family at 
lunchtime.

The sunset in the evening was amazing. Life 
moves quickly, but this moment feels timeless.

What did the user 
do this morning?

The user had a bagel 
and walked their dog in 
the morning.

Answer Refusal
Does the user have a 
plan to learn Python?

No, Python is not 
mentioned in the 
conversation 

List all the attractions 
the user talked to you.

Shrine Fushimi Inari, 
Japanese tea house, 
Edo-Tokyo Museum.

…

I’ve been feeling lost lately. The teacher 
recommended this to learn coding, but 
it’s confusing.

Compared to C++, I find Java much easier. I plan 
to finish learning it this month.

I’m playing chess, my opponent just moved 
their queen to d4.

Their pieces are pretty active, especially their 
queen. Looks like it’s threatening my knight.

I’ve got control of the center, my queen’s on 
d5, rook’s on a1, and knight’s on f6. They’re 
becoming a bigger threat now.

I wanna go on the offensive.

…

…

What should the 
user do next?

He should move rook to 
e1, force queen to 
respond, protect his 
knight and queen.

Figure 2: A sample from the MMRC, featuring a multi-turn open-ended conversation with six human-annotated
questions and answers, designed to assess the ability of MLLMs in open-ended conversations.

Benchmarks for Long-Term Conversation. MT-
Bench (Zheng et al., 2023b) is a pioneering two-
turn dialogue dataset generated by GPT, covering
eight domain tasks. MT-Bench-101 (Bai et al.,
2024) and Bench++ (Sun et al., 2024) expand the
dataset size and add more domains, enhancing eval-
uation depth. In parallel, Farm (Xu et al., 2023),
EvalDial (Park et al., 2024), and MMR (Liu et al.,
2024d) examine model robustness in multi-turn dia-
logue scenarios using fixed dialogue formats. Con-
vBench (Liu et al., 2024c) evaluates models’ per-
ception, reasoning, and creation abilities through
structured three-turn dialogues, exploring their in-
terrelations. DialogBench (Ou et al., 2023) and
LongMemEval (Wu et al., 2024) focus on evalu-
ating models’ abilities in context understanding
and memory retention during GPT-generated dia-
logues. MMDU (Liu et al., 2024e) evaluates the
understanding and instruction-following abilities in
GPT-generated multi-image, multi-turn dialogues.
Table 1 compares MMRC with previous works,
highlighting its advantages in: (1) naturally open di-
alogue format with longer and more diverse conver-
sations. (2) holistically covering critical abilities in
memorization, recall, and reasoning in a uniquely
challenging way (further examples in Fig. 2).

3 The MMRC
3.1 Problem Formulation
The evaluation of MMRC requires a triplet in-
stance (S, q, a), where S represents the dialogue
history, q is a set of evaluation questions assessing
specific conversational abilities, and a is the ground

truth answers. Specifically, S = {(ti, Ri)}ni=1

denotes an n-turn dialogue history, where ti =
(texti, imagei) represents the user query with text,
images, or both, and Ri is the model’s response
at turn i. With our MMRC setup, given the dia-
logue context S, the model is tasked to answer a
set of six evaluation questions, q = {qi}Ti=1, where
T = 6, each designed to assess a specific ability.
The model’s responses, denoted as p = {pi}Ti=1,
are then individually compared against human-
annotated ground truth answers, a = {ai}Ti=1, to
evaluate its performance in OEC.

We summarize the memorization, recall, and
reasoning abilities required by MLLMs in OEC, as
illustrated in Fig. 2, with details as follows.
Information Extraction (IE): Ability to retrieve
specific information from the conversation history,
which includes both textual and visual content.
Cross-turn Reasoning (CR): Ability to compre-
hend and integrate information across multiple dia-
logue turns to answer complex questions.
Information Update (IU): Ability to track and
update knowledge dynamically by recognizing
changes in user information and factual updates.
Image Management (IM): Ability to store and
manage visual information by retaining specific
image details and maintaining accurate attribution.
Memory Recall (MR): Ability to maintain and re-
trieve memory of previous interactions throughout
the conversation and recall user-specific details.
Answer Refusal (AR): Ability to refrain from an-
swering questions that involve unknown informa-
tion, i.e., absent from the interaction history.
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Figure 4: The distribution of dialogue turns in MMRC,
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3.2 Data Curation Process
We develop DialogFlow, a large-scale evaluation
platform designed to benchmark 22 cutting-edge
MLLMs, with specific models detailed in Ap-
pendix C. In particular, open-source models are
deployed on A100 GPUs, while closed-source mod-
els are accessed via APIs. Over an 8-month period,
we collected 87,912 raw dialogues from 354 users,
leveraging thousands of A100 GPU hours and in-
curring significant API costs. However, these raw
conversations may contain sensitive information,
including personal details, violent content, offen-
sive language, biased statements, misinformation,
and culturally inappropriate expressions, posing
fairness and ethical concerns.

To address this, we design a pipeline to clean
the data, as illustrated in Fig. 3. The three stages
are as follows: (i) We manually review data for
personal information or privacy violations. If any
are detected, the relevant segments are deleted, or
the entire dialogue is removed if its coherence is
compromised. (ii) We also screen for violent, offen-
sive, and sensitive content. If detected, the entire
dialogue is removed to prevent the dissemination of
harmful material. (iii) We manually annotate clean
dialogue data with QA pairs for MLLM evaluation
in OEC. These pairs undergo multiple reviews by
different annotators to ensure accuracy.

3.3 Data Statistics
We perform a statistical analysis on the distribution
of conversation turns, categorization, and questions.
The detailed distribution of conversation turns is

Statistic Number Percentage

Total questions 28720 100%
- Information Extraction (IE) 5087 17.71%
- Cross-turn Reasoning (CR) 4789 16.67 %
- Information Update (IU) 4561 15.88 %
- Image Management (IM) 4721 16.43%
- Memory Recal (MR) 4962 17.28%
- Answer Refusal (AR) 4600 16.02 %

Formats:
- Open Questions 24716 86.05%
- Multiple-Choice Questions 2703 9.41%
- True/False Questions 1301 4.53%

Table 2: Problem statistics of MMRC.
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Professional 
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Figure 5: The distribution of conversation categories in
our MMRC dataset.

demonstrated in Fig. 4. The conversation turns in
MMRC are not fixed, ranging from 4 to 22, making
it more natural and realistic compared to the fixed-
turn structures in ConvBench (Liu et al., 2024c)
and EVALDIAL (Park et al., 2024).

To classify diverse real-world conversations, we
design a classification network that maps conversa-
tion data into 14 predefined categories (details in
the Appendix E). The classification results, shown
in Fig. 5, indicate that MMRC exhibit a well-
balanced distribution. Moreover, these categories
cover a wide range of topics, ensuring the diversity
and representativeness of the conversations.

The statistics on manually annotated questions
in MMRC are shown in Table 2. Notably, the num-
ber of questions for the six core abilities is well-
balanced, with the majority being open-ended ques-
tions. Although open-ended questions complicate
model evaluation, they provide a finer-grained view
of the differences in model responses, enabling a
deeper understanding of model performance.
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Type Model GPT-based Evaluation Metrics Human Evaluation Objective Precision Metrics

IE CR IU IM MR AR CR* IU* MR* EP IMP RP Overall

Human 4.79 4.78 4.82 4.87 4.77 4.80 4.81 4.79 4.66 0.974 0.981 93.26% 4.81

Open source

LLaVA-V1.5-7B 0.91 1.08 0.31 0.52 0.22 0.28 1.14 0.47 0.29 0.167 0.092 8.26% 0.55
LLaVA-V1.5-13B 1.04 1.21 0.25 0.92 0.26 0.15 1.32 0.42 0.33 0.206 0.193 6.14% 0.64
MiniCPM-8B 4.08 3.94 2.98 3.47 3.65 3.78 4.08 2.91 3.79 0.748 0.661 79.23% 3.65
LLaVA-Next-0.5B 2.32 2.89 1.99 1.87 2.67 1.12 2.63 2.11 2.73 0.446 0.358 20.58% 2.14
LLaVA-Next-7B 3.23 3.85 2.77 2.18 4.01 2.08 2.92 2.65 4.02 0.611 0.355 36.21% 3.02
Qwen2VL-2B 2.16 2.85 1.41 1.27 1.93 2.33 2.71 1.62 2.23 0.336 0.269 40.29% 1.99
Qwen2VL-7B 2.82 3.68 2.62 2.16 2.11 1.57 3.72 2.77 2.19 0.531 0.408 30.62% 2.49
Qwen2VL-72B 3.17 4.17 2.78 2.73 2.81 1.32 4.15 2.81 2.89 0.603 0.524 25.41% 2.83
LLaVA-OneVision-0.5B 2.03 3.01 2.44 1.79 2.55 1.92 3.11 2.40 2.57 0.305 0.436 36.85% 2.29
LLaVA-OneVision-7B 3.52 3.71 3.21 2.29 3.35 2.93 3.82 3.29 3.33 0.653 0.439 66.23% 3.16
LLaVA-OneVision-72B 4.06 4.08 4.01 3.24 4.17 2.52 4.11 3.89 3.99 0.723 0.677 54.28% 3.68
VILA1.5-3B 3.08 2.79 2.87 2.91 3.42 2.23 2.83 3.08 3.30 0.566 0.502 47.97% 2.88
VILA1.5-8B 3.46 3.45 3.12 2.84 3.66 2.74 3.61 3.34 3.67 0.659 0.542 59.21% 3.22
mplug-Ow3-1B 2.48 2.76 1.92 2.53 2.78 1.51 2.61 2.08 2.77 0.503 0.547 32.27% 2.33
mplug-Ow3-2B 3.45 2.91 2.36 2.71 2.42 2.09 2.99 2.41 2.40 0.522 0.610 42.14% 2.66
mplug-Ow3-7B 3.92 3.89 2.59 3.34 2.83 2.91 3.95 2.78 2.81 0.702 0.672 62.49% 3.25
InternVL2.5-8B 3.90 3.82 3.14 3.16 3.72 3.23 3.78 3.18 3.69 0.704 0.628 71.45% 3.24
InternVL2.5-26B 4.10 3.92 3.38 3.27 4.08 3.05 3.98 3.34 3.96 0.751 0.644 67.34% 3.63

Avg. 2.98 3.22 2.45 2.40 2.81 2.09 3.19 2.53 2.83 0.540 0.475 44.05% 2.65

Closed source

GPT-4o 4.35 4.38 4.28 4.12 4.31 3.06 4.26 4.16 4.18 0.905 0.826 68.28% 4.08
Claude-3.5-sonnet 4.12 4.04 3.98 3.89 3.88 3.21 4.09 4.07 3.92 0.823 0.786 74.28% 3.86
Gemini-1.5 Pro 3.96 3.90 3.75 3.94 4.16 3.11 3.92 3.92 4.10 0.716 0.794 73.03% 3.80
DeepSeek-V3 3.92 3.96 3.92 3.98 4.03 3.28 4.01 3.91 3.99 0.702 0.798 74.93% 3.84

Avg. 4.09 4.07 3.98 3.99 4.10 3.17 4.07 4.01 4.04 0.787 0.801 72.63% 3.90

Table 3: Comparison of Performance for 22 MLLMs on MMRC. * indicates that the same task has been re-evaluated
manually. Bold and underline denote the best and second-best results, respectively.
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Figure 6: Radar chart of capabilities for models with
noticeable task-specific imbalances.

4 Experiment and Analysis
4.1 Evaluation Matrix
Since questions in MMRC are open-ended, di-
rectly evaluating accuracy is infeasible. To address
this, we develop a comprehensive evaluation frame-
work that integrates GPT-based scoring, human as-
sessment, and objective precision metrics. Specifi-
cally, GPT evaluates all six abilities (Section 3.1),
while human evaluators conduct a second-round
review for CR, IU, and MR, which require more in-
depth judgment. Moreover, both GPT and human
evaluators employ a scoring scale ranging from 0
to 5, with prompts and evaluation criteria detailed
in the Appendix J. In contrast, for IE, IM, and AR,
we employ objective precision metrics, including
Extraction Precision (EP), Image Management Pre-

cision (IMP), and Refuse Precision (RP), to provide
an intuitive assessment of model performance by
measuring the proportion of correct responses.
EP as an extension of IE, measures the precision
in extracting items:

EP =
|Modelitems ∩ Labelitems|

|Modelitems|
,

where Modelitems denotes the set of items generated
by the model, and Labelitems denotes the set of
ground-truth items.
IMP as an extension of IM, measures the preci-
sion in managing and retrieving images:

IMP =
|Imagehit|

|Imagehit ∪ Imagemiss|
,

where Imagehit denotes the images correctly re-
trieved by the model, and Imagemiss denotes the
images that are part of the correct answer but were
not retrieved by the model.
RP as an extension of AR, measures the preci-
sion in refusing to answer unknown questions:

RP =

∑N
i=1 1(Di)∑N
i=1 1(Ei)

,

where Di and Ei denote the model’s refusal to
answer and the ground-truth refusal for the i-th
question, respectively. The indicator function 1(·)
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returns 1 if the response aligns with the expected
refusal behavior and 0 otherwise. N denotes the
total number of questions.

4.2 Main Results
Table 3 presents the performance of 22 open-source
and closed-source MLLMs in real-world dialogue
scenarios. Based on the evaluation results, we iden-
tify three key findings:
(1) Challenges of Reality: LLaVA-1.5 performs
poorly in OEC, while powerful GPT-4o still falls
short of human-level performance in real-world sce-
narios, highlighting the complexity and difficulty
of practical, user-driven conversations in MMRC.
(2) Reliability of Evaluation: The similarity be-
tween GPT’s scores and those of human anno-
tators reaches 93%. Furthermore, GPT’s scores
closely correspond to the Objective Precision Met-
rics, where higher GPT scores consistently reflect
stronger performance. This consistency indicates
the effectiveness of GPT guided by our evaluation
prompts, providing a foundation for using GPT
scores in subsequent experimental analysis.
(3) Task-Specific Imbalance: The performance
of most models is imbalanced, exhibiting distinct
strengths and weaknesses. As illustrated in Fig. 6,
the LLaVA-Next family demonstrates strong mem-
ory recall ability but weaker image management
ability. Similarly, the Qwen2VL family excels in
cross-turn reasoning yet exhibits a relatively weak
answer refusal ability. Notably, closed-source mod-
els exhibit a more pronounced performance imbal-
ance, consistently struggling with answer refusal.
This disparity in MLLMs stems from variations in
training datasets and strategies. Specifically, differ-
ent organizations prioritize fine-tuning for certain
tasks, leading to enhanced performance in those ar-
eas while resulting in weaker performance on tasks
with less targeted training.

4.3 Error Analysis
We conduct an in-depth analysis of failures of the
model and identify four common error patterns:

(1) Long-term memory degradation: As the con-
versation progresses, the model’s memory of
previous dialogue content becomes increasingly
vague, a phenomenon known as memory degrada-
tion (Zhong et al., 2024). Moreover, the severity of
memory degradation increases as the conversation
lengthens. As illustrated in Fig. 7, memory-related
abilities (i.e., IE, IM, MR) decline significantly in
extended conversations. Observations reveal that
memory degradation is more severe in the mid-
dle of a conversation than at the beginning or end,
challenging the assumption that earlier memories
degrade more rapidly. To further investigate, we
visualize the model’s attention patterns when ad-
dressing memory-related questions (Appendix K).
As shown in Fig. 8, attention to the middle part
of the conversation is markedly lower than to the
beginning and end, mirroring the observed degrada-
tion pattern. We hypothesize that this unbalanced
attention distribution contributes to the heightened
memory degradation in mid-conversation.

Furthermore, we analyze the error types asso-
ciated with long-term memory degradation, with
results shown in Fig. 10: (i) Memory omission: the
model fails to retain certain details from the con-
versation. (ii) Complete forgetting: a more severe
form of memory degradation than omission, where
the model entirely fails to recall specific events
from the conversation. (iii) Memory confusion: the
model incorrectly merges relevant information with
unrelated content, leading to distorted recollection.

(2) Inadequacies in updating factual knowledge:
MLLMs often struggle to track changes in user
information and factual knowledge during conver-
sations, resulting in failures in updating informa-
tion. As illustrated in Fig. 9, frequent changes
in factual knowledge make it difficult to adapt to
rapidly evolving information and result in a decline
in update performance. To further investigate this
issue, we analyze the types of errors associated
with updating information, with their distribution
shown in Fig. 11: (i) Failure to recognize updates:
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Figure 12: Statistics of er-
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Figure 13: Statistics of er-
ror types in answer refusal.

0.5B 2B 13B 72B7B
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

Pe
rf

or
m

an
ce

z

0.55 0.64

1.99

2.49

2.83

2.29

3.68

0.28 0.15

2.33

1.57
1.32

1.92

3.16

2.52

LLaVA-V1.5
Qwen2VL  

Overall
Answer Refusal

LLaVA-OneVision

Model Size

2.92
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occurs when the model fails to detect that certain
factual knowledge requires updating, instead treat-
ing it as static information. (ii) Incomplete updates:
arises when the model acknowledges the need for
an update but fails to incorporate the most recent
information due to frequent changes. (iii) Old-new
contradiction: happens when the model incorrectly
merges outdated facts with new ones, leading to an
inaccurate representation of the latest information.

(3) Accumulated assumption of error propagation:
During reasoning, the model processes information
sequentially from earlier to later dialogue turns to
comprehend the dialogue and integrate relevant de-
tails, forming a reasoning chain to answer complex
questions. However, as illustrated in Fig. 12, the
formation of this reasoning chain is often hindered
by three key issues, leading to flawed reasoning
and incorrect answers: (i) Misunderstanding: the
model fails to correctly understand the dialogue
content, resulting in distortions within the reason-
ing chain and incorrect assumptions that ultimately
lead to erroneous conclusions. (ii) Memory degra-
dation: the model forgets prior conversation infor-
mation, disrupting the reasoning chain. This lack
of essential context weakens the model’s assump-
tions, preventing accurate reasoning. (iii) Failure
to update: the model continues reasoning based on
outdated knowledge, leading to incorrect answers.
Notably, these errors can occur simultaneously. As
the conversation progresses, their accumulation ex-
acerbates incorrect assumptions, causing errors to
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Figure 15: MLLMs’ performance in different topics.

propagate more severely throughout the dialogue.
(4) Reluctance to “say no”: The model provides
unreliable answers when the context is insufficient,
potentially misleading users. To understand the
underlying causes of this issue, we conduct an anal-
ysis and categorize them into three key types, as
illustrated in Fig. 13. (i) Forced Responses: the
model recognizes that the question is unrelated
to the given context and does not utilize any con-
versational context for its response, yet it fails to
refuse to answer. (ii) Over-reasoning: the model
excessively analyzes the question, attempting to
infer non-existent details from the available con-
text. (iii) Force associations: the model artificially
links an irrelevant element in the question with ex-
isting conversation details, generating an answer
based on this false connection. Furthermore, as
shown in Fig. 14, within the same model family,
larger models demonstrate superior overall perfor-
mance. However, their ability to refuse inappro-
priate answers declines. A comparative analysis
with varying sizes reveals that while larger mod-
els exhibit stronger logical reasoning capabilities,
they are more prone to over-reasoning and forced
associations compared to smaller models.

4.4 Further Discussion

Domain Bias: To further investigate the model’s
performance across different domains, we eval-
uate its overall effectiveness in each domain, as
shown in Fig. 15. Our analysis reveals that the
model performs significantly better in professional
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1) Extract key Information
Hi, I'm looking for meal suggestions. I really like Italian Food.

• User want to ask meal suggestions.
• User preference Italian Food.
• User has health conditions: high blood pressure and a dairy allergy.

2) Structural Prompt Helps response

{"user_info": 
   "health_conditions": ["High blood        
pressure", "Dairy allergy"]
},
  "preferences": {
    "food_preference": "Italian cuisine",
},
  "purpose": "Seeking meal suggestions.“}

Json-format Prompt
Give meal suggestions based on 
user condition.

Gluten-free pasta with 
tomato-based sauce, 
vegetable lasagna(dairy-free)

I've been feeling off lately, checking my blood 
pressure, and I've also been diagnosed with an 
allergy to dairy products.

Figure 16: Illustration of NOTE-TAKING method.

knowledge conversations than in daily conversa-
tions (professional: 3.23, daily: 2.61). We hypothe-
size that this disparity stems from variations in the
instruction-based training across models. Specifi-
cally, models demonstrating stronger performance
in professional knowledge conversations benefit
from a larger proportion of instruction-based data
tailored for knowledge-based tasks. Thus, to im-
prove MLLMs’ conversational abilities in OEC, it
is essential to incorporate more daily conversation
data during supervised fine-tuning.

Modalities Preference: To explore the model’s
preference for different information modalities, we
modify 100 conversations by replacing parts of
the original text content with equivalent image in-
puts. For instance, the text-based statement: “I
visited the Eiffel Tower.” is converted into “I vis-
ited this place.” followed by an image of the Eiffel
Tower. The rest of the dialogue remains unchanged
for evaluation. Our findings indicate that MLLMs
exhibit a strong preference for text-based informa-
tion, with overall scores for text-based dialogues
being 26.3% higher than their image-based counter-
parts. Furthermore, models exhibit fewer memory
degradation errors in text-based conversations, as
memory-related capabilities such as IE, IM, and
MR show a 34.6% improvement. We attribute this
to two main factors: (i) images often require more
tokens to convey the same meaning as text, signifi-
cantly increasing context length. (ii) The model’s
training data is imbalanced, with text data vastly ex-
ceeding image data, leading to stronger proficiency
in processing textual information.

5 NOTE-TAKING as Improved Baseline
In this section, we introduce an initial step toward
enhancing the core capabilities of MLLMs in OEC.
The primary failure of MLLMs is their inability
to accurately retrieve detailed information, update

Models IE IU MR AR

LLaVA-1.5-7B 0.91 0.31 0.22 0.28
+ NOTE-TAKING 2.57 2.06 2.36 0.46

(+1.66) (+1.75) (+2.14) (+0.18)

MiniCPM-8B 4.08 2.98 3.65 3.78
+ NOTE-TAKING 4.23 3.76 4.02 3.92

(+0.15) (+0.78) (+0.37) (+0.14)

QwenVL-2B 2.16 1.41 1.93 2.33
+ NOTE-TAKING 3.71 2.43 3.40 2.84

(+1.55) (+0.82) (+1.47) (+0.51)

LLaVA-Next-0.5B 2.32 1.99 2.67 1.12
+ NOTE-TAKING 3.84 3.04 3.88 2.03

(+1.52) (+1.05) (+1.21) (+0.91)

LLaVA-OneVision-72B 4.06 4.01 4.17 2.52
+ NOTE-TAKING 4.28 4.31 4.38 3.46

(+0.22) (+0.30) (+0.21) (+0.94)

GPT-4o 4.35 4.28 4.31 3.06
+ NOTE-TAKING 4.51 4.62 4.73 3.51

(+0.16) (+0.34) (+0.42) (+0.45)

Table 4: Performance of NOTE-TAKING across four
conversational core abilities in MMRC.

knowledge, and recognize missing information. To
mitigate this, we propose a NOTE-TAKING frame-
work, which guides MLLMs in extracting key di-
alogue information and recording it in accessible
json-format notes. These structured notes serve
as external memory, improving response accuracy
and context understanding.

As illustrated in Fig. 16, the NOTE-TAKING ef-
fectively simulates how humans take notes during
long and complex conversations, facilitating the
retention of key details and maintaining focus. As
shown in Table 4, the improvement is observed in
the long-term memory ability, with MR increasing
by an average of +0.97. Furthermore, the note-
taking mechanism enhances the model’s informa-
tion extraction capability by +0.88, and improves
information update by +0.84. Moreover, the struc-
tured clarity provided by the notes allows the model
to concentrate more effectively on relevant details
within the conversation, resulting in a +0.52 im-
provement in answer refusal.

6 Conclusions
In this paper, we introduce MMRC, the first multi-
image open-ended conversation benchmark to eval-
uate the six conversation abilities of MLLMs. Our
comprehensive analysis identifies four common
failure patterns: long-term memory degradation,
inadequate updating of factual knowledge, accumu-
lated assumption of error propagation, and reluc-
tance to “say no.” To mitigate these, we propose
the NOTE-TAKING strategy, which stores key user
preferences and facts by using structured prompts.
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Limitations: We clarify the limitations: (i) While
MMRC covers multiple domains, it may not en-
compass all real-world dialogue types (e.g., popu-
lation distribution and languages) and requires fur-
ther exploration. (ii) Although the NOTE-TAKING

improves model performance, the note generation
process can be computationally intensive.
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A Open-ended Conversations

Open-ended conversation is a flexible and unconstrained form of conversations (Fernyhough, 1996;
Barnden, 2014), allowing users to engage freely without predefined limits (Xiao et al., 2020; Yoshimura
et al., 2024). In these conversations, the user has full control, enabling them to express thoughts and
emotions openly (Elfenbein et al., 2022; Seo et al., 2024), as well as delve into topics in greater depth
to uncover insights or solutions (Aziza, 2021; Sun et al., 2022). This type of conversation is the most
common mode of interaction for general users in MLLM chat systems (Fu et al., 2024; Liu et al., 2024b).

B Ethics Statements

The widespread availability of data and powerful analytical tools play a pivotal role in research (Pfenninger
et al., 2017; Super, 1982), but also come with the risk of misuse (Pasquetto et al., 2024; Shimron et al.,
2022). Therefore, ethical oversight is crucial, it involves issues of privacy (Pina et al., 2024; Lacroix,
2019), ownership (Andrews et al., 2023; Kapusta et al., 2024), consent (McKeown et al., 2021; Longpre
et al., 2024), and purpose of use (Paullada et al., 2021; Padmapriya and Parthasarathy, 2024). Based on the
definitions and related issues concerning dataset ethics, we make the following statement about MMRC:

The data collection for our study is conducted with the informed consent of all participants, ensuring
their privacy and autonomy are fully protected. All participants are fully aware of and voluntarily engage
in the annotation process. We implement a rigorous review mechanism to ensure the data is free from
personally identifiable information, offensive material, and violent content. However, given the limitations
of manual inspection, some residual information may still remain, and completely eliminating such content
remains a challenging task. Furthermore, since the data originates from real conversations, it may contain
a small amount of inadvertently misleading information, which could impact the model’s performance
on benchmark tests. We release this data exclusively for research purposes, allowing researchers to
explore the performance of multimodal large language models (MLLMs) in real-world dialogue contexts.
However, researchers must approach this dataset with utmost caution and ethical consideration. Our goal
is to contribute to the accumulation of knowledge while ensuring that our research findings are applied
ethically. In the future, we will continue to release updated versions of the dataset, expanding both its
volume and comprehensiveness, while further filtering out offensive content and misinformation.

C DialogFlow

Collecting data through online platforms is an efficient method to gather large volumes of valuable
data (Panduman et al., 2024; Wang et al., 2024a). It offers a cost-effective and scalable solution for data
collection, adapting to varying needs over time (Pamucar et al., 2024; Langer et al., 2024). Therefore, we
establish DialogFlow to collect user conversation data.

Due to GPU source limitations, DialogFlow is not open to the public and is only undergoing internal
testing within the campus. The interface of DialogFlow is shown in Fig.17. Users can add image inputs
by clicking the camera icon at the bottom right corner and switch between different models by changing
the tabs at the top. The platform is free to use since its launch on April 6, 2024. We use dozens of A100
GPUs to host our website and run open-source models for user conversations, while closed-source models
interact via APIs. All the models available on the platform are listed in Table 5. DialogFlow has a total of
354 users, with ages ranging from 18 to 47. The majority of them are university students and staff. Users
are required to accept the Terms of Use to consent to the public release of their conversation data.

D Examples of MMRC

We list 5 samples of MMRC, they are conversations about travel (Fig. 20), dancing (Fig. 21), physics
(Fig. 22), water parks (Fig. 23), and dessert making (Fig. 24). The domains of these conversations are
comprehensive, natural, and closely aligned with real-world usage scenarios. Additionally, the evaluation
questions for the conversations are manually annotated and checked by our team. All of this demonstrates
the high quality and real-world relevance of our data.
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Figure 17: The page of DialogFlow

Model Size Vision Encoder LLM

LLaVA-V1.5 (Liu et al., 2023) 7B,13B CLIP ViT-L/14 (Zhang et al., 2022) Vicuna-v1.5 (Zheng et al., 2023b)
MiniCPM (Yao et al., 2024) 8B SigLIP-SoViT-400m/14 (Zhai et al., 2023) Llama3-Instruct (Dubey et al., 2024)
LLaVA-Next (Li et al., 2024b) 0.5B,7B SigLIP-400M (Zhai et al., 2023) Qwen1.5 (Bai et al., 2023)
Qwen2VL (Wang et al., 2024b) 2B,7B,72B ViT trained from scratch (Alexey, 2020) Qwen2 (Yang et al., 2024)
LLaVA-OneVision (Li et al., 2024b) 0.5B,7B SigLIP-400M (Zhai et al., 2023) Qwen2 (Yang et al., 2024)
VILA1.5 (Lin et al., 2024) 3B,8B SigLIP-400M (Zhai et al., 2023) Llama3 (Grattafiori et al., 2024)
mplug-Ow3 (Ye et al., 2024) 1B,2B,7B SigLIP-400M (Zhai et al., 2023) Qwen2 (Yang et al., 2024)
InternVL2.5 (Ye et al., 2024) 8B InternViT-300M-448px-V2.5 (Chen et al., 2024) internlm2.5-7b-chat (Cai et al., 2024)
InternVL2.5 (Ye et al., 2024) 26B InternViT-6B-448px-V1-5 (Chen et al., 2024) internlm2.5-20b-chat (Cai et al., 2024)

GPT-4o (Islam and Moushi, 2024) 300B - -
Claude-3.5-sonnet (Yao et al., 2024) 175B - -
Gemini-1.5 Pro (Team et al., 2024) 175B - -
DeepSeek-V3 (Liu et al., 2024a) 671B - -

Table 5: MLLMs in DialogFlow.

E Topic Classification Network

The 14 predefined categories are carefully chosen to ensure comprehensive coverage of real-world
conversational topics, and their selection is grounded in the characteristics of our dataset and relevant
studies on human conversations (Kim and Metze, 2018; Zhao et al., 2019; Zhang et al., 2020; Algherairy
and Ahmed, 2024).

To train the topic classification network, we manually annotate a portion of the data, label the date with
14 predefined categories, each containing 50 dialogue samples. We split the data into 90% for training
and 10% for testing. For the classification, we use the all-mpnet-base-v2 model from SentenceTransform-
ers (Piao, 2021) to generate text embeddings. These embeddings are passed through a two-layer MLP for
classification. The model ultimately achieve over 95% accuracy on the test set.

F Statics of conversation domains in MMRC

Although we have categorized the existing conversation data into 14 categories for convenience in
statistical analysis, the actual diversity of the data far exceeds this classification. If we increase the
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Professional 

Knowledge

Daily 

Life

Category Specific Domains

Travel

Destination recommendations, travel preparations, accommodation issues, travel budget and planning, transportation methods, scenic spots and activities, culture 

and language, travel safety, backpacking, luxury travel, self-driving tours, group tours, travel photography, food during travel, travel souvenirs, long-haul flight tips, 

health during travel, seasonal travel, travel insurance, socializing during travel, eco-friendly travel, legal issues during travel, recommended travel apps, travel blogs, 

high-end travel, travel photography tips, entertainment activities during travel, unforgettable travel experiences, travel shopping list, domestic travel, international 

travel, common sense of travel safety, holiday travel, food tours, island vacations.

Music

Music styles, music history, music theory, music composition, music production, music appreciation, music education, music technology, instrument performance, 

music festivals, singers and bands, music films, emotional expression in music, music and culture, music and society, concerts and music festivals, music charts, 

music copyright, music innovation, music streaming, music criticism, melody and harmony in music, music industry, music commercialization, music social media, 

music collaboration, music creativity and inspiration, music rhythm, lyrics in music, psychology of music, pop music, classical music, rock music, jazz, hip-hop 

music, electronic music, world music, music and film scores, music marketing, music performance skills, dance in music, music and emotional therapy, music apps, 

music chart analysis, cultural significance of music, live music recording, music reviews and recommendations, trends in the music industry.

Game

Game types, game design, game development, game engines, game programming, game art and graphics, game sound effects and music, game narrative, game plot, 

game character design, game AI and artificial intelligence, game testing and quality control, game release, game market, game industry trends, game hardware and 

devices, game virtual reality, game augmented reality, game controllers, video game culture, game player communities, e-sports, game streaming, game reviews and 

evaluations, game achievements and rewards, in-game purchases and microtransactions, single-player games, online games, mobile games, console games, PC games, 

adventure games, role-playing games, sports games, action games, shooting games, simulation games, strategy games, puzzle games, music games, indie games, 

game innovation, game marketing, game development process, game creativity and inspiration, game props and items, emotional interaction in games, game balance 

and difficulty design, game maps and world design, social interaction in games, achievement systems in games, game education and learning, economic systems in 

games, moral choices in games, time management in games, exploration and discovery in games, choices and consequences in game plots, multiple endings in games, 

openness of game worlds

Sport

Types of sports, sports history, sports culture, sports competition, sports training, sports psychology, sports injuries, sports nutrition, sports athletes, sports 

competitions, sports referees, sports rules, sports management, sports marketing, sports events, sports technology, sports equipment, live sports broadcasting, sports 

media, sports stars, trends in the sports industry, commercialization of sports, sports sponsorship, sports social media, sports achievements and records, social impact 

of sports, sports education, sports and health, sports and physical fitness, extreme sports, indoor sports, outdoor sports, team sports, individual sports, collective 

events, competition strategies, organization of sports events, sports training methods, youth sports, sports psychological adjustment, sports meets and the Olympic 

Games, ball games, track and field, swimming and water sports, gymnastics, martial arts and combat sports, cycling and equestrian sports, motor racing, winter 

sports, sports organizations and federations, sports law and contracts, sports clubs and teams, sports training equipment and apparatus, athletes' careers

House

Home design, home decoration, interior decoration, furniture selection and matching, home style, family organization and storage, home lighting, home layout, 

family space planning, kitchen design, bedroom design, living room design, bathroom design, children's room design, home office design, home greening and plants, 

residential architecture, home decoration materials, home appliance selection, smart home, home security, home cleaning, home maintenance and repair, home 

comfort, home accessories, home color matching, home art, home audio system, home theater design, home dining room design, home comfort and functionality, 

fluidity between family and space, family environment and health, eco-friendly home, small apartment home design, family storage solutions, home feng shui, DIY 

home projects, home budget and expenses, home renovation and refurbishment, family entertainment area, courtyard design, outdoor home, family safety and 

protection

Food

Food types, ingredient selection, food nutrition, recipes and cooking techniques, healthy eating, food culture, international cuisine, local specialties, food safety, 

drink selection, vegetables and fruits, restaurant recommendations, the catering industry, catering services, food pairing, desserts and baking, traditional cuisine, 

vegetarianism and veganism, high-protein diets, low-carb diets, sugar-free foods, low-fat diets, low-salt diets, fast food and convenience foods, organic foods, home-

cooked meals, seasonal ingredients, food processing, food packaging, dietary restrictions, diet and health, food allergies, food aesthetics, storage and preservation of 

ingredients, cooking tools and equipment, food labels, cross-cultural cuisine, street food, homemade meals, food cultural heritage, food waste, sustainable eating, 

food innovation, catering brands, food and travel, cooking skills, food festivals and events, food ingredients, fine dining, fast food and takeout, imported foods, food 

history and traditions, dessert design, food festivals and celebrations, food poisoning and hygiene, food and socializing, food science, food quality control, traditional 

eating habits, beverages and wines, table manners, healthy eating habits, low-calorie recipes, quick cooking, food innovation and trends, food consumption and 

trends, family meals, festival foods, picnics and outdoor dining, health-preserving diets

Shopping

Shopping categories, shopping tips, shopping malls, online shopping, shopping websites, shopping experience, fashion shopping, shopping budget, discounts and 

promotions, shopping lists, price comparison for shopping, overseas shopping, second-hand shopping, shopping fashion trends, shopping habits, eco-friendly choices in 

shopping, shopping payment methods, shopping coupons, return and exchange policies for shopping, luxury shopping, shopping traps and fraud, shopping psychology, 

shopping brands, shopping festivals and big sales, shopping social platforms, shopping and culture, emotional spending while shopping, shopping baskets and carts, 

logistics and delivery in shopping, shopping packaging, shopping convenience and efficiency, time management in shopping, payment security in shopping, 

personalized shopping recommendations, gift and giveaway shopping, health and beauty product shopping, home and living goods shopping, food shopping, 

electronics shopping, sports and outdoor products shopping, fashion and apparel shopping, makeup and skincare product shopping, jewelry and accessories shopping, 

social interactions in shopping, shopping sprees, brick-and-mortar store shopping, online and offline shopping integration, personalized custom shopping, international 

brand shopping.

History

Historical periods, ancient civilizations, medieval history, modern history, 20th-century history, world wars, historical figures, historical events, historical cultures, 

historical geography, the rise and fall of nations and ethnicities, economic history, political history, wars and conflicts, social change, history of technological 

development, history of religion, history of art and culture, history of ethnicities and immigration, history of law, environmental history, historical archives and 

documents, history of international relations, historical theories and methods, major events in world history, the rise and fall of great powers, the impact and lessons 

of history, war and peace, major historical reforms, the Renaissance, the Age of Enlightenment, the Industrial Revolution, the Cultural Revolution, the Great 

Depression, the legacy of ancient civilizations, the post-World War II international order, famous historical explorations and voyages, ancient military strategies and 

tactics, literature and history, historical scientific discoveries, major historical disasters, technological innovations in history, national independence movements, the 

Cold War and global politics.

Economy

Macroeconomics, microeconomics, economic development, international economics, economic growth, monetary policy, fiscal policy, supply and demand, market 

structures, price mechanisms, trade and globalization, economic crises and recessions, economic cycles, capitalism and socialism, economic systems and institutions, 

national economies and government policies, consumer behavior, production and labor markets, labor economics, resource allocation and efficiency, public economics, 

economic inequality, international trade and investment, foreign exchange markets and exchange rates, economic reforms, taxation and fiscal management, money and 

banking systems, businesses and market competition, industrial structures, inflation and deflation, unemployment and employment, economic models and theories, 

development economics, environmental economics, sustainable development, energy economics, market failures and government intervention, financial crises, debt 

crises, economic policy analysis, consumerism, wealth distribution and social welfare, wealth creation and investment, capital markets, stock and bond markets, 

financial analysis and management, business strategy and innovation, business management and operating environments.

Biology Cell biology, molecular biology, genetics, evolution theory, ecology, ecosystems, species and species diversity, biological classification, microbiology, DNA and RNA, 

human biology.

Computer

Computer hardware, computer software, operating systems, principles of computer organization, computer networks, data structures and algorithms, programming 

languages, artificial intelligence, machine learning, deep learning, big data, cloud computing, distributed computing, parallel computing, high-performance computing, 

computer vision, natural language processing, computer security, network security, information security, data encryption, blockchain technology, computer architecture, 

computer storage, computer graphics, virtual reality and augmented reality, computer science theory, computer history, computer ethics, computer applications, 

computer simulation, software engineering, computer programming, web development, mobile application development, database management, computer viruses and 

protection, computer communication protocols.

Society

Social structure, social stratification, social classes, social change, social culture, social norms and values, social enterprises and social responsibility, social networks 

and interpersonal relationships, cultural identity and society, social behavior and interaction, social mobility, work and occupations, modern society and traditional 

society, the internet and society, conflict and cooperation in society, globalization of society, law and social order, social capital, social welfare policies, values of 

modern society.

Job Career
Career development, career planning, job search skills, resumes and cover letters, interview techniques, career goal setting, career path choices, career transitions and 

changes, career growth and development, workplace interpersonal relationships, office culture, compensation and benefits, workplace stress and coping, work-life 

balance, self-improvement and learning, leadership and management, workplace communication skills, teamwork and collaboration, professional skills and 

certifications, industry trends and prospects, work environment and company culture, occupational safety and health, professional ethics, entrepreneurship.

Figure 18: List of partial existing domains of conversations in MMRC.
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granularity of the categories, our data would encompass more domains. According to our statistics, we
have data from 874 different domains. Due to space limitations, we select a subset of domains, as shown in
Fig. 18, conversation data in MMRC is comprehensive and diverse, covering various aspects of real-world
scenarios. Therefore, the evaluation of MMRC provides valuable insights of MLLMs’ performance in
practical open-ending conversations.

G Experimental Settings

LLaVA-V1.5-7B, LLaVA-V1.5-13B, MiniCPM-8B, LLaVA-Next-0.5B, LLaVA-Next-7B, Qwen2VL-2B,
Qwen2VL-7B, LLaVA-OneVision-0.5B, LLaVA-OneVision-7B, VILA1.5-3B, VILA1.5-8B, mplug-Ow3-
1B, mplug-Ow3-2B, mplug-Ow3-7B, InternVL2.5-8B, and InternVL2.5-26B use 16-bit floating-point
precision, while Qwen2VL-72B and LLaVA-OneVision-72B use 4-bit quantization. Their output length
is limited to a maximum of 256 tokens. The models utilize the default values for Temperature, Top-k
Sampling, and Top-p Sampling as specified in their Hugging Face inference code.

H Why DeepSeek-V3 is Classified as Close-Sourced in Experiment

Although the DeepSeek-V3 has been open-sourced on Hugging Face, its large parameter size makes
local inference very resource-consuming. Therefore, we use the API for testing. In the experiment, we
categorized it under the close-sourced section, as its parameter size is similar to that of close-sourced
models, both exceeding 175B parameters.

I Discussion on the Impact of Different Model Architectures on Results

we have conducted a detailed investigation into the impact of different MLLM architectures and training
data on model performance. We have summarized the various model architectures as follows: (1)
Typical ViT-MLP-LLM structures: LLaVa-V1.5, LLaVA-NeXT-Interleave, LLaVA-OneVision, Qwen2-
VL, VILA-1.5. (2)Additional multi-image processing architectures: MiniCPM (Shared Compression
Layer), mplug-Ow3 (Hyper Attention Transformer Block). (3) Novel vision encoder: InternVL2.5
(InternViT).

From the experiment reuslt, We observe that models with extra multi-image processing architectures
outperform the typical ViT-MLP-LLM models, with an average improvement of 12.16%. This suggests
that architectural enhancements on top of the typical ViT-MLP-LLM framework are beneficial to dialogue
capabilities, as they enhance multi-image understanding, giving such models an advantage in conversations
involving multiple images. Furthermore, InternVL2.5 shows a significant improvement over the typical
ViT-MLP-LLM structure, with a performance gain of 29.62%. Which can be attributed to the powerful
InternViT, which offers superior visual understanding and includes advanced mechanisms such as Window
Attention. These architectural innovations allow InternVL2.5 to more effectively capture visual details in
multi-turn conversations, enabling it to provide more accurate answers to vision-related queries.

J Prompt Template and Human Criteria for Evaluation

In recent years, an increasing number of benchmark studies have utilized LLM as an evaluation tool, due
to its accuracy, logical reasoning, and ability to follow instructions (Chen et al.; Li et al., 2024a; Gu et al.,
2024; Ye et al.).

MMRC also applies GPT-4o for scoring the model’s information extraction, cross-turn reasoning,
information update, image management, long-term memory recall, and answer refusal capabilities. The
detailed evaluation prompts corresponding to each capability are shown in Fig. 25, Fig. 26, Fig. 27, Fig. 28,
and Fig. 29. We also conducte manual evaluation of the capabilities in cross-turn reasoning, image update,
and memory recall. The three evaluation criteria are as follows:
(1) Cross-turn reasoning (CR):
Goal: To assess how well the model integrates and utilizes information across multiple dialogue turns to
answer complex questions.
Criteria: Full reasoning (5 points): the model accurately integrates information from multiple dialogue
turns and provides a clear answer that reflects all key details, demonstrating full understanding of the
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context; Partial reasoning (3-4 points): the model integrates some of the conversation’s information, but
the answer does not fully reflect all necessary context, it is partially correct; Error in Reasoning (2 points):
the model fails to integrate information properly, providing an unclear or erroneous reasoning chain,
leading to an inaccurate answer; Lack of Reasoning (1 point): the model does not demonstrate effective
reasoning, providing a vague or irrelevant answer without appropriately incorporating the conversation’s
context.
(2) Information Update (IU):
Goal: To evaluate how well the model tracks and updates factual information provided by the user during
the conversation.
Criteria: Complete Update (5 points): the model accurately and promptly updates new factual information,
incorporating this into later responses and maintaining consistency throughout the conversation; Partial
Update (3-4 points): the model updates some information but fails to fully incorporate the changes in
subsequent responses. There may be some omissions or incomplete updates; Failure to Update (2 points):
the model does not recognize the change in factual information and continues to rely on outdated data,
leading to inconsistent responses; Incorrect Update (1 point): the model incorrectly updates information,
causing contradictions with prior details or incorrect facts to be incorporated in later responses.
(3) Memory Recall (MR):
Goal: To assess how well the model maintains long-term memory of the conversation and recalls relevant
details in later dialogue turns.
Criteria: Accurate Recall (5 points): the model accurately recalls key information (e.g., user preferences,
previous conversation details) from earlier dialogue turns and integrates this information effectively in
later responses; Partial Recall (3-4 points): the model recalls some details but misses out on others,
leading to slightly disjointed or incomplete answers; Memory Loss (2 points): the model forgets important
details over the course of the conversation, leading to inconsistent or disconnected responses that lack
coherence; Incorrect Recall (1 point): the model recalls information incorrectly (e.g., mixing up user
preferences or repeating outdated facts), leading to answers that are inaccurate or misleading.

K Attention Calculation

The phenomenon of attention imbalance distribution in models during dialogue shown in Fig 8, is
consistent with recent research (Jawale et al., 2024). The following are the detailed steps for calculating
attention: we randomly selecte 100 conversations with 15 turns to visualize the attention. For these
dialogues, we perform manual special processing, where we label the information locations related to
subsequent memory questions (i.e.,IE, IM, MR) as the ‘golden position’, referred as G. For example,
if answering an IE question requires extracting information from turn 2 and turn 4, the golden position
for this IE question would be turns 2 and 4. The role of the golden label in subsequent calculations
will be explained in detail. For the attention calculation model, we selected LLaVA-Next-0.5B, LLaVA-
OneVision-72B, MiniCPM-8B, and QwenVL-2B. These choices aim to cover a broad range of model
families and parameter sizes.

When the model is tasked with answering memory-related questions, the input typically consists of a
dialogue history and an memory evaluation question. Let the input be query = [x1, x2, . . . , xn, qs], where
[x1, x2, . . . , xn] represents the conversation history of the model, and each turn xi (where 1 ≤ i ≤ n) may
contain image tokens and text tokens, and qs represents the current evaluation question. To compute the
self-attention weights for each turn, we define a function Attn: X ×N → R, which computes the average
attention weight assigned to each turn xi, where each turn xi = {xi,j}Ni

j=1 contains Ni tokens. Only the
turns in the golden position are considered in the attention calculation. The other turns are excluded to
avoid interference from irrelevant information. We compute the average attention weight for each golden
position turn using the following formula:

Attn(qs, i) =
1

Ni

Ni∑

j=1

attn(xi,j), xi ∈ G
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L Details on NOTE-TAKING

The NOTE-TAKING employs another MLLM for note-taking, with model selection including open-source
models like LLaVA-One-Vision-7B, MiniCPM-8B, as well as closed-source models like GPT-4o. Since
the task of note-taking is easier than conversation, the choice of different models has little impact on
note-taking performance. The algorithm for our proposed NOTE-TAKING strategy is in Alg. 1. Due to the
limitations of space in the main text, we have only presented a portion of the experimental results. Table 6
shows the complete experimental results.

Algorithm 1 NOTE-TAKING algorithm

Require: MLLM A (notetaker), MLLM B (test model), user input T , evaluation questions Q.
Step1: Takes Notes

1: Note = {}
2: for Ti in T do
3: history = append(Ti)
4: Ri = Chat(B, history)
5: Note = Take_Note(A, Ti,Note)
6: history = append(Ri)
7: end for

Step 2: Help to response
8: for Qi in Q do
9: history = append(Qi)

10: answer = Chat(B, (history,Note))
11: output responsei
12: end for

### System Prompt
You are an intelligent chatbot designed to accurately and thoroughly record information 
from conversations, and then document it in a JSON format. Here is how you can 
accomplish your tasks: 

- Focus on the user's preferences and the facts within the conversation. 
- If the user presents a new fact, it should overwrite the outdated fact. 

### User Prompt
I will give you the user's input one by one. Extract key information from the input, 
including the user's preferences, events, and facts presented in user's input. If you detect 
a change in information, you should overwrite the outdated content in the notes with the 
updated information. REMEMBER NOT TO RESPOND TO THE USER'S INPUT! 
Here is the user input: {Ti}, provide the Note in JSON format, for example: { "user_info": 
{ "health_conditions": ["High blood pressure", "Dairy allergy"] }, "preferences": 
{ "food_preference": "Italian cuisine" }, "purpose": "Seeking meal suggestions." }.

NOTE-TAKING 
Prompt

Figure 19: The prompt template of Take_Note function in Alg. 1.
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Fushimi Inari Shrine! The thousands of red 
torii gates look stunning. Look the entrance.

It is breathtaking! The vibrant red gates against the 
green hills create a mystical atmosphere. You'll have a 
wonderful time walking through the tunnels of torii.

Wonderful ! Tea house later; it 
looks so authentic and 
peaceful.

This tea house looks charming! The wooden architecture 
and the minimalist garden create a tranquil setting. 
Enjoy your tea ceremony!

By the way, do you know about Obon 
Festival ?

The Obon Festival is a Japanese tradition honoring 
ancestors, often celebrated with lanterns like in the picture.

Emmmm, i can‘t recall it at the moment…Let me think…

That sounds amazing! The Edo-Tokyo Museum must be 
a great place to dive into the history of Tokyo. Did you 
have something that stood out to you?

No problem at all! Take your time to think about it. I'm 
sure whatever stood out to you must have been really 
interesting!

Oh, my bad ! I actually went to the Tokyo 
National Museum. Here's a photo I took of 
the samurai armor inside!

Wow, that’s so cool! Samurai armor always looks so 
intricate and powerful. Did you learn anything 
interesting about the samurai while you were there?

Do you know The Chrysanthemum and the Sword? A 
book related to samurai.

Yes, I know it! The Chrysanthemum and the Sword is a 
fascinating book. It was written by Ruth Benedict during 
World War II to understand Japanese culture for the U.S. 
government. It explores concepts like honor, discipline, 
and obligation, which are deeply connected to samurai 
traditions and values. 

At the end of my trip, I visited Senso-ji 
Temple, along with the bustling 
shopping street nearby.

That’s such a great way to end your trip! Senso-ji Temple 
is so vibrant, and the shopping street must have been so 
much fun to explore.

Round 6 - 9Round 1 - 5

Travel sharing

List all the attractions 
I've talked to you 
about.

Shrine Fushimi 
Inari,tea house, Edo-
Tokyo Museum, Tokyo 
National Museum

Information Extraction

I think you should go to 
a tea house and the 
Tokyo National Museum.

Multi-turn Reasoning
If I'm interested in 
Japanese tea and 
samurai culture, where 
should I go?

Information Update:

Have I been to the 
Edo-Tokyo Museum?

No, you haven't been 
there. Actually, you 
visited the Tokyo 
National Museum.

Image Management

Which of the images 
I sent you are 
related to samurai, 
what is in it ?

5th Image.

Memory Recall

Where did I go first
when I arrived in Kyoto?

Fushimi Inari Shrine.

Do I visit Meiji Jingu 
Museum, another 
museum about Tokyo’s 
history.

No, you don’t mention 
it in conversation, I 
can’t answer. 

Evaluation

Judgment and Refusal

I can't wait to share my Tokyo travel diary with 
you !

Fascinating culture ! I also visited the Edo-Tokyo 
Museum. The exhibits really brought the city's past to 
life!"

That sounds great! I’m interested to hear about your 
trip to Tokyo. Where you explore first?

Figure 20: A sample from MMRC, the dialog domain is travel sharing, consisting of 9 conversation turns and 6
image inputs.
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Here's photos of me performing on stage.

Round 6 - 10Round 1 - 5

Dancing Suggestions

Information Extraction

Cross-turn Reasoning

Information Update:

Image Management

Memory Recall

Evaluation

Answer Refusal

I've been learning dance recently, but I find that I can’t 
control my turns very well, and the movements don’t 
feel smooth. Any advice?
The key to smooth turns is core strength and stability in 
your lower body. Try doing more core exercises to ensure 
you can control each step. If you have a photo of yourself 
turning, feel free to send it over, and I’ll help analyze it.

Here's a photo of me practicing turns. What 
do you think?

Your turn looks pretty good! You've done a great job of 
keeping your thighs and feet stable. However, you could 
try improving the control over your upper body.

Thanks for the advice! Sometimes I get rusty, especially 
when performing on stage. How can I improve my stage 
confidence?

Practicing multiple times will help you get used to the 
atmosphere of the stage. Do you have any photos of 
yourself performing on stage? Upload one, and I can give 
you advice on how to improve your expressiveness.

Your stage posture looks very natural and expressive! 
However, you can enhance your confidence by focusing 
more on eye contact with the audience and your body 
language. 

Thanks! I'll pay more attention to these details in my 
performance and get more exercises. Besides that, how 
can I make my movements feel smoother?

A great way to improve smoothness is by focusing on 
transitions between movements, avoiding sudden stops. 
Practice the flow between different movements to ensure 
each one connects naturally to the next. 

I have trouble with quick weight shifts 
like this. The transitions between 
movements feel unnatural. This is what I 
need to work on most !

When shifting weight quickly, it’s crucial to keep your 
feet stable. Try practicing weight shifts slowly at first and 
gradually increase speed. Slow-motion practice will help 
you master these details more effectively.

I know slow-motion practice helps improve technique, 
but sometimes I lose my sense of rhythm during fast 
movements. Any suggestions to fix that?

Maintaining stable rhythm is key. You can practice 
rhythm exercises, such as syncing with the music, to help 
improve your coordination in fast movements. Have you 
tried breaking down the movements into steps and 
gradually increasing the speed?

I haven’t tried that method yet. Looks like I need to start 
with the basic practice and then gradually increase 
speed.

That’s a very effective way to practice! Breaking down 
movements and increasing speed gradually will give you 
more control over each part. As you practice more, both 
your speed and smoothness will improve.

Got it! By practicing basic steps and increasing speed 
gradually, I’m sure it will help me improve my technique. 
What other areas do you think I should work on?

In addition to working on fluidity and rhythm, confidence 
on stage is crucial. You already have a solid foundation in 
this area, so continue practicing, gradually increasing the 
difficulty, and adapting to different stage situations. 

Thanks so much for your advice! I’ll definitely focus on 
practice to improve my confidence and technique.

I'm glad I could help! Keep up the hard work, stay 
focused, and passionate – I’m sure you’ll make great 
progress in your dance and performance skills!

What dance-related
elements were mentioned 
in the conversation?

Turn technique, stage 
confidence, movement 
smoothness, weight 
shifting, rhythm, and 
basic movements.

Why do user feel that 
his turns aren’t smooth?

The author lacks 
sufficient training and 
confidence.

What is the area the 
user most want to 
improve most?

Transitions between 
movements 

What dance movements 
or expressions are 
involved in the first
image?

What was the main 
issue the user
mentioned in the first 
round of conversation ?

Did the user ask about 
how to quickly switch 
between different 
dance styles?

Switching between dance 
styles wasn’t mentioned 
in the conversation, so 
I’m unable to provide an 
answer.

The user is practicing 
a turn.

The issue mentioned 
was difficulty 
controlling turns.

Figure 21: A sample from MMRC, the dialogue domain is dancing suggestions, consisting of 10 conversation turns
and 4 image inputs.
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Round 6 - 10Round 1 - 5

Physic

I've been studying physics recently and I want to to learn 
more about light refraction. Can you explain it in detail?

Of course! Light refraction happens when light passes 
through two different media and its speed changes, 
which causes its direction to change. For example, 
when light moves from air into water, its speed slows 
down, and the direction bends. Have you seen any 
experiments or illustrations about this?

I remember seeing some images in books, but I don't 
quite understand the details. Let me find one, I just 
took a photo of it. I think the phenomenon is caused 
by light dispersion.

Sure, seeing your photo might help better answering. 
Please upload your image!

Here's the photos I found. 
Explain them for me.

Wow, this images are very clear! You can see how the 
light refracts when it moves from air to water, and the 
angle changes. You've done a great job showing the basic 
principle of refraction. If possible, you could label the 
angle of incidence and the angle of refraction, which 
would help better understand the laws of refraction.

!!! Was this caused by refraction? My previous 
understanding was actually wrong.  Got it, I'll label the 
angle of incidence and the angle of refraction. So, how 
is light refraction related to changes in the speed of 
light?

The change in the speed of light is related to the density 
of the media. Light travels at different speeds in different 
media; it usually moves slower in denser media. At the 
boundary between air and water, since water has a 
higher refractive index than air, the light slows down, 
causing it to bend. Does this explanation make sense?

I understand now! But what happens if light moves 
from water to air? How does the refraction change in 
the opposite direction?

Great question! If light moves from water to air, the 
refraction behaves a bit differently. Since air has a lower 
refractive index than water, the light will bend away from 
the normal direction when it refracts from water to air, 
meaning the angle of refraction will be greater than the 
angle of incidence. Have you ever done an experiment to 
observe this?

I haven’t done an experiment, but I remember seeing a 
related video. I think I can use this experiment to verify 
the change in the angle of refraction. By the way, I have 
an image that shows the relationship between the angle 
of refraction and the angle of incidence, would you like 
to see it?

That sounds like a great idea! Please upload your image, 
I’m excited to see how you’ve shown the relationship 
between the angle of incidence and the angle of 
refraction.

Here’s the image I found, showing 
how the angle of refraction changes 
with different angles of incidence. 
What do you think?

This image is excellent! You can clearly see the 
relationship between the angle of incidence and the 
angle of refraction— as the angle of incidence increases, 
the angle of refraction also increases. Did you notice 
that when the angle of incidence gets large enough, the 
angle of refraction reaches a critical value and the light 
undergoes total internal reflection?

Wow, I didn’t realize the phenomenon of total internal 
reflection. So, under what circumstances does total 
internal reflection occur?

I’ve heard that optical fibers use total internal reflection 
to transmit data, it’s really amazing! What are some 
applications of total internal reflection?

I’m very interested in how optical fibers work. Can you 
explain it briefly?

Of course! Optical fibers are made of a thin glass or 
plastic fiber. When light signals travel through the 
optical fiber, they are kept within the walls of the fiber 
due to total internal reflection. 

I’ve heard that optical fibers use total internal reflection 
to transmit data, it’s really amazing! What are some 
applications of total internal reflection?

Yes, optical fibers use the principle of total internal 
reflection to efficiently transmit light signals. In 
addition, optical instruments like prisms and telescopes 
also use this principle. Total internal reflection is very 
important in communication and scientific research 
because it allows signals to travel long distances 
without any loss. Would you be interested in learning 
about how optical fibers work?

Information Extraction

Cross-turn Reasoning

Information Update:

Image Management

Memory Recall

Evaluation

Answer Refusal

I can’t answer it 
because light 
polarization don’t exist 
in the conversation.

What physical 
phenomena were 
mentioned by the user
in the conversation?

The phenomenon of 
light refraction, light 
dispersion, changes in 
the speed of light, 
total internal 
reflection, and the 
application of optical 
fibers.

Based on your 
understanding of light 
refraction and total 
internal reflection in 
conversation, how do 
optical fibers avoid 
signal loss?

Optical fibers keep 
light inside the core 
using total internal 
reflection. The light 
bounces off the core-
cladding boundary, 
preventing signal loss 
even when the fiber 
bends.

Tell me about the 
user's updated 
understanding of the 
pencil bending in water 
phenomenon.

Light dispersion was 
changed to light 
refraction. 

Which image shows
phenomenon of light 
refraction?

The first and second 
one shows the process 
of light refracting 
from air to water.

Where did the user find 
the images related to 
light refraction?

The user found the 
images from the books.

Does the user have 
any misunderstandings 
about the phenomenon 
of light polarization?

Figure 22: A sample from MMRC, the dialogue domain is physic, consisting of 10 conversation turns and 3 image
inputs.
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Round 10 - 17Round 1 - 9

Water Park Traveling

I'm at the water park today. A lot of fun here !

Wow! It seems that there are lots of fun projects waiting 
for you. Are you ready to start a happy water journey?

I'm ready! I came to the wave pool 
first. The waves here are really big 
and everyone is playing happily.

The wave pool is really lively! Floating up and down with 
the waves in it is just like being in the sea. But pay 
attention to safety and don't get washed away by the 
waves.

I had a great time in the wave pool and 
also tried the surfboard. Although it 
was a bit difficult, it was really exciting.

Coming out of the wave pool, I went 
to the water slide area. There are all 
kinds of slides here. This is one of the 
slides that is very high and curvy. It 
looks really scary.

This slide indeed looks quite challenging! The speed 
must be very fast when sliding down from it. Do you 
dare to give it a try?

I summoned up my courage and slid down. It was 
really super exciting. I felt like my heart was going to 
jump out. This is the best project I've had today!

Wow, you successfully challenged this difficult slide. 
That's amazing! The feeling of sliding down quickly 
must be really exciting.

While floating, I saw some water 
sculptures beside me. Their shapes were 
very strange.

These water sculptures add a lot of artistic atmosphere 
to the water park. Their strange shapes combined with 
the surrounding water elements form a unique 
landscape.

After getting ashore from the lazy river, I came to a water 
stage. There was a performance going on here and the 
actors' performances were really wonderful.

The performance on the water stage must be very 
distinctive! Watching the performance on the water has 
a unique charm. You can enjoy the wonderful 
performances of the actors to your heart's content.

I felt a bit hungry and came to the restaurant in the water 
park. Here is the menu of the restaurant. There are many 
delicious foods to choose from.

After playing so many projects, it's time to eat some 
delicious food to replenish your energy and get ready for 
the happy time later.

After having the meal, I went swimming in the deep-
water area. The water here is very deep, but I swam 
quite well.

You're really good at swimming! Swimming in the 
deep-water area requires a certain amount of courage 
and skills. Pay attention to conserving your strength 
and safety first.

I ordered a hamburger and French fries. 
The taste was not bad. I was eating and 
resting in the restaurant at the same time.

Hamburger and French fries are classic fast-food 
combinations that can fill your stomach quickly. After 
having a good rest, are there any other projects you 
want to play?

Information Extraction

Cross-turn Reasoning

Information Update:

Image Management

Memory Recall

Evaluation

Answer Refusal

I can’t answer it 
because there exist 
no area called 
"Dolphin Bay" in the 
water park. 

Please list all the 
water park projects 
the user mentioned in 
the text.

Wave pool (including 
surfboard experience), 
water slide, children's 
water park (including 
water castle), lazy 
river, water stage 
performance, swimming 
in the deep water 
area, jet ski, water 
trampoline, spa area.

If a person who likes 
playing with water and 
seeking excitement 
comes to this water 
park, what 
experiences can he or 
she have?

He or she can enjoy 
surfing in the wave 
pool, ride the high 
water slide, relax in 
the lazy river, watch 
the water stage show, 
swim in the deep area, 
try jet skiing, jump on 
the water trampoline, 
and unwind in the spa.

What is the most 
exciting project the 
user think ? A. Wave 
pool, B. Water slide, 
C. Water stage, D.
Jet ski

D: Jet ski

Among the pictures in 
the conversation, which 
one is about the water 
projects carried out at 
a high place?

The third one.

Do you still remember 
what other projects 
were played in the 
wave pool besides the 
surfboard mentioned 
before?

The main project 
played in the wave 
pool is the surfboard, 
and besides that, it's 
playing along with the 
waves.

Is there an area 
called "Dolphin Bay" in 
the water park?

How brave you are! You looked so cool on the surfboard. 
Practice a few more times and you'll surely master the 
skills and enjoy the fun of surfing.

After sliding down the slide, I came to the children's 
water park. There are many children playing here and 
the facilities are all very cute.

The children's water park is full of childlike innocence 
and joy. Although it's an area for children, you can also 
feel the carefree atmosphere here.

I played with water in the 
children's water park for a while 
and also played in the water 
castle with the children.

Playing with the children must be a lot of fun. The water 
castle looks really fun. Do you feel like you've gone back 
to your childhood?

After that, I left the children's water park, I went to the 
lazy river. Sitting on the inner tube and floating slowly 
along with the water flow, it was so pleasant.

The lazy river is a great place to relax. During the 
floating process, you can enjoy the surrounding scenery 
and have a leisurely time. Do you feel that all the pressure 
has disappeared?

After swimming, I saw the jet ski 
project and went to experience it. 
It was really fast. It felt like 
lightning. So I changed my mind, I 
feel that this is the most wonderful 
water sport!

The jet ski must be super exciting! The feeling of the 
wind whistling in your ears and speeding on the water 
must make your blood boil. Did you have a good time?

After playing the jet ski, I came to 
the water trampoline area. Jumping 
up and down on the trampoline, I 
felt like I was a spring man. This 
project is also very fun, interesting!

After playing on the trampoline for a while, I went to a 
relatively quiet spa area. You can relax your body and 
mind here. 
The spa area is a great place to relax. After playing 
exciting projects all day, come here to soothe your body, 
relieve fatigue and draw a perfect end to today's trip to 
the water park.

The water trampoline looks really fun! You can jump to 
your heart's content on it and release your energy. Do 
you feel full of fun?

Figure 23: A sample from MMRC, the dialogue domain is water park, consisting of 17 conversation turns and 8
images inputs.
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Round 10 - 17Round 1 - 9

Dessert Making

I'm planning to do some baking at home 
today. Here are all kinds of baking 
materials that I've prepared. They look 
quite abundant, don't they?

Wow, so many materials! It seems that you're going to 
show your great skills. What kind of baked goods are you 
going to make?

I'm planning to make cupcakes first. This is one of the 
easiest types of pastry, I think. I'm currently creaming 
the butter and sugar.

Creaming the butter and sugar is a very important step in 
making cupcakes. Keep stirring to make it fluffier so that 
the cupcakes will be softer.

Now I'm adding the eggs one by one and stirring evenly. 
After adding the eggs, the color of the batter has become 
lighter.

Exactly. I'm sifting in the cake flour and gently stirring 
to avoid over-mixing.

The operation of sifting in the flour and then gently 
stirring is correct. This can ensure that the cupcakes 
have a delicate texture. Are you going to put the batter 
into the molds next?

I'm putting the batter into the cupcake cups, 
filling each one almost to the brim.

You're filling them very evenly! In this way, the baked 
cupcakes will be about the same size. Are you ready to put 
them into the oven?

After making the cupcakes, I'd also like to try my hand 
at making cookies. I'm preparing the dough for the 
cookies by mixing butter, sugar and flour. I find that this 
makes the process a little easier.

Oh, of course! Cookies are also a great choice for 
baking! Knead the dough well and then you'll be able to 
pipe out nice shapes soon.

I've put the dough into a piping bag and piped out 
cookies in various shapes, like circles and hearts.

They'll become even more delicious after being baked in 
the oven.

These is how I baked the 
cookie. I took them out of the 
oven. They're golden brown 
and in perfect shape !

These cookies look really perfect! The golden brown 
color and the intact shape show that your baking skills 
are quite good.

I've put the cookies into the oven. After baking for a 
while, I can already smell the fragrance of the cookies. 
Here are the cookies in the oven.

The fragrance of cookies is always so tempting. When 
they're baked, they'll surely be crispy and fragrant.

Information Extraction

Cross-turn Reasoning

Information Update:

Image Management

Memory Recall

Evaluation

Answer Refusal

It's not mentioned in 
the text whether 
yogurt was used in 
the home baking 
process. 

Please list the baked 
goods mentioned in the 
conversation.

Cupcakes, cookies, 
chocolate cakes.

If I were to have a 
child help out, 
considering the 
difficulty of the tasks, 
which one would you 
recommend they do? A. 
Cupcakes, B.Brim, C. 
Cookie, D. Chocolate 
cake

What is the easiest 
type of pastry that 
user think ?

It’s cookie.

Among the pictures  in 
the conversation, which 
one is about the 
chocolate cakes ?

The 7th and 8th  images.

Do you still remember 
what change happened 
to the batter after 
adding eggs when 
making cupcakes 
before?

After adding eggs, 
the color of the 
batter became lighter.

Was yogurt used in 
the home baking 
process?

Yes, add the eggs one by one so that they can blend in 
better. Is it time to add flour next?

I've put the cupcakes into the oven and set the 
temperature and time. Now I can see the cupcakes slowly 
rising in the oven.

It must feel great to watch the cupcakes rising in the 
oven! When they're baked and taken out, they'll surely 
smell delicious.

The cupcakes are baked. I took them 
out of the oven. They're golden brown 
and smell so good. Let me show you 
the freshly baked cupcakes.

Wow, these cupcakes look so tempting! The freshly baked 
cupcakes must taste great. You can have one while they're 
still hot.

I want to decorate the cupcakes. I've prepared cream and 
fruits.

With cream and fruits, these cupcakes will become more 
beautiful and delicious. How do you plan to decorate them?

I tasted a cookie. It's very crispy and has a strong 
buttery flavor. I find it easier to make cookies than it is 
to make cupcakes.

You're enjoying it so much, which means the cookie is 
really delicious! The crispy texture and the strong 
buttery flavor are the charm of cookies. Oh yes, so 
cookies are the simplest type of cake you would consider.

Yes, I found cookies to be the easiest type of pastry. 
During the baking process, my child also came to help.

We also made some chocolate cakes. Although the 
chocolate cakes are still in the oven, the chocolate flavor 
has already filled the air.
The chocolate cakes in the oven are really something to 
look forward to! The rich chocolate flavor will surely 
make the whole house full of a sweet smell.

OK, I see. Oh, it's really warm that the child joined in! 
This can not only make delicious food but also create 
beautiful memories.

The chocolate cakes are baked. 
I took them out of the oven. 
The surface is very smooth.

These chocolate cakes look wonderful! The smooth 
surface and the rich chocolate flavor must make them 
very delicious.

Wow, the decorated cupcakes are so pretty! The 
combination of strawberries and cream is a classic one and 
they look really delicious.

I'm piping the cream onto the cupcakes 
and then putting sliced strawberries on 
them. A simple decoration is done. Here 
are the decorated cupcakes. After all the 
work, I found that making cupcakes is 
not an easy task.

C. Cookie.

Figure 24: A sample from MMRC, the dialogue domain is dessert making, consisting of 17 conversation turns and
8 images inputs.
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Models IE IU MR AR CR IM

LLaVA-1.5-7B 0.91 0.31 0.22 0.28 1.08 0.52
+ NOTE-TAKING(GPT-4o) 2.57 2.06 2.36 0.46 1.22 0.54

(+1.66) (+1.75) (+2.14) (+0.18) (+0.14) (+0.02)
+ NOTE-TAKING(MiniCPM) 2.33 1.78 2.11 0.35 1.19 0.56

(+1.42) (+1.47) (+1.89) (+0.07) (+0.11) (+0.04)

MiniCPM-8B 4.08 2.98 3.65 3.78 3.94 3.47
+ NOTE-TAKING(GPT-4o) 4.23 3.76 4.02 3.92 4.13 3.50

(+0.15) (+0.78) (+0.37) (+0.14) (+0.09) (+0.03)
+ NOTE-TAKING(MiniCPM) 4.12 3.45 3.74 3.81 4.02 3.52

(+0.04) (+0.47) (+0.09) (+0.03) (+0.08) (+0.05)

QwenVL-2B 2.16 1.41 1.93 2.33 2.85 1.27
+ NOTE-TAKING(GPT-4o) 3.71 2.43 3.40 2.84 3.47 1.36

(+1.55) (+0.82) (+1.47) (+0.51) (+0.62) (+0.09)
+ NOTE-TAKING(MiniCPM) 3.22 2.01 3.21 2.58 3.26 1.32

(+1.06) (+0.60) (+1.28) (+0.25) (+0.41) (+0.05)

LLaVA-Next-0.5B 2.32 1.99 2.67 1.12 2.89 1.87
+ NOTE-TAKING(GPT-4o) 3.84 3.04 3.88 2.03 3.62 2.07

(+1.52) (+1.05) (+1.21) (+0.91) (+0.73) (+0.20)
+ NOTE-TAKING(MiniCPM) 3.68 2.77 3.59 2.06 3.38 1.94

(+1.36) (+0.78) (+0.92) (+0.94) (+0.49) (+0.07)

LLaVA-OneVision-72B 4.06 4.01 4.17 2.52 4.08 3.24
+ NOTE-TAKING(GPT-4o) 4.28 4.31 4.38 3.46 4.16 3.31

(+0.22) (+0.30) (+0.21) (+0.94) (+0.08) (+0.07)
+ NOTE-TAKING(MiniCPM) 4.13 4.28 4.26 3.20 4.13 3.26

(+0.07) (+0.27) (+0.09) (+0.68) (+0.05) (+0.02)

GPT-4o 4.35 4.28 4.31 3.06 4.38 4.12
+ NOTE-TAKING(GPT-4o) 4.51 4.62 4.73 3.51 4.41 4.18

(+0.16) (+0.34) (+0.42) (+0.45) (+0.03) (+0.06)
+ NOTE-TAKING(MiniCPM) 4.46 4.45 4.37 3.32 4.40 4.16

(+0.11) (+0.17) (+0.06) (+0.26) (+0.02) (+0.04)

Table 6: Performance of NOTE-TAKING across all conversational core abilities in MMRC.

### System Prompt

You are an intelligent chatbot designed for evaluating the correctness of generative 
outputs for question-answer pairs. The question-answer pair is from a long conversation 
between human and Multimodal Language Models. Models’ answer in based on the 
conversation history. Your task is to score the models’ answer. Here is how you can 
accomplish your tasks: 

- Focus on the meaningful match between models’ prediction and ground truth.
- Consider synonyms or paraphrases as valid matches.
- Evaluate the correctness of the prediction compared to the ground truth.

### User Prompt
You need to evaluate model’s information extraction ability, determine whether the 
model has extracted specific information. Here is the model’s prediction {answer}, 
and here is the ground truth {label}. Provide your evaluation only as a score where the 
score is an integer value between 0 and 5, with 5 indicating the highest meaningful 
match. Please response in the form of a Python dictionary string with key ‘score’, where 
value of 'score' is in INTEGER, not STRING. DO NOT PROVIDE ANY OTHER 
OUTPUT TEXT OR EXPLANATION. Only provide the Python dictionary string. For 
example, your response should look like this: {{'score': 4}}.

Figure 25: GPT prompt for evaluating information extraction (IE).
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### System Prompt

You are an intelligent chatbot designed for evaluating the correctness of generative 
outputs for question-answer pairs. The question-answer pair is from a long conversation 
between human and Multimodal Language Models. Models’ answer in based on the 
conversation history. Your task is to score the models’ answer. Here is how you can 
accomplish your tasks: 

- Focus on the meaningful match between models’ prediction and ground truth.
- Consider synonyms or paraphrases as valid matches.
- Evaluate the correctness of the prediction compared to the ground truth.

### User Prompt
You need to evaluate model’s cross-section reasoning ability to see if the model’s 
reasoning results align with the logic of the ground truth. Here is the model’s 
prediction {answer}, and here is the ground truth {label}. Provide your evaluation only 
as a score where the score is an integer value between 0 and 5, with 5 indicating the 
highest meaningful match. Please response in the form of a Python dictionary string with 
key ‘score’, where value of 'score' is in INTEGER, not STRING. DO NOT PROVIDE 
ANY OTHER OUTPUT TEXT OR EXPLANATION. Only provide the Python 
dictionary string. For example, your response should look like this: {{'score': 4}}.

Figure 26: GPT prompt for evaluating cross-turn reasoning (CR).

### System Prompt

You are an intelligent chatbot designed for evaluating the correctness of generative 
outputs for question-answer pairs. The question-answer pair is from a long conversation 
between human and Multimodal Language Models. Models’ answer in based on the 
conversation history. Your task is to score the models’ answer. Here is how you can 
accomplish your tasks: 

- Focus on the meaningful match between models’ prediction and ground truth.
- Consider synonyms or paraphrases as valid matches.
- Evaluate the correctness of the prediction compared to the ground truth.

### User Prompt
You need to evaluate model’s information updating ability, determine whether the 
facts provided in the model’s prediction align with the ground truth. Here is the 
model’s prediction {answer}, and here is the ground truth {label}. Provide your 
evaluation only as a score where the score is an integer value between 0 and 5, with 5
indicating the highest meaningful match. Please response in the form of a Python 
dictionary string with key ‘score’, where value of 'score' is in INTEGER, not STRING. 
DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only 
provide the Python dictionary string. For example, your response should look like this: 
{{'score': 4}}.

Figure 27: GPT prompt for evaluating information update (IU).
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### System Prompt

You are an intelligent chatbot designed for evaluating the correctness of generative 
outputs for question-answer pairs. The question-answer pair is from a long conversation 
between human and Multimodal Language Models. Models’ answer in based on the 
conversation history. Your task is to score the models’ answer. Here is how you can 
accomplish your tasks: 

- Focus on the meaningful match between models’ prediction and ground truth.
- Consider synonyms or paraphrases as valid matches.
- Evaluate the correctness of the prediction compared to the ground truth.

### User Prompt
You need to evaluate model’s  image management ability, check whether the model's 
response to the image aligns with the facts. Here is the model's prediction: {answer}, 
and here is the factual about the image: {label}. Provide your evaluation only as a score 
where the score is an integer value between 0 and 5, with 5 indicating the highest 
meaningful match. Please response in the form of a Python dictionary string with key 
‘score’, where value of 'score' is in INTEGER, not STRING. DO NOT PROVIDE ANY 
OTHER OUTPUT TEXT OR EXPLANATION. Only provide the Python dictionary 
string. For example, your response should look like this: {{'score': 4}}.

Figure 28: GPT prompt for evaluating image management (IM).

### System Prompt

You are an intelligent chatbot designed for evaluating the correctness of generative 
outputs for question-answer pairs. The question-answer pair is from a long conversation 
between human and Multimodal Language Models. Models’ answer in based on the 
conversation history. Your task is to score the models’ answer. Here is how you can 
accomplish your tasks: 

- Focus on the meaningful match between models’ prediction and ground truth.
- Consider synonyms or paraphrases as valid matches.
- Evaluate the correctness of the prediction compared to the ground truth.

### User Prompt
You need to evaluate model’s memory recall ability,  to determine whether the 
model's memory aligns with the correct memory. Here is the model’s prediction 
{answer}, and here is the ground truth {label}. Provide your evaluation only as a score 
where the score is an integer value between 0 and 5, with 5 indicating the highest 
meaningful match. Please response in the form of a Python dictionary string with key 
‘score’, where value of 'score' is in INTEGER, not STRING. DO NOT PROVIDE ANY 
OTHER OUTPUT TEXT OR EXPLANATION. Only provide the Python dictionary 
string. For example, your response should look like this: {{'score': 4}}.

Figure 29: GPT prompt for evaluating memory recall (MR).
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### System Prompt

You are an intelligent chatbot designed for evaluating the correctness of generative 
outputs for question-answer pairs. The question-answer pair is from a long conversation 
between human and Multimodal Language Models. Models’ answer in based on the 
conversation history. Your task is to score the models’ answer. Here is how you can 
accomplish your tasks: 

- Focus on the meaningful match between models’ prediction and ground truth.
- Consider synonyms or paraphrases as valid matches.
- Evaluate the correctness of the prediction compared to the ground truth.

### User Prompt
You need to evaluate model’s answer refusal ability to see if the model correctly 
refuses to answer the question when appropriate. Here is the model’s prediction 
{answer}, and here is the ground truth {label}. Provide your evaluation only as a score 
where the score is an integer value between 0 and 5, with 5 indicating the highest 
meaningful match. Please response in the form of a Python dictionary string with key 
‘score’, where value of 'score' is in INTEGER, not STRING. DO NOT PROVIDE ANY 
OTHER OUTPUT TEXT OR EXPLANATION. Only provide the Python dictionary 
string. For example, your response should look like this: {{'score': 4}}.

Figure 30: GPT prompt for evaluating answer refusal (AR).
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