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Abstract

Natural Language Processing tasks that aim
to infer an author’s private states, e.g., emo-
tions and opinions, from their written text,
typically rely on datasets annotated by third-
party annotators. However, the assumption that
third-party annotators can accurately capture
authors’ private states remains largely unex-
amined. In this study, we present human sub-
jects experiments on emotion recognition tasks
that directly compare third-party annotations
with first-party (author-provided) emotion la-
bels. Our findings reveal significant limitations
in third-party annotations—whether provided
by human annotators or large language mod-
els (LLMs)—in faithfully representing authors’
private states. However, LLMs outperform hu-
man annotators nearly across the board. We
further explore methods to improve third-party
annotation quality. We find that demographic
similarity between first-party authors and third-
party human annotators enhances annotation
performance, while incorporating first-party de-
mographic information into prompts leads to a
marginal but statistically significant improve-
ment in LLMs’ performance. We introduce
a framework for evaluating the limitations of
third-party annotations and call for refined an-
notation practices to accurately represent and
model authors’ private states.

1 Introduction

Recognizing and interpreting subjective language
used to express private states–users’ internal ex-
periences, e.g., opinions, emotions, evaluations,
and speculations (Quirk et al., 1985)–has been a
long-standing area of study in natural language pro-
cessing (NLP) (Wiebe et al., 2004; Banfield, 1982).
Examples of private state inference tasks include
emotion classification (Mohammad et al., 2018;
Demszky et al., 2020), emotion intensity detec-
tion (Mohammad and Bravo-Marquez, 2017), sar-
casm detection (Bamman and Smith, 2015; Oprea

and Magdy, 2019), sentiment analysis (Nemes and
Kiss, 2021), political ideology detection (Iyyer
et al., 2014), stance detection (AlDayel and Magdy,
2021), and many more. Approaches for these tasks
have relied heavily on ‘gold standard’ datasets an-
notated by third-party annotators. The standard an-
notation process typically involves multiple human
annotators, often recruited through crowdsourcing
platforms or drawn from internal research teams
(Rashtchian et al., 2010; Snow et al., 2008). More
recently, large language models (LLMs) have been
explored as scalable and cost-effective alternatives
or complements to human annotators (Li et al.,
2023). Studies have shown that LLMs can match
or surpass human annotators on some annotation
tasks (Hasanain et al., 2024; Gilardi et al., 2023).

While the adoption of third-party annotations is
appropriate for many NLP tasks such as those with
objective ground truth (e.g., named entity recog-
nition (Nadeau and Sekine, 2009), part-of-speech
tagging (Brill, 1994)) or for tasks that benefit from
diverse third-party perception (e.g., toxicity detec-
tion (Pavlopoulos et al., 2020), hate speech detec-
tion (Davidson et al., 2017)), we suggest that third-
party annotations (human or machine) have in-
herent limitations for tasks that seek to model an
author’s private state. Fundamentally, the use of
third-party annotations assumes that an author’s
private state can be identified from their writing by
human or machine annotators. However, subjective
language often lacks explicit linguistic cues (Wiebe
et al., 2005; Balahur et al., 2012), leaving annota-
tors to perform inference on textual cues, which
may be implicit, ambiguous, or context-dependent.
This challenge is compounded by individual dif-
ferences in authors’ expression of private states
(DeAndrea et al., 2010; Bauer et al., 2003) as well
as annotators’ socio-demographic, cultural back-
grounds, and personal beliefs which shape how
they interpret authors’ text (Shen and Rose, 2021;
Ding et al., 2022; Oprea and Magdy, 2019).
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Misalignment between an author’s private state
and its interpretation by third-party annotators
is not merely a labeling error—it can propagate
through learned models and compromise the relia-
bility of downstream applications. However, little
research has systematically examined this gap.

To this end, we conduct a series of studies to
investigate the alignment between third-party an-
notations and first-party labels, i.e., authors’ self-
reported private states, in the context of emotion
recognition tasks. Emotion recognition has a wide
range of applications, especially in high-stakes con-
texts such as moderating online content, detect-
ing deception, and powering therapeutic chatbots
(Shaw and Lyons, 2017; Chiril et al., 2022; Zy-
gadło et al., 2021). In these contexts, misinter-
pretations of users’ emotions not only render the
technology deficient but also make it socially per-
nicious, highlighting the critical need for ethical
considerations in this domain (Mohammad, 2022).
Moreover, emotion recognition is closely related
to other tasks that aim to infer private states, such
as mental health detection and sentiment analysis
(Zhang et al., 2023; Venkit et al., 2023) so that
we anticipate lessons learned in this domain will
inform the next steps in others.
Our work is guided by the research questions:
RQ1: How do third-party human annotators and
LLMs align with first-party labels, i.e., authors’
self-reports, on emotion recognition tasks?
RQ2: Does demographic similarity between hu-
man annotators and authors improve alignment be-
tween third-party annotations and first-party labels?
RQ3: Does including authors’ demographic infor-
mation within prompts improve LLM annotations?

To explore these questions, we recruit social me-
dia users to share their own social media posts and
label them with their own emotion labels (first-
party labels). We then collect annotations of these
same posts from third-party human annotators and
LLMs and compare their performance. We investi-
gate the impact of demographic similarity between
third-party human annotators and first-party au-
thors; similarly, we explore whether including first-
party demographic information within prompts im-
proves LLM annotations.

Our results reveal notable misalignment between
first-party labels and third-party annotations, as
both human annotators and LLMs achieve only low
to fair Cohen’s kappa values and F1 scores across
different emotions. LLMs generally perform better
than human annotators (RQ1). In-group human

annotators’ performance is significantly better than
out-group annotators, suggesting that demographic
similarity between third-party human annotators
and first-party individuals improves annotation per-
formance (RQ2). We further observe that adding
first-party information in prompts marginally im-
proves LLMs’ annotations (RQ3).

2 Related Work

2.1 Private State Annotations for NLP

Emotions, sentiment, opinions, evaluations, and
speculations are fundamental aspects of an indi-
vidual’s internal world, collectively referred to as
private states (Quirk et al., 1985). Many NLP tasks
aim to identify an author’s private states from their
texts. Labeled datasets are needed to train and test
models to perform these tasks.
Human-annotated datasets. For emotion recog-
nition, Mohammad et al. (2018) introduce a set of
subtasks, such as emotion classification and emo-
tion intensity classification, that aim to infer the
affective state of a person from their tweets and
provide a human-annotated dataset for each of the
subtasks. Aman and Szpakowicz (2007) introduce
a corpus that consists of blog posts with human
annotations of emotion at the sentence level. Dem-
szky et al. (2020) build a dataset of Reddit posts
labeled by third-party human annotators based on
a fine-grained emotion taxonomy. These datasets
have been widely used for model training and eval-
uation.
LLM-annotated datasets. Given LLMs’ demon-
strated zero-shot and few-shot capabilities for var-
ious NLP tasks (Brown et al., 2020), researchers
have increasingly explored their use to augment or
replace human annotators (Gilardi et al., 2023; Kim
et al., 2024). Studies have highlighted the potential
of LLMs as annotators even for subjective tasks
that model authors’ private states, such as emotion
recognition (Niu et al., 2024) and stance detection
(Li and Conrad, 2024).
Limitations of third-party annotations. Lim-
ited research has systematically investigated the
limitations of third-party annotations for private
states. Oprea and Magdy (2019) examined the
differences between intended sarcasm (as labeled
by the author) and perceived sarcasm (as labeled
by third-party annotators). While sarcasm detec-
tion can benefit from explicit linguistic cues, such
as irony and exaggeration, understanding private
states often relies on implicit signals and is subject
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to individual interpretation. Another relevant study
Joseph et al. (2021) explored the discrepancy be-
tween the publicly expressed stance, as inferred by
third-party from social media posts, and the stance
measured by public opinion polls.

2.2 Emotion Recognition
Emotion recognition is a long-studied task in NLP
that aims to identify the emotions expressed by an
author based on their written content (Alswaidan
and Menai, 2020). While emotion recognition can
be framed in multiple ways, our study specifically
focuses on the task of emotion classification. Sev-
eral third-party-annotated datasets have been de-
veloped for emotion classification across different
domains and applications (Liu et al., 2019; Li et al.,
2017; Buechel and Hahn, 2017). Among these,
datasets such as those developed by Mohammad
et al. (2018) and Demszky et al. (2020) are specifi-
cally based on social media posts.

Traditional approaches to emotion classifica-
tion often rely on coarse-grained taxonomies such
as Ekman’s six basic emotions (Ekman, 1992)
or Plutchik’s wheel of emotions (Plutchik, 2001).
More recent work in NLP has increasingly em-
braced fine-grained emotion taxonomies to better
capture the nuances of emotional expression (Liew
et al., 2016; Abdul-Mageed and Ungar, 2017). For
example, Demszky et al. (2020) developed a tax-
onomy comprising 27 emotions plus a neutral cate-
gory, designed to minimize overlap while preserv-
ing sufficient granularity to capture the diversity of
emotions expressed in text.

Prior psychological studies have shown that emo-
tion expression and interpretation can be influ-
enced by cultural and social factors (Lim, 2016;
Gendron et al., 2014; Mill et al., 2009; Barrett,
2004). Individuals from the same demographic
background—such as age, gender, or cultural iden-
tity—tend to exhibit greater alignment in emotion
expression and interpretation (Elfenbein and Am-
bady, 2002a,b; Sauter et al., 2010). Building on
these findings, our study investigates whether anno-
tators who share demographic traits with the author
perform better on emotion recognition tasks than
those who do not.

2.3 Incorporating Social Factors in LLMs
The importance of modeling and incorporating so-
cial factors in NLP tasks has been increasingly
emphasized. Hovy and Yang (2021) have argued
that understanding factors such as the speaker’s

and receiver’s background information will ulti-
mately be necessary if NLP models are to ever
achieve human-level performance. Several stud-
ies have examined LLMs’ ability to capture and
align with the communication styles, perspectives,
and preferences of specific demographic groups or
even individuals (Hwang et al., 2023; Mukherjee
et al., 2024). Beck et al. (2024) examined socio-
demographic prompting, where socio-demographic
information is incorporated into prompts to guide
an LLM into adopting the perspective of a certain
group or user, and found potential in this technique.
In contrast, some studies indicate that demographic-
infused prompts may not only fail to mitigate gen-
der and racial biases in LLMs’ annotations (Sun
et al., 2023) but also reveal gendered stereotypes in
emotion attribution (Plaza-del Arco et al., 2024).

3 Methodology

To investigate the alignment between first-party la-
bels and third-party annotations in emotion recog-
nition, we adopt the emotion recognition task from
(Demszky et al., 2020) and conduct human sub-
ject experiments. Data collection occurred in two
stages: (1) collection of first-party social media
posts with self-reported emotion labels; and (2) col-
lection of third-party annotations for these posts.

We analyze annotation performance using Co-
hen’s kappa, F1 score, recall, and precision. We
apply statistical analyses, including mixed linear
models and the Wilcoxon signed-rank test, to fur-
ther assess the impact of demographic similarity on
third-party annotation performance. Additionally,
we analyze patterns of misalignment to understand
the role of linguistic cues in emotion recognition.
All human subjects research was approved by the
university’s Institutional Review Board.

3.1 Emotion Taxonomy

We adopt the fine-grained emotion taxonomy intro-
duced by Demszky et al. (2020), which includes
27 distinct emotions plus “neutral". The taxonomy
provides definitions for each emotion, along with
an associated emoji where applicable. The full
taxonomy is provided in Appendix A. To evaluate
the alignment between third-party annotations and
first-party labels at a coarser level, we group the
28 emotion categories into seven groups: joy, love,
anger, surprise, fear, sadness, and neutral. As there
is no universally agreed-upon set of basic emotions,
our grouping is based on the union of basic emotion
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categories proposed by Ekman (1992) and Shaver
et al. (1987). The detailed grouping and analysis
based on the aggregated emotion taxonomy are
presented in Appendix H.

3.2 First-Party Data Collection

We recruited social media users through Connect1,
a crowdsourcing platform designed to facilitate re-
search participation by connecting researchers with
diverse and high-quality participant pools (Dou-
glas et al., 2023; Eyal et al., 2021). We recruited
participants in the United States from three age
groups (18–27, 28–43, and 44–59), two gender cat-
egories (female and male), and three racial groups
(Black, White, and Asian). We attempted to in-
clude additional groups, e.g., non-binary and His-
panic individuals, but they had insufficient repre-
sentation on Connect. Our intersectional recruit-
ment strategy aimed to achieve balanced repre-
sentation across demographics. Specifically, we
aimed to obtain approximately 10 responses for
each combination of age, gender, and race. While
we successfully reached most groups, some inter-
sectional groups—such as Asian participants aged
44–59—proved challenging due to their underrep-
resentation on the platform. A full breakdown of
the number of participants by age, gender, and race
is offered in Table 5 of Appendix B.

Via online survey, participants were asked to pro-
vide basic demographic information and to name
one or two social media platforms where they post
most frequently. They were then asked to upload
a minimum of 5 (maximum of 15) posts they had
authored on the selected social media platform(s)
in the past 12 months. Posts were submitted in the
form of screenshots. For each uploaded post, partic-
ipants were asked to review the content and select
all emotions they believed were expressed in the
post, using the list of 28 emotion categories, along
with definitions. To ensure data quality and authen-
ticity, posts were required to adhere to a number
of criteria, related to language, multi-media, identi-
fying information, and date of publication. These
are detailed in Appendix C. Each participant was
compensated $2.50 for completing the task, which
took approximately 10–15 minutes.

Table 5 in Appendix B presents the number of
participants who provided valid responses and the
total number of valid posts for each intersectional
group. In total, we collected 729 posts from 123

1https://connect.cloudresearch.com

participants; 44% of these contained only text and
the remaining posts contained both text and images.
A quality check was manually performed on these
posts and their associated labels; details of this
process are provided in Appendix D.

3.3 Third-Party Emotion Labels

Human annotations. We recruited human anno-
tators through Connect. For each post, we as-
signed six annotators: three in-group annota-
tors, who shared all three demographic traits (age
group, gender, and racial group) with the author;
and, three out-group annotators, who differed
from the author on at least two of these traits.2The
demographic distribution of in-group annotators
mirrored that of first-party participants by design.
We aimed to ensure a diverse and balanced sample
of out-group annotators across different age groups,
genders, and racial backgrounds. Figure 3 in Ap-
pendix B details the demographic distribution of
out-group annotators.

Each annotation task consisted of 5–10 randomly
assigned posts. Annotators were presented with
the original screenshots of posts provided by au-
thors and asked to identify emotions expressed by
the author (first-party), using the 27 emotion cat-
egories plus "neutral" (if none). The list was ac-
companied by clear definitions of each category
(see Appendix A). Annotators were instructed to
follow three guidelines: (1) they could select multi-
ple emotions, but only those they were reasonably
confident were expressed; (2) if no emotions were
expressed, they were to select "Neutral"; and (3)
if they could not confidently assign any label from
the list, they were to select "Unrecognizable". An-
notators were compensated $2.00 for completing
the task, which took approximately 8–10 minutes.

We disregarded annotations that were self-
contradictory, such as those that selected both "neu-
tral" and one or more emotions from the list of 27
categories. We interpreted such self-contradictory
annotations as indicative of a lack of attention.
Furthermore, annotations from annotators who fre-
quently made such errors were removed. Summary
statistics of human annotations is presented in Ap-
pendix B Table 6.
LLM annotations. To complement human an-
notations, we used LLMs to generate third-party

2As both first-party and third-party human annotators were
recruited from the same platform, we ensured that first-party
participants did not serve as in-group annotators for their own
posts.
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Figure 1: Alignment between third-party annotations with first-party labels, evaluated using F1 score.

emotion labels. Specifically, we used GPT-4 Turbo
(OpenAI, 2023), GPT-4o (OpenAI, 2023), Gemini
1.5 Pro (Reid et al., 2024), Gemini 1.5 Flash (Reid
et al., 2024), and Claude 3.5 Sonnet (Anthropic,
2024). These models were chosen based on their
strong performance on other NLP tasks and their
ability to process multimodal content.

Each post was independently annotated by each
LLM. LLMs were providedscreenshots of posts
submitted by authors, along with instructions defin-
ing the 27 emotion categories plus “neutral” and
“unrecognizable”. The prompt mirrored the instruc-
tions given to human annotators to maintain consis-
tency (see Appendix I) .

4 Third-party Annotators’ Performance

4.1 Third-party Annotators’ Agreement
We estimated interrater agreement amongst hu-
man annotators and amongst LLMs, following the
method used in (Demszky et al., 2020), i.e., cal-
culating the Spearman correlation between each
annotator’s judgments and the mean judgments of
other annotators, averaged across all posts labeled
by the annotator. LLMs generally exhibit higher
and more consistent interrater agreement compared
to human annotators, but there is some variability in
this with respect to positive vs. negative emotions.
These results are further detailed in Appendix F.

4.2 First- and Third-Party Alignment (RQ1)
We analyze the alignment between first-party labels
and third-party annotations. First-party labels are

treated as the gold standard. As mentioned earlier,
for each post, we collected 6 annotations from hu-
man annotators (3 in-group; 3 out-group) and one
annotation from each of 5 LLMs. Each annotation
provided by a third-party annotator for a post con-
sists of a binary label for each of the 27 emotions
plus "neutral". We employed two sets of metrics:
(1) Cohen’s kappa and (2) classification metrics:
F1, recall, and precision.

To assess alignment, we compute Cohen’s kappa
for both human and LLM annotations relative to
the first-party labels. We aggregate annotations
for each post using majority voting—applied sep-
arately to human annotators and to LLMs. For
human annotations, ties can occur after removal of
low-quality annotations. Thus, Cohen’s kappa was
computed for each emotion based on posts where
a majority-voted label for that emotion could be
determined. Both human annotators and LLMs ex-
hibit low to fair alignment with first-party labels;
their Cohen’s kappa scores range from 0 to 0.45.
Details are provided in Appendix G.

We further evaluated first- and third-party align-
ment using F1 score, recall, and precision. The
macro-average precision, recall, and F1-score are
0.38, 0.29, and 0.32 for in-group annotators; 0.36,
0.24, and 0.28 for out-group annotators; and 0.38,
0.50, and 0.40 for LLMs. Figure 1 illustrates the
F1 scores achieved by human annotators (in-group,
out-group) and LLMs across different emotions,
where the emotions on the x-axis are color-coded
to represent distinct semantic categories: positive,
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negative, and ambiguous emotions. F1 scores
for LLMs range from 0.2 to 0.6, while the F1
scores fall between 0.1 and 0.5 for human annota-
tors. Overall, LLMs outperform human annotators
across most emotions. However, for grief, sadness,
and curiosity, in-group human annotators demon-
strate comparable or even superior performance.
Realization, relief, and neutral exhibit consistently
low F1 scores across all annotator types, suggest-
ing that these emotions are particularly challenging
to classify. We further examined the correlation be-
tween Cohen’s kappa and F1 scores for both LLM
and human annotations. In both cases, Cohen’s
kappa scores show a strong positive correlation
with F1 scores (LLM: r = 0.918, p < 0.001; hu-
man: r = 0.855, p < 0.001). We further present
confusion matrices showing the alignment between
third-party annotations and first-party labels in Ap-
pendix G, along with detailed analyses.

To evaluate the alignment between third-party
annotations and first-party labels at a coarser level,
we replicated this analysis using the aggregated
emotion taxonomy (see Appendix H.2). Third-
party annotations from both human annotators and
LLMs continued to exhibit significant misalign-
ment with first-party labels even at this aggregated
level. This suggests that the misalignment is not
merely a result of difficulty distinguishing between
fine-grained emotion categories, but instead reflects
a more fundamental challenge: the inherent dif-
ficulty of any third-party attempt to access and
accurately interpret another individual’s internal
emotional state.

4.3 In- vs. Out-Group Annotators (RQ2)
To address RQ2, we compare the performance of
in- and out-group annotators at both the post and
annotator levels.
Post-level comparison. Among 91% of the posts,
both groups reached a majority decision for all 28
emotions. For each post, we computed F1, recall,
and precision by comparing the majority-voted la-
bels to the corresponding first-party labels for in-
group and out-group. We also used Cohen’s kappa
to assess in-group and out-group annotation perfor-
mance. For each emotion, we computed Cohen’s
kappa based on posts where the majority of anno-
tators in both groups reached a decision on that
emotion. On average, 99% of posts were included
for this calculation.

We performed Wilcoxon signed-rank tests to as-
sess the statistical significance of differences be-

Metric In-group
Median

Out-group
Median P-value

F1 Score 0.29 0.00 0.004*
Recall 0.25 0.00 0.001*
Precision 0.25 0.00 0.050
Cohen’s
Kappa

0.28 0.24 0.028*

Table 1: Comparison of performance between in- and
out-group annotators at the post-level.

Metric In-group
Mean

Out-group
Mean P-value

Precision 0.32 0.30 0.052
F1 Score 0.30 0.28 0.023*
Recall 0.39 0.35 0.011*

Table 2: Comparison of performance between in- and
out-group annotators at the annotator-level.

tween in-group and out-group performance mea-
sured by F1, recall, precision, and Cohen’s kappa.
Table 1 presents the results of Wilcoxon signed-
rank tests. Results indicate that the observed dif-
ferences in performance of in-group and out-group
annotations, measured based on F1, recall, preci-
sion, and Cohen’s kappa, are statistically signifi-
cant, allowing us to conclude in-group annotators
outperform out-group annotators in recognizing the
emotions expressed by first-party authors. Further
details are provided in Figure 15 and Figure 16 in
the Appendix.
Annotator-level comparison. While post-level
analysis provides insights into aggregated group
performance, an annotator-level evaluation helps
identify individual alignment with first-party labels.
This approach accounts for individual annotator
tendencies, which may not be apparent when only
considering majority labels.

To compare in-group and out-group performance
at the annotator-level, we preserved individual
third-party annotations. For each annotation, we
obtained F1, recall, and precision by comparing
it to the corresponding first-party labels. We av-
eraged the F1 score, precision, and recall across
annotations provided within each annotation task
for each annotator.

Figure 15 in the Appendix presents the distri-
bution of average F1 scores, recall, and precision
for individual annotators per task, grouped by in-
group and out-group membership. Across all three
metrics (precision, recall, and F1), the in-group an-
notators’ distributions appear shifted slightly to the
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Metric In-group vs. LLMs Out-group vs. LLMs

In-group
Median

LLM
Median p-value Out-group

Median
LLM

Median p-value

F1 Score 0.29 0.40 8.34× 10−12*** 0.00 0.40 4.62× 10−25***
Recall 0.25 0.33 4.95× 10−31*** 0.00 0.33 2.76× 10−39***
Precision 0.25 0.67 0.71 0.00 0.67 3.00× 10−3**
Cohen’s Kappa 0.28 0.32 2.75× 10−5*** 0.23 0.32 7.45× 10−9***

Table 3: Comparison of in- and out-group annotators with LLMs.

right compared to the out-group annotators. The
gap is most pronounced in recall and F1, whereas
precision exhibits substantial overlap between the
two groups. To formally test whether these dif-
ferences are statistically significant, we employed
linear mixed models to account for the nested struc-
ture of the data. Specifically, task ID and annotator
ID were treated as random effects to account for
variability across tasks and individual annotators.

The results of the mixed linear model, presented
in Table 2, indicate that in-group annotators out-
perform out-group annotators in terms of recall
and F1 score. However, the difference in precision
between the two groups is not statistically signifi-
cant. This observed advantage for in-group human
annotators was also largely consistent when ana-
lyzing annotations grouped into the broader seven-
category taxonomy (see H.3 for details). These
findings suggest that shared identity traits (age, gen-
der, and race) enhance annotators’ ability to align
with first-party expressed emotions, particularly in
achieving higher recall and overall performance (as
measured by F1).

4.4 Human Annotators vs. LLMs

We compare the performance of human annotators
(both in-group and out-group) with that of LLMs by
analyzing F1, recall, and precision metrics on a per-
post basis. We compute performance metrics based
on the majority-voted labels for each post for in-
group, out-group, and LLMs. Comparison between
LLMs and in-group is based on posts where the
majority of in-group annotators reached a decision
for all 28 emotions (94% of posts). Comparison
between LLMs and out-group is based on posts
where the majority of out-group annotators reached
a decision for all 28 emotions (97% of posts).

For each emotion, we computed Cohen’s kappa
for in-group annotations using only posts where a
majority of in-group annotators reached a decision
(on average, 99% of posts). Similarly, Cohen’s
kappa for out-group annotations was calculated us-

ing posts where a majority of out-group annotators
reached a decision (nearly all posts). Although
LLMs provide decisions for all emotions on every
post (since we aggregate responses from 5 LLMs),
we restricted LLM evaluations to the same subsets
of posts used for human annotators to allow direct
comparison. We used the Wilcoxon signed-rank
test to assess whether the differences in F1, recall,
precision, and Cohen’s kappa between LLMs and
human annotator groups (in-group and out-group)
were statistically significant. The results, in Table
3, suggest that LLMs perform significantly better
in terms of F1, recall, and Cohen’s kappa. How-
ever, their advantage does not extend to precision,
as indicated by the lack of statistical significance
in the in-group comparison.

4.5 Demographic Prompting (RQ3)

In this section, we examine the impact of
incorporating first-party demographic informa-
tion—specifically age, gender, and race—into the
prompt. By explicitly including demographic
details of first-party, we investigate whether the
model’s predictions align more closely with first-
party emotion labels.

For each LLM, we generated an annotation for
every post using demographic prompting. We ap-
plied majority voting across these LLM annota-
tions to derive a majority-voted label for each post.
We then compared these majority-voted labels with
those obtained without demographic information in
the prompt. We adopted the Wilcoxon signed-rank
test to evaluate whether incorporating demographic
information in the prompt improved alignment be-
tween the model’s predictions and the first-party la-
bels. The results indicate that demographic prompt-
ing results in a statistically significant difference in
F1 score (p = 0.0095) and precision (p < 0.001),
while no significant difference is observed in re-
call (p = 0.9934). However, the median scores
for the demographically prompted condition (F1
score: 0.4, precision: 0.333, recall: 0.667) were
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First-party social media post First-party
annotation

Third-party
annotation

I’m always turning train into facts, one way or an-
other

joy, optimism pride, annoyance

Sometimes u gotta stay busy so you ain’t got time
to feel much. This is me lately. I feel emotionally
numb and I just fight people in PC games when I’m
not doing stuff around the house. I don’t have many
people to speak to other than my therapist as I finally
transitioned my attention away from my hometown.

embarrassment,
sadness

approval

As an ENFP who has been living with an INFJ for 4
years, the tiny argument likely had a lot more mean-
ing for him than you realize. Give him a little space
and try not to force talking about the issue until he
initiates it next. Best of luck to you.

neutral caring, optimism

2024 really has me out here googling shit like “how
to attend house party” like I’m a 20 year old ex-
homeschool kid (again) “how to introduce yourself
to a stranger” “manage social anxiety birthday hol-
iday barbecue no borax no glue” “how to not talk
about Space Marines” “what do normal people talk
about” “leave houseparty gracefully Irish goodbye
French exit” “small talk 101 for weird nerds HELP”
#thisisfine #I’m actually looking forward to tomor-
row really I am enthusiastic #social anxiety #hermit
recovery.

embarrassment,
nervousness

amusement, confu-
sion, nervousness,
optimism

Table 4: Illustrative examples of misalignment between first-party Labels and third-party annotations.

similar to those obtained without demographic in-
formation in the prompt. Furthermore, the score
distributions for both conditions, as presented in
Figure 17 in the Appendix, also appear comparable.
These observations suggest that while demographic
information systematically impacts model predic-
tions, the practical improvement in performance
remains minimal.

5 Understanding Misalignment between
First-Party Labels and Third-Party
Annotations

We conducted a qualitative analysis to explore
how the linguistic and contextual characteristics
of posts may contribute to annotation discrepan-
cies. We examined both cases where third-party
annotations closely aligned with first-party labels
and cases where they diverged significantly, aiming
to identify patterns in post content that may explain
these differences. Specifically, we defined high-
alignment cases as posts where the majority-voted
label received an F1-score greater than 0.6 and low-

alignment cases as those with an F1-score below
0.2. These thresholds were determined based on the
distribution of F1-scores across annotations. Con-
tent within these categories was manually reviewed
by two authors.

For posts where third-party annotations (in-
group, out-group, and LLMs) achieved near-perfect
F1 scores, emotional expression was conveyed
through explicit and unambiguous language. For
instance, posts categorized by the first party as
expressing "joy" explicitly included the word
"happy," while expressions of "gratitude" featured
phrases such as "thank you," and instances of "con-
fusion" were marked by direct questions. In posts
where third-party annotations achieved moderate
to high F1 scores, a lack of clear linguistic cues
led to subtle discrepancies rather than complete
mismatches between the emotions identified by the
author and those recognized by third-party annota-
tors. E.g., third-party annotators selected additional
emotions that the author did not specify, while in
others, certain emotions identified by the author
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were not acknowledged by annotators.
Among posts exhibiting significant misalign-

ment, while it is challenging to categorize all dis-
crepancies due to their varied nature, we identified
three notable patterns. First, posts lacking strong
textual cues for emotion. Second, posts where es-
sential context, crucial for interpretation, was un-
available to third-party annotators. For instance,
the lack of conversational context, such as subred-
dit name and preceding conversational turns, in
many Reddit posts may have posed a challenge
for accurate emotion classification. In other in-
stances, the necessary context can be personal to
the first-party author, making the expressed emo-
tion opaque to an external reader. Third, posts
where authors self-reported "neutral" despite the
presence of discernible emotional cues in the text.
This particular pattern suggests that linguistic ex-
pressions of emotion do not necessarily reflect the
author’s internal emotional state. In addition, we
observed that the majority of posts with first-party
labels identified as spurious during manual qual-
ity check (illustrated in Appendix D) were found
within this subset of misaligned posts, which is
unsurprising, given that such labels would likely
be misaligned with third-party interpretations. To
illustrate annotation discrepancies described above,
we present representative examples of posts with
first-party and third-party annotations in Table 4.

6 Conclusion and Discussion

Our work challenges the assumption that third-
party annotations (both human and LLM-based)
can reliably infer authors’ private states from their
texts. By demonstrating a significant misalign-
ment between third-party annotations and first-
party (author-provided) labels, using both fine-
grained and coarse-grained emotion taxonomies,
we show the limitations of third-party interpreta-
tions across levels of granularity. We further ex-
plored methods to improve third-party annotation
quality, leveraging first-party demographic infor-
mation. We find that demographic similarity be-
tween first-party and third-party human annota-
tors enhances annotation performance. Prompting
first-party demographic traits marginally enhances
LLMs’ annotation performance.

A simple sentence like “I got a cup of coffee.”
can express different emotions depending on the
speaker and the context, information that may or
may not be transparent to a third party. Similarly, a

statement like “I love morning classes.” could be
interpreted as expressing joy (genuine appreciation)
or annoyance (sarcasm or frustration). These exam-
ples underscore the importance of clearly defining
the modeling perspective: Are we modeling the
third-party’s perception of the emotion expressed
by the author, or the actual emotion expressed by
the author in their written text? Both first-party
expressed and third-party perceived emotion can
be valid modeling targets, depending on the appli-
cation. For instance, empathetic support agents are
designed to respond to a user’s expressed emotion,
while also ensuring their responses are perceived
as supportive. However, it is crucial to recognize
that perceived emotion cannot reliably serve as a
substitute for an author’s actual expressed emotion.

Third-party annotations struggle to differentiate
between semantically similar emotions, such as joy
and excitement, and to recognize the complexity
of emotional expression—such as frustration un-
derlying gratitude or anger coexisting with caring.
This challenge highlights the inherent subjectiv-
ity in emotion recognition, where annotators bring
their own interpretations, biases, and contextual
assumptions to the task. Unlike first-party authors
who experience the emotion firsthand, third-party
annotators rely solely on textual cues, which may
lack sufficient context for accurate inference. As a
result, subtle emotional nuances, mixed emotions,
or sarcasm often go unnoticed or misinterpreted.
Moreover, third-party annotations may reflect indi-
vidual, social, cultural influences on the perception
of emotion rather than the actual emotional state
intended by the author. For instance, an indirect
expression of distress might not be recognized as
sadness if it does not conform to expected linguis-
tic patterns. This misalignment could undermine
the reliability of models trained on third-party an-
notations and lead to unintended harm, particularly
in high-stakes contexts, e.g., chatbots.

While our study focuses on emotion recognition,
the challenges we identify have implications for
other NLP tasks that attempt to infer authors’ pri-
vate states from text. Given these challenges, we
argue that it is crucial to critically evaluate the ex-
tent to which third-party annotations can serve as a
reliable ground truth for modeling authors’ private
states. Future research should explore methods,
such as incorporating first-party feedback and ex-
planation, to achieve a more truthful representation
of the emotions actually expressed by the authors.
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7 Limitations

The observed limitations of third-party annotations
are based on first-party labels and third-party an-
notations collected from study participants. Even
though we implemented strict quality control for
first-party posts, we still observed first-party labels
that may be spurious. These first-party data were
retained in the analysis since whether first-party la-
bels faithfully represent the authors’ internal emo-
tion states cannot be externally verified. Neverthe-
less, we anticipate that the inclusion of these data
points has minimal impact on our overall findings.
For third-party annotations, we removed annota-
tions that did not follow annotation instructions,
indicating a lack of attention. However, despite
these quality control measures, some low-quality
annotations may still remain, since inconsistencies
in subjective judgment cannot be entirely elimi-
nated.

In addition, we lack sufficient data within each
demographic subgroup to conduct statistically ro-
bust analyses on how specific identity traits influ-
ence annotation performance. Furthermore, while
this study examines differences between in-group
and out-group annotators (based on age, gender,
and race), our findings may not generalize to other
demographic categorizations, broader populations,
diverse cultural contexts, or different languages.

8 Ethical Consideration

The intention of our work is to highlight critical
ethical concerns in inferring authors’ private states
(specifically emotions) via third-party annotations.
Our research also brings to light additional ethical
aspects that require careful consideration for future
research and development in this field. The key is-
sues include privacy risks when handling sensitive
emotional data, potential bias from demographic
mismatches between authors and annotators, and
the unreliability of third-party labels (human or
LLM) in capturing genuine emotions, risking harm-
ful misjudgments in real-world applications. While
our results show that LLMs outperform humans,
in certain scenarios, they may perpetuate training
data biases and foster overconfidence in flawed
systems. Our study also underscores transparency
gaps in methodology and LLM decision-making,
labor concerns around displacing human annota-
tors, and risks of mishandling demographic data. It
calls for diverse annotation teams, participatory de-
sign, rigorous consent protocols, and bias audits to

ensure ethical practices in modeling private states.
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Emotion Taxonomy with Definitions:

Admiration:      Finding something impressive or worthy of respect.
Amusement:      Finding something funny or being entertained.
Approval:    Having or expressing a favorable opinion.
Caring: Displaying kindness and concern for others.
Desire: A strong feeling of wanting something or wishing for something to 
happen.
Excitement:      Feeling of great enthusiasm and eagerness.
Gratitude:   A feeling of thankfulness an d appreciation.
Joy:     A feeling of pleasure and happiness.
Love:    A strong positive emotion of regard and affection.
Pride: Pleasure or satisfaction due to one's own achievements or   
the achievements of those with whom one is closely associated.
Optimism:      Hopefulness and confidence about the future or the 
success of something.
Relief: Reassurance and relaxation following release from anxiety or distress.
Anger:      A strong feeling of displeasure or antagonism.
Annoyance:      Mild anger, irritation.
Disappointment: Sadness or displeasure caused by the nonfulfillment of one’s 
hopes or expectations.
Disapproval:    Having or expressing an unfavorable opinion.
Disgust:      Revulsion or strong disapproval aroused by something unpleasant 
or offensive.
Embarrassment:      Self-consciousness, shame, or awkwardness.
Fear:      Being afraid or worried.
Grief: Intense sorrow, especially caused by someone’s death.
Nervousness: Apprehension, worry, anxiety.
Remorse: Regret or guilty feeling.
Sadness:     Emotional pain, sorrow.
Realization: Becoming aware of something.
Surprise:    Feeling astonished, startled by something unexpected.
Confusion:   Lack of understanding, uncertainty.
Curiosity: A strong desire to know or learn something.
Neutral: No emotion.

Figure 2: Emotion taxonomy

A Emotion Taxonomy

We adopted the emotion taxonomy developed by
Demszky et al. (2020), which is presented in Figure
2.

B Demographics and Annotation
Statistics

In this section, we present the demographic break-
down of first-party participants, detailing the num-
ber of participants and the count of valid posts they
contributed per group, in Table 5. Figure 3 illus-
trates the demographic composition of third-party
annotators, showing the respective distributions for
age, gender, and race. Additionally, Table 6 pro-
vides summary statistics of third-party annotations.

Figure 3: Distribution of third-party annotators by age
group, gender, and race.

Age Gender Race Participants Posts
18-27 Man Asian 8 33
18-27 Man Black 7 55
18-27 Man White 13 66
18-27 Woman Asian 10 66
18-27 Woman Black 8 48
18-27 Woman White 8 57
28-43 Man Asian 8 39
28-43 Man Black 9 48
28-43 Man White 8 59
28-43 Woman Asian 9 44
28-43 Woman Black 9 51
28-43 Woman White 9 58
44-59 Man White 8 51
44-59 Woman White 9 54

Table 5: Demographic breakdown of first-party partici-
pants, showing the number of individuals and posts for
each combination of age, gender, and race.

Number of annotators (unique) 399
Number of annotators

- In-group role 236
- Out-group role 201

Average number of posts per annota-
tor

- In-group role 9.1
- Out-group role 10.7

Total annotations
- By in-group annotators 2136
- By out-group annotators 2157

Table 6: Summary statistics of third-party annotations.

C Criteria and Verification for
First-party Posts

To maintain data quality and authenticity, submitted
posts were required to adhere to the following crite-
ria: (1) originally created by the participant within
the past 12 months (excluding shares, reposts, or
non-original content); (2) in English and contain at
least 5 words, excluding hashtags and URLs; (3)
if multimedia is included, it should contain only
images, with emotion conveyed through the images
and text captured in the screenshot(s); (4) published
at least 24 hours prior to submission; (5) fully cap-
tured in the screenshots. Additionally, participants
were required to submit a screenshot of their social
media account page, displaying their profile name,
with the option to redact other information. The UI
features of the account page helped us verify that
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Figure 4: Co-occurrence of first-party emotion labels.

participants had provided their own social media
posts. We reviewed all submissions and removed
posts that failed to meet one or more of the above
criteria. We also excluded all submissions from
participants whose submission authenticity could
not be verified.

D Quality Check on First-party Labels

Two authors separately reviewed each post and its
corresponding first-party label to identify spurious
labels—cases where the first-party label could not
be reasonably justified by the post content. They
labeled only clear mismatches between first-party
labels and the emotional expression in the posts,
rather than cases of subtler misalignment where
there might be room for interpretation. They agreed
on 89% of the posts. For posts where disagree-
ments occurred, a senior author conducted a final
review to resolve discrepancies.

Among the 729 posts, 9.2% of first-party labels
were flagged as spurious. This relatively low per-
centage suggests that the majority of first-party
labels are reasonably aligned with the post con-
tent, indicating their overall high quality. We retain
posts with labels identified as spurious in our anal-
ysis because a label being flagged by us as such
(i.e., not clearly justified by the post content from
an external perspective) does not definitively mean
it fails to reflect the author’s true internal emo-
tional state. Indeed, we believe these instances are
particularly valuable as they underscore the com-
plexity of emotional expression and the inherent

Emotion First-party In-group Out-group LLMs

Admiration 0.118 0.151 0.114 0.176
Amusement 0.102 0.103 0.078 0.162
Anger 0.070 0.060 0.059 0.097
Approval 0.126 0.106 0.089 0.195
Caring 0.064 0.047 0.047 0.187
Confusion 0.088 0.051 0.044 0.082
Curiosity 0.095 0.060 0.045 0.096
Desire 0.091 0.034 0.034 0.176
Disappointment 0.111 0.082 0.081 0.219
Disapproval 0.097 0.111 0.095 0.185
Disgust 0.041 0.040 0.030 0.051
Embarrassment 0.053 0.021 0.016 0.049
Excitement 0.150 0.106 0.088 0.226
Fear 0.044 0.032 0.029 0.041
Gratitude 0.126 0.130 0.108 0.089
Grief 0.034 0.019 0.022 0.029
Joy 0.176 0.187 0.165 0.332
Love 0.110 0.091 0.075 0.162
Nervousness 0.051 0.029 0.026 0.067
Neutral 0.063 0.038 0.043 0.010
Optimism 0.108 0.075 0.062 0.171
Pride 0.080 0.074 0.052 0.122
Realization 0.095 0.057 0.037 0.284
Relief 0.023 0.019 0.011 0.047
Remorse 0.034 0.014 0.008 0.025
Sadness 0.097 0.052 0.063 0.132
Surprise 0.063 0.043 0.030 0.086

Table 7: Distribution of emotion labels by annotator
group.

challenges, central to our study, of inferring emo-
tions solely from textual content.

E Statistical Overview of First-party and
Third-party Labels

First-party labels. Among all posts, 6.32% are
labeled as Neutral, indicating no emotion is ex-
pressed. Of the remaining posts, 37.9% have a sin-
gle emotion label, 25.3% have two labels, 14.6%
have three labels, and 22.3% have four or more
labels. Figure 4 shows the co-occurrence patterns
of emotion labels, where the labels on the x- and
y-axes are color-coded to represent distinct seman-
tic categories: positive, negative, and ambiguous
emotions. Positive emotions, such as joy, excite-
ment, and admiration, occur more frequently over-
all compared to negative emotions like anger or
disapproval. The heatmap reveals that emotions
with similar conceptual or semantic tones often
co-occur within the same post. For instance, posi-
tive emotions like joy, excitement, and admiration
frequently appear together. Similarly, subsets of
negative emotions, such as disappointment and an-
noyance, also exhibit notable co-occurrence. This
pattern aligns with the observed tendency of so-
cial media users to predominantly share positive
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Figure 5: Distributions of the differences in the number of emotion labels assigned by first-party annotators and
third-party annotators.

Figure 6: Interrater correlation among third-party annotators.

sentiments, while negative emotions appear less fre-
quently (Waterloo et al., 2018). The co-occurrence
of semantically related emotions suggests that users
naturally cluster similar emotional tones in their
posts, reflecting common patterns in emotional ex-
pression.
Third-party annotations. We applied majority
voting separately to in-group annotations, out-
group annotations, and LLM annotations. For in-
group annotators, a majority decision was reached
for all 28 emotions in 94% of posts, while for out-
group annotators, a majority decision was reached
for all 28 emotions in 97% of posts. In the case
of LLMs, a majority label was assigned for all 28
emotions in every post, as we obtained annotations
from 5 LLMs. Table 7 presents the label distribu-
tion for in-group, out-group, and LLM annotations.

For each annotator group, for posts not labeled
as neutral, we calculated the difference in the num-
ber of emotion labels selected by first-party partici-
pants (authors) and by third-party annotators. The

distribution of these differences is shown in Fig-
ure 5. The x-axis represents the difference in the
number of emotion labels (calculated as first-party
minus third-party), where negative values indicate
over-labeling by third-party annotators, and posi-
tive values indicate under-labeling. LLMs exhibit
a wider distribution with more over-labeling, while
out-group annotators tend to align more closely
with first-party labels, clustering around zero. In-
group annotators show slightly more variation but
tend to assign fewer labels than first-party partici-
pants.

F Agreement Among Third-party
Annotators

Figure 6 presents the interrater agreement amongst
human annotators and amongst LLMs, evaluated
by interrater correlation. LLMs generally exhibit
higher and more consistent interrater agreement
across emotions compared to human annotators.
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Figure 7: Alignment between third-party annotations with first-party labels, evaluated using Cohen’s kappa.

Figure 8: Confusion matrix showing the alignment be-
tween LLMs’ annotations and first-party labels.

LLMs exhibit the highest agreement when labeling
joy, love, and annoyance, while the lowest agree-
ment is observed for neutral, confusion, and ap-
proval. In contrast, grief, sadness, and fear yield
the highest interrater correlations among human
annotators, whereas desire, realization, and relief
yield the lowest.

Human annotators demonstrate higher agree-
ment on negative emotions, while LLMs show
higher agreement on positive emotions. Both hu-
man annotators and LLMs exhibit higher interrater
agreement for emotions that are typically expressed

with distinct textual cues and lower agreement for
more nuanced and context-dependent emotions
such as approval, relief, and realization. These
emotions may be harder to infer externally due to
their reliance on situational or implicit contextual
cues.

We also computed Cohen’s Kappa by randomly
sampling two annotations from all human annota-
tions for each post and calculating the agreement
between these two sets of annotations. We followed
an analogous procedure for LLM annotations. We
computed the correlation between Cohen’s kappa
values and interrater correlation and found that Co-
hen’s kappa and interrater correlation are highly
correlated (LLMs: Pearson r = 0.83, p < 0.001;
Human annotators: Pearson r = 0.71, p < 0.001 ).
This strong correlation suggests that both metrics
capture similar trends in annotator agreement.

G First- and Third-Party Alignment

Figure 7 presents the alignment between first-party
labels and third-party annotations, evaluated by
Cohen’s Kappa. The levels of alignment between
third-party annotations and first-party labels vary
across different emotions. While LLMs demon-
strate more consistent alignment across emotions,
human annotators show greater variation, which
potentially reflects a more subjective interpretation.
Alignment is higher for emotions such as anger,
love, and sadness for both human and LLM annota-
tors, suggesting these emotions are more explicitly
expressed and consistently recognized. Realization,
relief, and approval yield the lowest alignment.
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Figure 9: Confusion matrix showing the alignment be-
tween in-group annotations and first-party labels.

Since the Cohen’s Kappa values are computed
based on posts where a majority decision could be
reached, we further present the percentage of posts
where: (1) all annotators reached a decision; (2) a
majority—but not all—of the annotators reached a
decision; and (3) annotators failed to reach a deci-
sion due to ties. These percentages are reported in
Table 8. For human annotations, on average, 27%
of posts for a given emotion received a majority
(but not unanimous) decision, 70% received a unan-
imous decision, and 3% resulted in ties. For LLM
annotations, on average, 16% of posts yielded a
majority decision and 84% a unanimous decision,
with no ties occurring (as each post is annotated
by 5 LLMs). The large proportion of posts where
disagreement occurs, which aligns with the rela-
tively low inter-rater agreement among third-party
annotators, further highlights the highly subjective
nature of emotion recognition.

We further examined the confusion matrices
(Figures 8, 9, 10) to understand the patterns of
alignment and misalignment between first-party la-
bels and third-party annotations. As shown in the
figures, when misalignments occur, third-party an-
notations often identify an emotion within the same
broad semantic category as the first-party label. For
example, positive emotions (e.g., joy, admiration,
excitement) are frequently confused with one an-
other, and similarly for negative emotions (e.g.,
anger, sadness, disappointment), as highlighted by

Figure 10: Confusion matrix showing the alignment
between out-group annotations and first-party labels.

the green and blue clusters. However, emotions that
are more ambiguous or context-dependent, such as
confusion, surprise, and realization, exhibit greater
divergence between first-party and third-party la-
bels, as seen in the red-outlined cluster. Addition-
ally, LLMs show more consistent annotation pat-
terns across emotions, whereas human annotators
display greater variability, reflecting possible sub-
jectivity in emotion interpretation.

H Alignment Between Third-party
Annotations and First-party Labels on
Coarse-Grained Emotions

H.1 Coarse-Grained Emotion Taxonomy
To evaluate the alignment between third-party an-
notations and first-party labels at a higher level, we
group the 28 emotion categories into seven groups:
joy, love, anger, surprise, fear, sadness, and neutral.
Since there is no universally agreed-upon set of ba-
sic emotions, we construct our grouping based on
the basic emotion categories proposed by Ekman
(1992) (anger, disgust, fear, joy, neutral, sadness,
surprise) and Shaver et al. (1987) (anger, love, fear,
joy, sadness, and surprise). The mapping is illus-
trated in Table 9.

H.2 Third-party Annotators’ Performance
We analyze the alignment between third-party anno-
tations and first-party labels after mapping the orig-
inal 28 emotion categories into 7 broader emotion
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Emotion Unanimous
Agreement

Majority
Agreement Ties

Anger 0.76 0.22 0.02
Love 0.66 0.31 0.04
Sadness 0.79 0.19 0.02
Joy 0.53 0.41 0.06
Gratitude 0.56 0.37 0.06
Amusement 0.57 0.39 0.04
Annoyance 0.60 0.32 0.08
Nervousness 0.82 0.17 0.01
Disgust 0.80 0.19 0.01
Curiosity 0.77 0.20 0.02
Admiration 0.51 0.43 0.07
Surprise 0.73 0.24 0.03
Fear 0.83 0.16 0.01
Disappointment 0.62 0.33 0.05
Caring 0.68 0.29 0.02
Grief 0.87 0.12 0.01
Disapproval 0.66 0.26 0.08
Pride 0.65 0.30 0.05
Confusion 0.75 0.23 0.03
Embarrassment 0.86 0.13 0.01
Excitement 0.61 0.32 0.07
No emotion 0.71 0.28 0.02
Desire 0.71 0.26 0.02
Optimism 0.62 0.34 0.04
Realization 0.65 0.32 0.03
Remorse 0.87 0.12 0.01
Approval 0.54 0.40 0.06
Relief 0.78 0.21 0.01

Table 8: Alignment between third-party annotations
with first-party labels, evaluated by Cohen’s kappa.

groups. By aggregating annotations, we examine
whether third-party annotators, while struggling to
capture fine-grained emotions, align more closely
with first-party labels when emotions are catego-
rized at a higher level. For instance, annotations
such as "Admiration" and "Approval" are grouped
under "Joy". To assess alignment, similar to 4.2,
we computed Cohen’s kappa, F1, recall, and pre-
cision. Figure 11 presents Cohen’s kappa scores
for each emotion for human and LLM annotations.
For human annotations, Cohen’s kappa scores fall
within the range of 0.15–0.6. For LLM annota-
tions, Cohen’s kappa scores fall within the range
of 0.2–0.5.

The macro-average scores for LLM annotations
are as follows: (F1: 0.54, Recall: 0.61, Precision:
0.57). For out-group human annotators, the scores
are (F1: 0.45, Recall: 0.39, Precision: 0.55), while
for in-group human annotators, they are (F1: 0.47,
Recall: 0.41, Precision: 0.55). Figure 12 presents
the F1 scores achieved by third-party human an-
notators (in-group, out-group) and LLMs across
different emotions. These results suggest that third-
party annotators struggle to identify the emotion
expressed by the first party even at a higher level, in-
dicating that this misalignment is not solely due to

Coarse
Emotion

Fine-Grained
Emotions

Love
Caring, Love, Desire,
Gratitude

Fear Fear, Nervousness

Joy
Joy, Amusement, Excitement,
Optimism, Pride, Relief,
Approval, Admiration

Sadness
Sadness, Grief, Disappointment,
Remorse, Embarrassment

Surprise
Surprise, Confusion, Curiosity,
Realization

Anger
Disapproval, Disgust, Anger,
Annoyance

Neutral Neutral

Table 9: Coarse Emotions and Corresponding Fine-
Grained Emotions

Figure 11: Alignment between third-party annotations
with first-party labels, on coarse-grained emotions, eval-
uated using Cohen Kappa.

mistakenly interpreting similar emotions within the
same broader category, but also stems from select-
ing emotions that are substantially different from
those expressed by the first party. This highlights
the inherent limitations in third-party annotations.

H.3 In- vs. Out-Group Annotators

Similar to 4.3, we explored the impact of demo-
graphic similarity between first-party and third-
party annotators on the alignment between first-
party labels and third-party annotations when emo-
tions are grouped into higher-level categories. We
follow the same procedure as in Section 4.3.
Post-level comparison. We applied the Wilcoxon
signed-rank test to compare the F1, recall, and pre-
cision scores obtained by in-group majority-voted
labels and out-group majority-voted labels for each
post. The comparison is based on 93% of posts.
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Figure 12: Alignment between third-party annotations
with first-party labels, on coarse-grained emotions, eval-
uated using F1 score.

The Wilcoxon signed-rank test results indicate that
in-group and out-group annotators perform simi-
larly in terms of F1-score (Medianin-group = 0.67,
Medianout-group = 0.67, p = 0.05), with the differ-
ence being marginally significant. Precision also
shows no significant difference (Medianin-group =
0.58, Medianout-group = 0.57, p = 0.602).
However, in-group annotators achieve signifi-
cantly higher recall than out-group annotators
(Medianin-group = 1.00, Medianout-group = 0.50,
p = 3 × 10−3), suggesting that they are better
at capturing first-party expressed emotions at a
broader level.
Annotator-level comparison. We adopted the
same method presented in 4.3 to test the impact
of demographic similarity between third-party and
first-party annotators at the annotator level. The
results of the mixed linear models indicate that
in-group annotators achieve significantly higher
recall (Medianin-group = 0.60, Medianout-group =
0.56, p = 0.006) and marginally higher F1-score
(Medianin-group = 0.53, Medianout-group = 0.51,
p = 0.04) compared to out-group annotators. How-
ever, no significant difference is observed in pre-
cision (Medianin-group = 0.54, Medianout-group =
0.52, p = 0.29). These findings suggest that de-
mographic similarity continues to play a role in
improving annotation quality, even when evaluat-
ing alignment between third-party annotations and
first-party labels at a coarse-grained level of emo-
tion categorization.

I LLM Prompts

We introduce the LLM prompts used for annota-
tions: Figure 13 presents the prompt incorporat-
ing first-party demographic information (age, gen-
der, and race), while Figure 14 shows the baseline

prompt used without these details. The specific
prompt formulation for each of these two condi-
tions was applied consistently across all LLMs.
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Figure 13: Prompt used to elicit LLM annotations.

Figure 14: Prompt with first-party demographic information.
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Figure 15: Density plots showing the distribution of F1 scores, recall for each post (first row). Density plots showing
the distribution of averaged F1 scores, recall individual annotators per task (second row).

Figure 16: Performance comparison of in-group annotators and out-group annotators by Cohen’s kappa

Figure 17: Density plots showing the distribution of F1 scores, recall, and precision for each.
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