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Abstract

Multi-agent collaboration has emerged as a
pivotal paradigm for addressing complex, dis-
tributed tasks in large language model (LLM)-
driven applications. While prior research
has focused on high-level architectural frame-
works, the granular mechanisms governing
agents, critical to performance and scalabil-
ity, remain underexplored. This study system-
atically investigates four dimensions of col-
laboration strategies: (1) agent governance,
(2) participation control, (3) interaction dy-
namics, and (4) dialogue history management.
Through rigorous experimentation under two
context-dependent scenarios: Distributed Ev-
idence Integration (DEI) and Structured Ev-
idence Synthesis (SES), we quantify the im-
pact of these strategies on both task accuracy
and computational efficiency. Our findings re-
veal that centralized governance, instructor-led
participation, ordered interaction patterns, and
instructor-curated context summarization col-
lectively optimize the trade-off between deci-
sion quality and resource utilization with the
support of the proposed Token-Accuracy Ratio
(TAR). This work establishes a foundation for
designing adaptive, scalable multi-agent sys-
tems, shifting the focus from structural novelty
to strategic interaction mechanics.

1 Introduction

The advent of large language models (LLMs) (Tou-
vron et al., 2023; OpenAl, 2022; Anthropic, 2025;
Wang et al., 2025; Zeng et al., 2023) has catalyzed
transformative advances in autonomous reasoning
and decision-making, enabling multi-agent systems
(Chan et al., 2024; Chen et al., 2024; Zhuge et al.,
2024; Du et al., 2024b) to tackle tasks that ex-
ceed the cognitive or functional limits of individual
agents. Such systems are increasingly deployed in
domains ranging from healthcare diagnostics (Kim
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et al., 2024; Wang et al., 2024) to scientific discov-
ery (Su et al., 2024), where collaborative synthesis
of specialized expertise is paramount. However, as
system complexity scales, a critical gap persists:
existing frameworks prioritize structural architec-
tures and role assignments but neglect the granu-
lar mechanics of agent collaboration: how agents
dynamically interact, share context, and reach con-
sensus.

Current approaches often assume rigid pipeline
workflows, where agents sequentially process sub-
tasks. While effective for linear workflows, this
paradigm fails to capture the nuanced delibera-
tion of human teams, where domain experts iter-
atively refine decisions despite individual compe-
tence. Key questions remain unanswered, “who
speaks, when, to whom, and with what context?”,
which includes: (a) How should agents govern their
interactions? (b) When and to whom should they
communicate? (c) How can contextual depth be
balanced against computational costs?

In this study, we address these gaps by formaliz-
ing four dimensions of multi-agent collaboration:

(1) Governance. Centralized systems use an
instructor agent to coordinate interactions, ensur-
ing decision-making. Decentralized systems allow
agents to self-organize, promoting autonomy but
risking coordination challenges.

(2) Participation in Discussion Rounds. Full
participation involves all agents in every round. Se-
lective participation engages only relevant agents,
optimizing efficiency but limiting perspectives.

(3) Interaction Patterns Among Agents. Agents
may broadcast to all, target-specific peers, or follow
specific turns. These patterns influence information
clarity, relevance, and the speed of consensus.

(4) Context Management in Discussions. Sys-
tems either retain full dialogue history for depth or
use summarization for efficiency, balancing situa-
tional awareness with computational cost.

We evaluate these strategies through extensive
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Figure 1: [llustration of collaboration strategies for multi-agent systems, including (a) Governance, (b) Participation
in Discussion Rounds, (c) Interaction Patterns Among Agents, and (d) Context Management in Discussions.

experiments under two context-dependent scenar-
io0s: Distributed Evidence Integration (DEI) and
Structured Evidence Synthesis (SES). Our results
demonstrate that centralized governance, coupled
with instructor-led participation and context man-
agement, reduces token costs by up to 93.0% while
maintaining even better accuracy. Conversely, de-
centralized systems exhibit higher variance and
computational inefficiency, particularly in SES,
where misaligned agents degrade performance.
The introduced Token-Accuracy Ratio (TAR) fur-
ther quantifies the trade-offs, guiding practitioners
toward resource-efficient configurations. By bridg-
ing the gap between high-level architectural de-
sign and low-level interaction mechanics, this work
advances the development of adaptive, context-
dependent multi-agent systems. It underscores
the necessity of strategic collaboration protocols in
scaling LLM-based applications, offering action-
able guidelines for future research in dynamic and
real-world environments.

2 Related Works

2.1 Multi-Agent Collaboration

In real life, structured collectives of human individ-
uals often demonstrate the ability to perform tasks
more efficiently and effectively through collabora-
tion. Drawing on this observation, Al researchers

explore the potential of multi-agent systems (Stone
and Veloso, 2000) to improve task performance by
enabling agents to work together in coordinated
ways. Recently, prior research has explored struc-
tures where agents interact sequentially to refine
outputs. Frameworks like Chen et al. (2024) simu-
late sequential agent interactions to study emergent
behaviors, while Chan et al. (2024) and Du et al.
(2024a) employ debate-style sequences to enhance
reasoning and factuality. Qian et al. (2025) scales
such systems by optimizing turn-taking workflows
for distributed tasks, and Zhuge et al. (2024) dy-
namically adjusts interaction graphs to balance se-
quential and parallel execution. These works high-
light the benefits of collaboration but often fix inter-
action patterns without analyzing how governance
models or participation rules impact efficiency.

2.2 Role Specialization in Collaboration

Role specialization underpins many multi-agent
systems, where agents adopt domain-specific ex-
pertise. Kim et al. (2024) assigns medical roles
for adaptive decision-making, while Zhang et al.
(2024) automates role-specific communication
topologies via graph neural networks. Du et al.
(20244a) and Li et al. (2024) advocate for role diver-
sity in software teams, arguing that “more agents”
with distinct responsibilities improve outcomes.
Similarly, Su et al. (2024) uses targeted role sub-
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Figure 2: Combinations of collaboration strategies for multi-agent systems.

sets for scientific ideation. However, these works
assume static role assignments and overlook par-
ticipation dynamics, such as when roles should
contribute or how context should be shared.

3 Collaboration Strategies for
Multi-Agent System

3.1 Collaboration in Multi-Agent System

Some previous research have employed a pipeline
architecture, where agents sequentially process sub-
tasks, passing outputs to downstream agents until
the final goal is achieved (Qian et al., 2025; Du
et al., 2024b). In contrast, our work investigates
the collaboration among agents, each of which can
independently solve the task end-to-end, which
mirrors real-world scenarios where domain ex-
perts—despite individual competence—collaborate
to integrate diverse perspectives, refine decisions,
and mitigate blind spots. Here, agents specialize in
distinct aspects of the task, and their collaboration
aims to synthesize these strengths rather than com-
pensate for individual incapacity, further enabling
dynamic interaction strategies—governance, partic-
ipation, interaction patterns, and context manage-
ment—that reflect human-like teamwork, as shown
in Figure 2.

3.2 Governance: Decentralization or
Centralization

Governance of a multi-agent collaboration sys-
tem, which is decentralization and centralization
(marked as G1 and G2 in Figure 2), serves as the
foundation for collaboration strategies, directly in-
fluencing participation, interaction patterns, and
context management.

In decentralized governance, agents self-
organize, autonomously decide when and how to

participate, interact, and manage context under spe-
cific rules on which all agents agree. This fosters
flexibility and scalability but may lead to coordi-
nation challenges, such as redundant contributions
or a fragmented context. Decisions in this frame-
work often rely on collective approaches such as
majority voting or consensus building.

As for centralized governance setting, an in-
structor agent oversees the discussion, dictating
participation (selecting which agents speak), in-
teraction patterns (enforcing turn-taking or tar-
geted communication), context management (curat-
ing dialogue history for relevance) and controlled
decision-making. This ensures structured and ef-
ficient collaboration but risks bottlenecks if the
instructor becomes a single point of failure.

3.3 Participation in Discussion Rounds

Governance directly shapes participation strategies,
determining which agents contribute and when.

Decentralization (G1) Agents determine their
own participation, leading to two strategies:

(i) Full Participation (G1-P1): All agents con-
tribute in every round, ensuring diverse perspec-
tives but potentially overwhelming the discussion
with redundant or irrelevant inputs.

(i) Selective Participation (G1-P2): Agents
decide independently whether to speak and whom
to address, based on their assessment of the needs
of the discussion in the current discussion. For
instance, an agent might choose to contribute only
when its expertise is directly relevant or when it
identifies a gap in the conversation. While this
approach optimizes relevance, it risks overlooking
critical inputs if agents misjudge the trajectory of
the discussion.
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Centralization (G2) The instructor agent orches-
trates the participation, explicitly deciding which
agents speak in each round and in what order (G2-
P3). This approach minimizes redundancy, but
relies heavily on the ability of the instructor to
identify and sequence the most relevant agents.

3.4 Interaction Patterns Among Agents

Interaction patterns define how agents communi-
cate with other agents during discussion rounds,
with governance and participation strategies shap-
ing their design. We identify four key patterns:

Simultaneous Talk (I1) All agents generate their
responses simultaneously and independently within
the same round, broadcasting their outputs to all
peers. Each agent has access to the complete dis-
cussion log from previous rounds. This approach
is suitable for scenarios involving the centraliza-
tion setting (G2-P3) and full participation in the
decentralization setting (G1-P1). While it promotes
diverse perspectives, it also carries the risk of con-
flicting or redundant output.

One-by-One (Ordered) (I2) Agents speak in a
predefined sequence, either human-specified for
decentralization (G1-P1) or instructor-enforced for
centralization (G2-P3). Each agent observes previ-
ous speech within the same round, enabling incre-
mental refinement.

One-by-One (Random) (I3) Agents speak in a
randomized sequence, also observing prior intra-
round contributions. This pattern, exclusive to de-
centralized governance with full participation (G1-
P1), introduces stochasticity to mitigate ordering
biases, which prevents dominant agents from mo-
nopolizing discussions.

Selective Point-to-Point (I4) Agents au-
tonomously decide whom to address, limiting
communication to peers they deem relevant.
This pattern requires decentralized governance
with selective participation (G1-P2), optimizing
relevance but risking fragmented context.

These relationships highlight how governance
and participation constrain or enable interaction dy-
namics. For instance, 14 is inherently decentralized,
while 12 adapts to both governance models depend-
ing on sequence control, as shown in Figure 2.

3.5 Context Management in Discussions

As discussions progress, managing the growing
dialogue history becomes critical to balance depth

and computational efficiency. Here, three strategies
have been categorized including:

Full Log of the Last Round (C1) Agents retain
the complete dialogue history from the most recent
round, enabling comprehensive context awareness,
which has been also adopted in Qian et al. (2025).
This method is typically adopted in decentralized
systems with full participation (G1-P1), where all
agents contribute in every round and require full
visibility into the prior discussion. While this en-
sures rich context, it increases computational over-
head and risks information overload.

Self-Summarized Context (C2) Each agent iter-
atively summarizes the discussion history, combin-
ing a condensed version of all prior rounds with the
full log of the last round. This approach is suited
for decentralized systems (G1), where agents in-
dependently manage context to optimize relevance
and efficiency.

Summary by the Instructor (C3) In centralized
systems (G2-P3), the instructor agent summarizes
the dialogue history for all participants. This en-
sures consistency and relevance but introduces a
single point of failure.

These strategies highlight the trade-offs between
context depth and computational efficiency. For
instance, full log maximizes situational aware-
ness but scales poorly, while self-summarized and
instructor-curated methods optimize efficiency at
the cost of potential information loss.

3.6 Final Decision Mechanisms

The process of terminating multi-agent discussion
and making a final decision is tightly coupled with
governance models, therefore formalized as:

Decentralization Decentralized systems rely
on consensus or majority voting. Agents au-
tonomously detect agreement based on the gener-
ated prediction and terminate discussions once con-
sensus emerges. And if consensus is not reached
within a predefined maximum round limit, agents
trigger majority voting to force a decision.

Centralization In centralized systems, the in-
structor agent determines when to finalize the dis-
cussion. The instructor evaluates the discussion
progress against predefined criteria and either con-
tinues the discussion if critical disagreements per-
sist, or terminates the discussion and selects the
final decision.
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The complete set of possible permutations of the
collaboration settings can be found in Appendix A.

4 Experiments

4.1 Experimental Design

Context-Based Collaboration In our experimen-
tal framework, we seek to evaluate whether LLM-
based multi-agents can accurately tackle problems
by leveraging specific contextual information from
agents. Prior work often defines agent roles implic-
itly via prompts (e.g. ““You are a radiologist”) (Kim
et al., 2024; Qian et al., 2025), which conflates role
assignment with specialization but fails to mea-
sure the proficiency of agents in leveraging domain
knowledge. To address this, we explicitly equip
agents with distinct prior knowledge, which is task-
specific context segments that constrain their inputs
and outputs, ensuring collaboration arises from
complementary expertise rather than role labels
(see more details in Appendix B).

Evaluation Metrics To comprehensively assess
the performance of LLM-based multi-agent sys-
tems, we examine both task accuracy and computa-
tional cost efficiency. (1) Accuracy, which is mea-
sured as the rate at which the multi-agent system ar-
rives at the correct classification. (2) Token Count,
including the input and output token count, cap-
tures the mean total number of tokens processed as
input and output by the agents during all discussion
rounds as an indicator of the volume of contextual
information handled by the system. (3) Discussion
Rounds, which is the number of communication
rounds required for the agents to converge on a final
decision, indicating how quickly the multi-agent
system reaches a consensus. By jointly consider-
ing both accuracy and these computational cost
metrics, we aim to provide an evaluation of our
multi-agent framework, balancing the trade-offs
between decision quality and resource efficiency.

As for backbone models, we conduct all experi-
ments on ChatGPT-40'.

4.1.1 Context-Dependent Task Selection

We adopt two tasks requiring agents to ground de-
cisions strictly in provided contexts, minimizing
reliance on the internal knowledge of LLMs. The
first task, termed “Distributed Evidence Integration
(DEI)”, challenges agents to collaboratively com-
bine fragmented pieces of evidence—each drawn

' ChatGPT-40-0806 version

from distinct context segments—to arrive at a uni-
fied decision. In contrast, the second task, de-
fined as “Structured Evidence Synthesis (SES)”,
requires agents to critically assess and synthesize
pre-labeled pieces of evidence, with each agent as-
signed a single element, to verify factual claims.
Together, these tasks emphasize context-based
decision-making while fostering robust multi-agent
collaboration:

Distributed Evidence Integration (DEI) For
the DEI scenario, we utilize the MIMIC-III
dataset (Johnson et al., 2016), a comprehensive,
publicly available database of de-identified health-
related information including clinical records, vital
signs, medications, and diagnoses, primarily from
intensive care unit (ICU) patients. The discharge
summary notes, in particular, encapsulate key pa-
tient details, such as the brief hospital course.

In this task, a cohort of agents is each assigned
a distinct clinical context segment (i.e., brief hos-
pital course, major surgery or invasive procedure,
pertinent results, or social history) and is tasked
with predicting the patient’s discharge disposition
among four possible outcomes: “expired”’, “‘ex-
tended care”, “home with service”, and “home” as
task of Patient Discharge Disposition Prediction
(PDDP) (see Appendix C for more details). No-
tably, no explicit evidence label is provided to any
individual agent. Instead, the PDDP task requires
that all agents collaboratively integrate their partial
information to arrive at a final consensus.

Structured Evidence Synthesis (SES) For
the SES scenario, an evidence-based fact-
checking tasks (EBFC) leverages the AMBIFC
dataset (Glockner et al., 2024) to evaluate the fact-
checking capabilities of multi-agent systems by
synthesizing evidence exclusively from the pro-
vided contextual data. In this dataset, each claim
is accompanied by numerous evidence sentences,
yet only a small subset is directly relevant to the
claim. Furthermore, each agent is assigned a sin-
gle piece of evidence (an example is provided in
Appendix D). This setup compels the agents to
engage in collaborative negotiation: those who re-
ceive evidence directly pertinent to the claim must
persuade their peers—who may have been allo-
cated less relevant evidence—to converge on an
accurate, factually sound assessment. Thus, while
the PDDP task emphasizes collective deliberation
in the absence of explicit evidence, the EBFC task
challenges agents to build consensus by leveraging
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and disseminating critical evidence held by only a
subset of agents.

4.2 Performance on Individual Agent

Before conducting experiments on multi-agent col-
laboration, we first evaluate the performance of
individual agents.

For the DEI scenario, as Table 1 the agent
equipped with the brief hospital course context
(Agentguc) achieves the best performance, as it
has access to a comprehensive overview of the pa-
tient’s trajectory. In contrast, other agents often
lack essential details, leading to suboptimal perfor-
mance. Moreover, the Agent,;—which aggregates
information from multiple sources—performed
slightly worse than Agentgyc due to the interfer-
ence of misleading details from other agents. This
misleading effect becomes even more pronounced
when the final decision is determined through ma-
jority voting. Consequently, for the DEI scenario, it
is anticipated that collaboration will be most effec-
tive when other agents contribute complementary
information to Agentgyc for a holistic decision.

Methods | Acet | #I] | #0J | Round|
Agentguc | 60.8 | 541 109 1
Agentvsip | 38.7 | 170 91 1

Agentpr | 33.7 | 492 119 1
Agentpm | 39.2 | 488 125 1

Agentsy 41.2 182 88 1

Agentay 57.8 | 1,281 | 129 1

MV 472 | 1,873 | 661 5

Table 1: Performance of individual agent on the PDDP
task. #I means input token count. #O means output
token count. BHC: Brief Hospital Course. MSIP: Ma-
jor Surgical or Invasive Procedure. PR: Pertinent Re-
sults. DM: Discharge Medications. SH: Social History.
Agent,y: inference by an individual agent with all infor-
mation concatenated. MV: major voting of all agents.

For the SES scenario, experimental results in
Table 2 reveal that the agent receiving relevant
evidence (Agentconsistent) attains an accuracy of
88.7%. Notably, the 88.7% accuracy represents
the theoretical upper bound for the multi-agent
system’s performance. Interestingly, Agent.
achieves even higher accuracy than Agentconsistent,
which can be attributed to the randomness intro-
duced by aggregating inputs from all agents. In
contrast, the agent provided with irrelevant evi-
dence (Agentinconsistent) Performs no better than a
random guess. In this scenario, majority voting
is suitable, as the majority of agents possess in-

consequential information. Therefore, for the SES
scenario, it is expected that Agentconsistent Should
lead the discussion, effectively persuading other
agents to converge on the correct assessment.

Methods Acct | #1] | #0/ | Round|
Agenteonsistent | 88.7 | 177 48 1
Agentinconsistent | 19.2 | 172 56 1

Agentyy 90.5 | 283 55 1

MV N/A | N/A | N/A N/A

Table 2: Performance of individual agent on the EBFC
task. #I means input token count. #O means output
token count. “consistent”: individual agent infers only
with single evidence with the same label as that of the
claim. “inconsistent”: individual agent infers only with
single evidence with different label from that of the
claim. Agent,y: inference by an individual agent with
all evidence concatenated. MV: major voting of all
agents. N/A: not applicable.

Methods Acct #I| #0J | Round]
Agentyy 57.8 1,281 129 1.00
MV 47.2 1,873 661 5.00
G1-P1-11-C1 | 50.7 | 25,663 | 2,184 3.28
G1-P1-I2-C1 | 57.8 6,470 854 1.30
GI1-P1-I13-C1 | 45.2 9,531 1,127 1.65
G1-P1-11-C2 | 46.2 | 52,400 | 15,568 443
G1-P1-12-C2 | 59.8 | 15,057 | 3,046 1.56
G1-P1-I3-C2 | 46.7 | 19,673 | 4,100 1.81
G1-P2-14-C2 | 50.8 | 348,035 | 58,795 9.91
G2-P3-11-C3 | 46.2 | 13,119 | 2,412 2.04
G2-P3-12-C3 | 58.8 | 4,867 841 1.03

Table 3: Performance of multi-agent collaboration on
the PDDP task with different collaboration strategies.
#I means input token count. #O means output token
count. Agenty: inference by an individual agent with
all information concatenated. MV: major voting of all
agents. The best and the second-best results are in bold
and underlined.

4.3 Performance on Multi-Agent Systems

Tables 3 and 4 illustrate the performance of multi-
agent collaboration across various strategies for
the DEI and SES scenarios. The results highlight
that different configurations of collaboration di-
mensions significantly influence the performance,
leading to an accuracy gap of up to 37.6% (ranging
from 49.3% to 86.9%). Despite some strategies
achieving similar performance in terms of accu-
racy, there is a substantial variation in token cost.
For instance, in the EBFC task (SES), the strat-
egy “G1-P2-14-C2” achieves an accuracy of 86.4%,
comparable to that of “G2-P3-11-C3”, but costs
11.5 times more output tokens, demonstrating a
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Methods Acct | #Il | #0J | Round]
Agenteonsistent | 88.7 177 48 1.00
G1-P1-11-C1 | 49.3 | 28,099 | 1,990 6.28
G1-P1-12-C1 | 70.4 | 13,361 | 1,155 3.35
G1-P1-I3-C1 | 68.8 | 15,368 | 1,284 3.99
G1-P1-11-C2 | 81.4 | 20,074 | 6,780 3.46
G1-P1-12-C2 | 84.4 | 14,600 | 3,073 2.00
G1-P1-13-C2 | 77.9 | 13,125 | 2,901 2.14
G1-P2-14-C2 | 86.4 | 30,085 | 6,125 2.76
G2-P3-11-C3 | 86.9 | 2,111 | 490 1.16
G2-P3-12-C3 | 854 | 2,859 | 452 1.10

Table 4: Performance of multi-agent collaboration on
the EBFC task with different collaboration strategies.
#I means input token count. #O means output token
count. Agent onsiseent 18 the theoretical upper bound of
the multi-agent systems. The best and the second-best
results are in bold and underlined.

significant difference in computational cost.

For a more in-depth analysis, Figure 3 presents
the average accuracy and output token count for
a single dimension of the collaboration settings,
covering governance, participation, interaction pat-
terns, and context management in discussion. The
maximum and minimum values are also annotated
using error bars, providing further insight into the
variability across strategies. These visualizations
reveal both similarities and differences in collabora-
tion strategies between the DEI and SES scenarios.

DEI Scenario In the DEI scenario, the final pre-
diction relies on distributed evidence among agents,
requiring them to consolidate information. Conse-
quently, multi-agent systems are expected to out-
perform individual agents. However, as shown in
Table 3, only two out of nine multi-agent systems
achieve this goal, further emphasizing the impor-
tance of nuanced collaboration strategies.

SES Scenario For the SES scenario, only a small
subset of agents hold relevant evidence, which may
lead to misguidance by agents without useful evi-
dence. As a result, the accuracy of Agentconsistent
represents the theoretical upper bound for multi-
agent systems. Table 4 illustrates that the strategy
“G2-P3-11-C3” achieves an accuracy most closely
aligned with that of Agent.onsistent-

Governance In the PDDP task, Figure 3 demon-
strates that the governance dimension, whether de-
centralized (G1) or centralized (G2), does not sig-
nificantly affect the accuracy (mean, max, or min).
However, G1 tends to have much higher mean and
maximum output token counts compared to G2,
indicating that decentralized governance leads to
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Figure 3: Performance of multi-agent systems on the
PDDP and EBFC tasks considering individual strategy
dimensions. Error bars here mark the maximum and
minimum values.

higher token cost in the DEI setting. The lack of
significant accuracy differences between G1 and
G2 suggests that DEI does not inherently favor hi-
erarchical control. However, G1’s higher token
costs reflect the merits of instructor-mediated coor-
dination, which enables agents to organize around
distributed clinical data (e.g., lab results, surgical
history), reducing redundancy.

Similarly, for the EBFC task, G1 and G2 show
similar maximum accuracy, but the accuracy fluc-
tuation in G2 is notably smaller because the in-
structor is more readily persuaded by the relevant
evidence. Token costs also follow a similar pattern
to the PDDP task, with G2 demonstrating greater
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efficiency in terms of output token usage.

Participation For the PDDP task, Table 3 reveals
that P1 (Full Participation) and P3 (Participation de-
cided by the instructor) exhibit higher accuracy ceil-
ings than P2 (Selective Participation), with a gap
of up to 9.0% because discharge disposition predic-
tion requires synthesizing all contextual facets. P2
may risk omitting critical inputs, such as vital signs
due to misjudged relevance, while P3 mitigates this
risk by leveraging global attention to key indicators.
Nonetheless, the performance of these strategies
fluctuates significantly depending on other factors
in the collaboration setup.

For the EBFC task, P2 and P3 not only perform
better but also with less fluctuation, and P2’s su-
perior performance reflects the task s demand for
targeted expertise. In terms of token cost, P2 con-
sistently requires more tokens compared to P1 and
P3, with P1 costing the highest maximum output
token count in the EBFC task. P3, however, consis-
tently costs the least token cost in both tasks, which
further highlights the instructor’s role in suppress-
ing redundant contributions.

Interaction In the PDDP task, I2 (Ordered One-
by-one) outperforms all other interaction settings,
delivering superior accuracy and output token effi-
ciency, suggesting that it may be the optimal inter-
action strategy. I1 probably introduces conflicting
evidence at the same time which leads to noise con-
clusion, while 14 may fragment essential contexts
from other agents unconsciously.

For the EBFC task, differences in mean accuracy
across interaction settings are minimal, suggesting
SES scenario tolerates flexible interaction strate-
gies. However, in terms of output token count,
12 and I3 (Random One-by-one) perform simi-
larly, both showing substantial improvements over
I1 (Simultaneous-talk) and 14 (Selective Point-to-
Point), stemming from organized evidence recon-
ciliation and possible force redundant backtracking
in the dialog rounds.

Context For the PDDP task, context manage-
ment strategies do not show a significant difference
in terms of accuracy, though C1 (Full Log of the
Last Round) and C3 (Summary by the Instructor)
outperform C2 (Self-Summarized Context) with
token count, indicating that DEI benefits both from
comprehensive context (C1) and distilled insights
(C3). However, self-summarized context lags due
to inconsistent truncation of critical details.

In the EBFC task, C2 and C3 achieve over 16.0%
higher accuracy than C1, and C3 shows more stable
performance, arising from the instructor’s ability
to highlight salient evidence. However, C2, which
overemphasizes an agent’s preferred evidence type,
costs much higher token costs compared to both
C1 and C3, making C3 the optimal setting for the
SES scenario.

Token-Accuracy-Ratio (TAR) To comprehen-
sively evaluate the performance of these collabora-
tion strategies, we introduce the Token-Accuracy
Ratio (TAR), which accounts for the computational
efficiency in terms of accuracy along with both
input and output tokens. The formula for TAR is:

_ Accuracy
Ca-#14 8- #0
where « and 3 are coefficients for the relative com-
putational cost of input and output tokens, respec-
tively. Based on the pricing of ChatGPT 40, where
the cost for output tokens is four times that of input
tokens?, we set @« = 1 and B = 4. The detailed
results are provided in Appendix E.

From Table 7 and 8, the strategy “G2-P3-C3”
achieves the optimal TAR across both scenarios,
indicating that multi-agent collaboration with an
instructor overseeing participation, context, and the
final decision tends to yield optimal performance
under both the DEI and SES settings.

TAR ey

4.4 Summary

Our analysis across various strategies reveals sig-
nificant trade-offs between accuracy and computa-
tional cost. Notably, the introduction of the Token-
Accuracy Ratio (TAR) highlights that configura-
tions such as “G2-P3-C3” offer an optimal balance,
underscoring the importance of nuanced design
choices in enhancing both decision quality and effi-
ciency in multi-agent systems.

5 Conclusion

In this study, we systematically investigate the un-
derstudied the fine-grained mechanics of collabo-
ration in multi-agent systems, focusing on gov-
ernance, participation, interaction patterns, and
context management. Through experiments on
two tasks under two scenarios correspondingly, we
demonstrate that centralized governance, guided
by an instructor agent, consistently balances ac-
curacy and computational efficiency. By shifting

Zhttps://openai.com/api/pricing/
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focus from structural novelty to strategic collabora-
tion, this work provides a foundation for designing
efficient, scalable, and context-aware multi-agent
systems.
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Limitations

This study has several limitations. First, the per-
formance of the multi-agent system depends on
the quality and completeness of the contextual data
provided to each agent. Incomplete or ambiguous
data can affect decision-making accuracy. Second,
scalability issues may arise as the number of agents
increases, with potential challenges in coordina-
tion and computational efficiency. Additionally,
our framework assumes agents can independently
interpret context, which may be influenced by bi-
ases or lack of domain-specific knowledge. The
generalization of our approach across different do-
mains remains uncertain, as the tasks used are spe-
cific to certain contexts. Moreover, our system
does not integrate external knowledge, which could
limit performance in dynamic or evolving scenar-
i0s. Lastly, the interpretability of multi-agent deci-
sions remains a challenge, as the rationale behind
agent interactions can be difficult to trace. Despite
these limitations, the study lays a foundation for
further strategy design of multi-agent collaboration
in decision-making tasks.

Ethical Considerations

This study uses the MIMIC-III dataset, which con-
tains de-identified ICU patient data. We ensure all
data usage complies with ethical guidelines and pri-
vacy standards, as no personally identifiable infor-
mation is included. Additionally, while our multi-
agent systems are designed to assist in decision-
making, they should not replace human judgment
in critical healthcare contexts. We emphasize the
importance of transparency and accountability in
the deployment of Al systems in healthcare.
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A Collaboration Strategies

The complete set of possible permutations of the
collaboration settings is in Figure 4.

B Context-Based Collaboration

As Figure 5, a context-free agent generates re-
sponses based on general knowledge without re-
striction, allowing it to incorporate external back-
ground information. In contrast, a context-based
agent strictly adheres to the given context, respond-
ing only with the provided information, even if it
lacks sufficient details to answer the query. As
shown in Figure 5, when asked whether the Tower

of London has a moat, the context-free agent lever-
ages historical knowledge to provide an answer,
whereas the context-based agent, constrained by
the given excerpt, acknowledges its inability to
determine the answer. This behavior closely mir-
rors real-life human reasoning, where individuals
rely on the information at hand rather than external
knowledge. More importantly, in the analysis of
multi-agent collaboration strategies, context-based
agents enable a clearer investigation of how agents
interact and share information without interference
from the internal knowledge embedded in LLMs as
shown in Figure 5. By eliminating this confounding
factor, context-based agents provide a more con-
trolled setting for studying knowledge exchange,
reasoning dynamics, and the emergence of cooper-
ative problem-solving in multi-agent systems.

C Details for Patient Discharge
Disposition Prediction Task

C.1 Label Definition

In the context of the discharge disposition of pa-
tients in the MIMIC-III dataset, the following terms
represent various settings in which a patient may
be discharged from the hospital, reflecting the type
of care they will receive after their discharge:

1. Expired: This refers to patients who died dur-
ing their hospital stay. The discharge disposi-
tion is marked as “expired” when the patient
is no longer alive at the time of discharge.

2. Extended Care: This refers to patients who are
discharged to a facility that provides longer-
term care than the acute hospital setting, but
not as intensive as inpatient care. These facili-
ties often include skilled nursing facilities, re-
habilitation centers, or similar establishments
that provide continued medical care, physical
therapy, or recovery support.

3. Home with Service: This indicates that the
patient is discharged home but will continue
to receive some form of medical care or as-
sistance. This could involve home health ser-
vices such as nursing care, physical therapy,
or other medical support delivered in the pa-
tient’s home.

4. Home: This refers to patients who are dis-
charged directly to their home, without the
need for continued medical care or services.
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Figure 4: The complete set of possible permutations of the collaboration settings.

These patients typically no longer require hos-
pitalization or any ongoing treatment and are
considered well enough to return to normal
activities.

These categories are essential in capturing the out-
comes and planning for a patient’s post-discharge
care, as they can significantly influence the pa-
tient’s recovery trajectory and healthcare planning.

C.2 Task Example

In Section 4.1.1, distributed evidence integration is
referred to the process by which multiple agents,
each possessing only a fragment of the overall evi-
dence, collaboratively combine their partial infor-
mation to reach a comprehensive and accurate de-
cision. In the example shown in Table 5, the com-
plete set of evidence regarding the patient’s case
is distributed across several distinct context seg-
ments—such as the Brief Hospital Course, Major
Surgical or Invasive Procedure, Pertinent Results,
Discharge Medications, and Social History. Each
segment represents information held by a different
agent. No single agent has access to all the de-
tails necessary to determine the correct Discharge
Disposition (in this case, “Extended Care”).
Through the process of distributed evidence inte-
gration, the agents must share and synthesize their

individual pieces of evidence, engaging in discus-
sion and negotiation to resolve discrepancies and
fill gaps in the information. This collaborative inte-
gration ensures that the final decision is informed
by all available evidence, thereby leveraging the
strengths of each agent’s specialized knowledge.

D Details for Evidence-Based
Fact-Checking Task

In Section 4.1.1, structured evidence synthesis is re-
ferred to the systematic process by which agents an-
alyze and combine pre-labeled pieces of evidence
to determine the veracity of a given claim. In the
example shown in Table 6, the claim (“Season 5 the
last season was of Ray Donovan”) is accompanied
by multiple evidence sentences. Each evidence
sentence is annotated with a label—such as “Refut-
ing” or “Neutral”—that indicates its relevance or
relation to the claim.

In this task, each agent is provided with a single
piece of such structured evidence. The challenge
lies in the agents’ ability to engage in dialogue
and collectively synthesize the relevant information
from these distributed, labeled pieces of evidence.
Agents holding evidence that directly pertains to
the claim (e.g. the sentence indicating that the se-
ries was canceled after seven seasons) must per-
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.
25 Question: Does the tower of London have a moat?

[ Answer this question, does the tower of London have a moat? ]

(a) Base agent

[ Yes, the Tower of London does have a moat, ....... ]

the tower of London have a moat?

(b) Context-free agent

[You are a professional historian. Answer this question, does ]

Yes, the Tower of London does have a moat, although
it's not as prominent today as it once was. Historically,
the Tower of London, built in the 11th century by
William the Conqueror, ......

You are a professional historian. You should answer the
following question with and only with this information: {The
White Tower is a keep (also known as a donjon), which was
often the strongest structure in a medieval castle, and
contained lodgings suitable for the lord 2013 in this case,
the king or his representative} , does the tower of London
have a moat?

| don’t know. The provided information does not
involve whether the tower of London have a moat ......

(c) Context-aware agent /

You are a college student.
Answer this ......

-

You are a tourist.

You are an architect. h
Answer this ......

Answer this ......

You are a
historian.

Answer

You are a
geographer.
Answer

(i) Multi-context-free-agent collaboration

You are a tourist. Base
on this {info D .
Answer this

You are an architect. Base on this
Answer this ......

You are a historian.
Base on this

Answer this

You are a
geographer.
Base on this {info

Base on this {info C ...... }

You are a college student.
Answer this ......

\_ (ii) Multi-context-aware-agent collaboration )

Figure 5: llustration for multi-context-based agent collaboration.

suade other agents—who might have received less
directly relevant or neutral evidence—to recognize
the overall factual context. Through this collabo-
rative synthesis, the agents work together to arrive
at a well-supported, final decision regarding the
claim.

Thus, structured evidence synthesis emphasizes:
(1) The use of clearly labeled, structured evidence.
(2) The necessity for agents to extract, assess, and
combine this evidence. (3) The collaborative nego-
tiation required to integrate disparate information
into a coherent conclusion.

E Details for Token-Accuracy-Ratio

To holistically evaluate the performance of multi-
agent collaboration strategies, we introduce the
Token-Accuracy Ratio (TAR), a metric that bal-
ances task accuracy against computational cost.
The TAR is defined as mentioned in Section 4.3:

Accuracy

a-#I1+ 5 -#0

To facilitate cross-task comparisons, we also de-
fine the Normalized TAR (NTAR), which scales the
TAR values relative to the maximum TAR observed
for each task. This normalization ensures that the
results are comparable across tasks with different
accuracy and token cost ranges. The Normalized
TAR is calculated as:

TAR = 2)

TAR

Normalized TAR =
Max TAR for the task

E.1 PDDP Task (Distributed Evidence
Integration)

In the PDDP task, agents collaborate to predict pa-
tient discharge outcomes by integrating fragmented
clinical data. The results highlight the trade-offs
between accuracy and computational cost:

Optimal Strategy The strategy “G2-P3-12-C3”
(centralized governance, instructor-led participa-
tion, ordered interaction, and instructor-curated
context summarization) achieves the highest Nor-
malized TAR of 1.0, with an accuracy of 58.8% and
the lowest token counts (#Input Token 4,867 and
#Output Token 841). This configuration demon-
strates the efficiency of centralized control in re-
ducing redundancy and optimizing resource usage.

Decentralized Strategies Decentralized configu-
rations, such as “G1-P1-12-C1” and “G1-P1-12-C2”
achieve competitive accuracy (57.8% and 59.8%,
respectively) but cost significantly higher token
costs. For example, “G1-P1-12-C2” achieves the
highest accuracy (59.8%) but requires 15,057 in-
put tokens and 3,046 output tokens, resulting in a
Normalized TAR of 0.31.
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Worst-Performing Strategy The strategy “G1-
P2-14-C2” (decentralized governance, selective par-
ticipation, selective point-to-point interaction, and
self-summarized context) performs poorly, with a
Normalized TAR of 0.01. Despite achieving 50.8%
accuracy, it incurs exorbitant token costs (#Input
Token 348,035 and #Output Token 58,795), high-
lighting the inefficiency of decentralized systems
with fragmented communication.

E.2 EBFC Task (Structured Evidence
Synthesis)

In the EBFC task, agents must verify factual claims
by synthesizing pre-labeled evidence, requiring per-
suasion of peers with irrelevant inputs. The results
reveal the following insights:

Optimal Strategy The strategy “G2-P3-11-C3”
(centralized governance, instructor-led participa-
tion, simultaneous interaction, and instructor-
curated context summarization) achieves the high-
est Normalized TAR of 1.0, with an accuracy
of 86.9% and low token counts (#Input Token
2,111 and #Output Token 490). This configuration
closely matches the theoretical upper bound set by
the best-performing individual agent (88.7% accu-
racy) while maintaining computational efficiency.

Decentralized Strategies Decentralized configu-
rations, such as “G1-P1-12-C2” and “G1-P2-14-C2,”
achieve high accuracy (84.4% and 86.4%, respec-
tively) but at significantly higher token costs. For
example, “G1-P2-14-C2” achieves 86.4% accuracy
but requires 30,085 input tokens and 6,125 output
tokens, r esulting in a Normalized TAR of 0.07.

Worst-Performing Strategy The strategy “G1-
P1-I1-C1” (decentralized governance, full partic-
ipation, simultaneous interaction, and full log re-
tention) performs poorly, with a Normalized TAR
of 0.06. It achieves only 49.3% accuracy while
consuming high token costs (#Input Token 28,099
and #Output Token 1,990), underscoring the inef-
ficiency of decentralized systems with redundant
communication.

E.3 Summary

1. Centralized Governance Dominates: Central-
ized strategies consistently achieve higher
Normalized TAR values across both tasks,
demonstrating their ability to balance accu-
racy and computational efficiency.

2. Ordered Interaction Patterns: Ordered one-by-
one interaction (I2) outperforms simultaneous-
talk (I1) and selective point-to-point (I4) pat-
terns, particularly in the PDDP task, where it
reduces redundancy and improves token effi-
ciency.

3. Context Summarization: Summary by the In-
structor (C3) significantly reduces token costs
compared to full log of the last round (C1) or
self-summarized context (C2), especially in
the EBFC task.

4. Task-Specific Dynamics: In the PDDP task,
decentralized systems can achieve competitive
accuracy but at high computational costs. In
contrast, the EBFC task benefits more from
centralized control due to the need to filter out
irrelevant evidence.

By introducing the TAR and Normalized TAR,
we provide a quantitative framework for evaluat-
ing multi-agent collaboration strategies, enabling
practitioners to optimize both decision quality and
resource utilization. The results underscore the
importance of strategic design choices in scaling
LLM-based multi-agent systems for real-world ap-
plications.
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Brief
Hospital
Course

Ms. was admitted to on for treatment of right brain tumor. She was plegic on the left
side and was taken to the OR on by Dr. . Post-op CT scan was stable. Decadron 4mg
every 6 hours was continued, and on she was cleared to transfer to the floor. On her MRI
showed some residual tumor but decreased midline shift. She regained some strength in
the LLE. The sterroid was subsequently tapered to 2 mg . PT and OT were consulted and
recommended rehab. Radiation Oncology was consulted and the patient will follow-up
for radiation treatment after discharge. Neuro-oncology was made aware of Ms. and the
patient has a Brain Clinic appointment with them to discuss chemotherapy after the final
pathology is back. The patient was discharged to rehab on .

Major Sur-
gical or In-
vasive Pro-
cedure

Right craniotomy for tumor resection

Pertinent
Results

MRI brain : There is a large heterogeneously rim-enhancing mass in the right frontal lobe
measuring 2.4 x 2.7 cm with enhancement also extending to the right frontal subependy-
mally and to the corpus callosum. An additional focus of enhancing abnormality is seen
in the right temporal lobe.There is edema surrounding the right frontal lobe lesion with
midline shift. MRI brain : Patient is status post resection of right frontal heterogeneously
enhancing mass. There are blood products in the operative bed, which limit evaluation
for residual neoplasm. However, there does appear to be residual enhancing abnormality
in the right frontal lobe and along the inferior margin of the operative cavity extending
into the corpus callosum and the caudate head. There is also nodular enhancement along
the anterior and posterior margins of the operative cavity superiorly. There is a focus
of restricted diffusion in the right frontal lobe along the inferior lateral margin of the
cavity. This may represent cytotoxic edema from surgery. There is a small right hemi-
spheric extra-axial postoperative collection. Right parafalcine extra-axial collection is also
noted.There is slight improvement in the midline shift to the left.

Discharge
Medica-
tions

1. Acetaminophen 325 mg Tablet Sig: 1-2 Tablets PO Q6H (every 6 hours) as needed
for pain/t/HA. 2. Docusate Sodium 100 mg Capsule Sig: One (1) Capsule PO BID (2
times a day). 3. Aripiprazole 10 mg Tablet Sig: Two (2) Tablet PO DAILY (Daily). 4.
Oxcarbazepine 600 mg Tablet Sig: One (1) Tablet PO HS (at bedtime). 5. Clonazepam 1
mg Tablet Sig: One (1) Tablet PO BID (2 times a day). 6. Atorvastatin 20 mg Tablet Sig:
One (1) Tablet PO DAILY (Daily). 7. Insulin Lispro 100 unit/mL Solution Sig: One (1)
Subcutaneous ASDIR (AS DIRECTED). 8. Nicotine 14 mg/24 hr Patch 24 hr Sig: One (1)
Patch 24 hr Transdermal DAILY (Daily). 9. Sertraline 50 mg Tablet Sig: Four (4) Tablet
PO QHS (once a day (at bedtime)). 10. Quetiapine 25 mg Tablet Sig: Two (2) Tablet PO
QAM (once a day (in the morning)). 11. Quetiapine 300 mg Tablet Sustained Release 24
hr Sig: Two (2) Tablet Sustained Release 24 hr PO QHS (once a day (at bedtime)). 12.
Oxycodone-Acetaminophen 5-325 mg Tablet Sig: 1-2 Tablets PO Q4H (every 4 hours) as
needed for Pain. 13. Levetiracetam 500 mg Tablet Sig: Two (2) Tablet PO BID (2 times a
day). 14. Heparin (Porcine) 5,000 unit/mL Solution Sig: One (1) Injection TID (3 times a
day). 15. Dexamethasone 2 mg Tablet Sig: One (1) Tablet PO QS8 hours () for 5 doses. 16.
Dexamethasone 2 mg Tablet Sig: One (1) Tablet PO Q12 hours (): Please start after 2 Q8
hour dose is complete.

Social
History

social ETOH, 15 cigarettes per day. works as dishwasher and typer, lives alone

Discharge
Disposi-
tion

Extended Care

Table 5: An example of PDDP task.
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Type Sentence Label
Claim Season 5 the last season was of ray donovan. Refuting
Evidence 1 | On February 4, 2020, Showtime cancelled the series after seven seasons. | Refuting
Evidence 2 | The twelve-episode first season premiered on June 30, 2013. Neutral
Evidence 3 | The pilot episode broke viewership records, becoming the biggest premiere | Neutral
of all time on Showtime.
Evidence 4 | The show was cancelled without any advance warning, leaving fans and | Neutral
showrunner, David Hollander, in shock.
Evidence 5 | A week later, Liev Schreiber commented on his Instagram that due to fans’ | Neutral
support and activity in media, there will be more Ray Donovan.
Evidence 6 | The drama is set primarily in Los Angeles, California (during seasons 1-5) | Neutral
and primarily in New York City, New York (during seasons 6-7).
Table 6: An example of EBFC task.
Methods Accuracy? | #Input Token| | #Output Token| | Round| | Normalized TAR
Agentay 57.8 1,281 129 1.00 N/A
MV 47.2 1,873 661 5.00 N/A
Gl1-P1-11-C1 50.7 25,663 2,184 3.28 0.21
G1-P1-12-C1 57.8 6,470 854 1.30 0.82
G1-P1-13-C1 45.2 9,531 1,127 1.65 0.45
G1-P1-11-C2 46.2 52,400 15,568 4.43 0.06
G1-P1-12-C2 59.8 15,057 3,046 1.56 0.31
G1-P1-13-C2 46.7 19,673 4,100 1.81 0.18
G1-P2-14-C2 50.8 348,035 58,795 9.91 0.01
G2-P3-11-C3 46.2 13,119 2,412 2.04 0.28
G2-P3-12-C3 58.8 4,867 841 1.03 1

Table 7: Performance of multi-agent collaboration on the PDDP task with different collaboration strategies, including
Token-Accuracy Ratio. Agent,;: inference by an individual agent with all information concatenated. MV: major
voting of all agents. The best and the second-best results are in bold and underlined.

Methods Accuracy? | #Input Token| | #Output Token| | Round| | Normalized TAR

Agentconsistent 88.7 177 48 1.00 N/A
G1-P1-11-Cl 493 28,099 1,990 6.28 0.06
G1-P1-12-C1 70.4 13,361 1,155 3.35 0.18
G1-P1-13-Cl 68.8 15,368 1,284 3.99 0.16
G1-P1-11-C2 81.4 20,074 6,780 3.46 0.08
G1-P1-12-C2 84.4 14,600 3,073 2.00 0.15
G1-P1-13-C2 77.9 13,125 2,901 2.14 0.15
G1-P2-14-C2 86.4 30,085 6,125 2.76 0.07
G2-P3-11-C3 86.9 2,111 490 1.16 1

G2-P3-12-C3 854 2,859 452 1.10 0.86

Table 8: Performance of multi-agent collaboration on the EBFC task with different collaboration strategies including
Token-Accuracy Ratio. Agentqnsistent 18 the theoretical upper bound of the multi-agent systems. The best and the
second best results are in bold and underlined.
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