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Abstract

Language learners encounter a wide range of
grammar items across the beginner, intermedi-
ate, and advanced levels. To develop grammati-
cal error correction (GEC) models effectively,
it is crucial to identify which grammar items are
easier or more challenging for models to cor-
rect. However, conventional benchmarks based
on learner-produced texts are insufficient for
conducting detailed evaluations of GEC model
performance across a wide range of grammar
items due to biases in their distribution. To
address this issue, we propose a new evalua-
tion paradigm that assesses GEC models using
minimal pairs of ungrammatical and grammat-
ical sentences for each grammar item. As the
first benchmark within this paradigm, we in-
troduce the CEFR-based Targeted Syntactic
Evaluation Dataset for Grammatical Error Cor-
rection (CTSEG), which complements existing
English benchmarks by enabling fine-grained
analyses previously unattainable with conven-
tional datasets. Using CTSEG, we evaluate
three mainstream types of English GEC mod-
els: sequence-to-sequence models, sequence
tagging models, and prompt-based models. The
results indicate that while current models per-
form well on beginner-level grammar items,
their performance deteriorates substantially for
intermediate and advanced items.

1 Introduction

Grammatical error correction (GEC) is a task that
involves correcting errors in text to produce gram-
matically correct expressions. It primarily aims
to support language learners by addressing various
types of errors they make (Bryant et al., 2023). Cur-
rently, sequence-to-sequence models (Kiyono et al.,
2020; Rothe et al., 2021) and sequence tagging
models (Omelianchuk et al., 2020; Tarnavskyi et al.,
2022) are widely used in GEC, both of which have
achieved high performance. In recent years, models
leveraging instruction-based prompts (Brown et al.,

(a) Conventional evaluation datasets based on learner-
produced text: Since these datasets are not explicitly designed
for specific grammar items, they may not cover all the items
that developers intend to evaluate.

(b) A proposed evaluation dataset: Developers create dedi-
cated evaluation datasets for specific grammar items, enabling
targeted assessment of GEC models.

Figure 1: Comparison of evaluation methods: Conven-
tional vs. proposed evaluation dataset for GEC models.
Red wavy lines indicate errors for each grammar item.

2020; OpenAI et al., 2024) have also gained signifi-
cant attention in this field, demonstrating promising
results (Wu et al., 2023; Fang et al., 2023; Coyne
et al., 2023; Loem et al., 2023; Davis et al., 2024).

In GEC, learner-generated texts have tradition-
ally been used for model evaluation. The CoNLL-
2014 shared task test set (Ng et al., 2014), one of
the most widely recognized benchmarks in GEC, is
based on essays written by students at the National
University of Singapore. Similarly, the JFLEG test
set (Napoles et al., 2017), which focuses on mea-
suring correction fluency (Sakaguchi et al., 2016),
includes essays written by learners at various pro-
ficiency levels as part of English proficiency tests.
These test sets enable GEC models to be evaluated
in contexts that closely reflect real-world usage.

However, evaluating GEC models using learner-
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Dataset Sents. Refs. Error Tags CEFR Level

FCE (Yannakoudakis et al., 2011) 2,695 1 71 B1–B2
KJ (Nagata et al., 2011) 3,199 1 22 A1–A2?
CoNLL-2014 (Ng et al., 2014) 1,312 2 28 C1
AESW (Daudaravicius et al., 2016) 143,804 1 N/A C1–C2 (+Native)
JFLEG (Napoles et al., 2017) 747 4 N/A A1–C2?
BEA-2019 (Bryant et al., 2019) 4,384 5 25 A1–C2 (+Native)
GMEG (Napoles et al., 2019) 2,960 4 N/A B1–B2 (+Native)
CWEB (Flachs et al., 2020) 6,845 2 25 (Native)

CTSEG (Ours) 1,578 1–3 263 A1–B2

Table 1: A summary of English GEC evaluation datasets and other relevant datasets. A question mark (?) in the
CEFR level column indicates unknown or approximated information.

produced texts presents several challenges. For
instance, the range of grammar items that can be
assessed depends on the content of learners’ essays.
As a result, certain grammar items that developers
wish to examine (e.g., grammar item C in Figure
1a) may be absent, leaving the model’s performance
on those items unknown. From the perspective of
learner support, this is undesirable, as it may lead to
certain grammar items being introduced to learners
with suboptimal correction accuracy. Moreover,
when a single sentence contains multiple errors,
the corrections may interact with one another (Mita
and Yanaka, 2021), making it difficult to isolate
and accurately assess the model’s performance on
specific grammar items.

To address these issues, we propose integrat-
ing Targeted Syntactic Evaluation (TSE) into the
GEC evaluation framework (Figure 1b). TSE as-
sesses grammatical and syntactic knowledge by
comparing the probabilities assigned to minimal
pairs of acceptable and unacceptable sentences, en-
abling fine-grained performance evaluation across
specific linguistic phenomena (Linzen et al., 2016;
Marvin and Linzen, 2018; Warstadt et al., 2020;
Someya et al., 2024). Although TSE has tradition-
ally been used for evaluating language models, its
application to downstream tasks such as GEC is not
straightforward. However, unlike other generative
tasks, such as machine translation and summariza-
tion, GEC inherently aligns with the minimal pair
setting, where only specific parts of a sentence are
modified rather than the entire sentence. This struc-
tural similarity enables the adaptation of the TSE
concept for GEC evaluation.

Building on this framework, we introduce
the CEFR-based Targeted Syntactic Evaluation
Dataset for Grammatical Error Correction (CTSEG),
the first dataset developed under this paradigm, de-
signed to facilitate proficiency-aligned evaluations

of GEC models.1 Grounded in the CEFR (Coun-
cil of Europe, 2001), CTSEG ensures that evalua-
tions align with learner proficiency levels, provid-
ing a more structured and pedagogically relevant
assessment. By constructing minimal pairs for dif-
ferent grammar items, it enables a targeted anal-
ysis of model performance on specific grammati-
cal structures. To assess the effectiveness of our
dataset, we conducted extensive experiments on
three major types of GEC approaches: sequence-
to-sequence models, sequence tagging models, and
prompt-based models. The results reveal strengths
and weaknesses in how different approaches han-
dle specific grammatical phenomena, highlighting
limitations that conventional leaderboard-style eval-
uations fail to capture and underscoring the neces-
sity of fine-grained assessment for advancing GEC
research.

In addition, leveraging CTSEG, we conducted an
experiment to explore the applicability of prompt-
based models—an area of growing interest in re-
cent years—for learner support. Specifically, we
investigated whether such models could perform
corrections using a target grammar item specified
in the prompt, while varying the type of reference
sentence used for evaluation. The results showed
that the model was indeed capable of incorporat-
ing the specified grammar item into its corrections.
This suggests a promising feature for learners who
wish to focus on practicing specific grammar items.

2 Related Work

2.1 GEC Evaluation

Various evaluation datasets have been published
for GEC research. Table 1 lists evaluation datasets
for GEC and related resources. The CoNLL-2014

1The CTSEG dataset is publicly available at https://
github.com/SDS-NLP/CTSEG.
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shared task test set (Ng et al., 2014) is one of the
most widely used benchmarks in GEC and is based
on the NUCLE corpus (Dahlmeier et al., 2013).
The JFLEG test set (Napoles et al., 2017) was de-
veloped to assess the fluency-oriented performance
of GEC models and is based on the GUG corpus
(Heilman et al., 2014). The BEA-2019 shared task
test set (Bryant et al., 2019) is derived from the
W&I and LOCNESS corpora (Yannakoudakis et al.,
2018; Granger, 1998) and includes both learner-
written texts categorized by CEFR levels and essays
written by native speakers. All these datasets, as
well as related resources, are based on essays writ-
ten by learners or native speakers. Therefore, the
types of errors present in these evaluation datasets
are not systematically controlled. As a result, these
datasets do not necessarily include the specific
types of errors that developers need to test in GEC
models. To address this issue, we propose the cre-
ation of a controlled evaluation dataset designed to
assess GEC models on specific error types.

In GEC evaluation, error tags in evaluation
datasets can be used to assess model performance
across different error types. The CoNLL-2014 test
set includes 28 types of error tags, primarily fo-
cusing on common learner errors such as tense
and article usage. The BEA-2019 test set employs
25 types of error tags based on the ERRANT (Fe-
lice et al., 2016; Bryant et al., 2017)2 annotation
scheme. However, since it relies on rule-based
methods, its error tags are restricted to errors that
can be classified using predefined rules. As a result,
the error tags in the CoNLL-2014 and BEA-2019
test sets do not allow for a detailed performance
analysis of rare errors or those that are difficult to
categorize using rule-based methods. In contrast,
our tags offer the advantage of providing detailed
information about the target grammatical expres-
sions associated with grammatical errors.3 For in-
stance, verb tense errors, which are categorized as
a single type in both the CoNLL-2014 and BEA-
2019 test sets, are further classified into 15 subcat-
egories in our dataset, including present, present
perfect, present progressive, and present perfect
progressive. This granularity allows us to pinpoint
specific grammatical patterns where GEC systems
underperform. Thus, CTSEG enables a more precise
measurement of performance for error types that

2ERRANT is a rule-based tool that automatically identifies
error types and assigns corresponding error tags.

3A list of grammar items included in CTSEG can be found
in Appendix A.

are challenging to evaluate using existing datasets.

2.2 GEC Approaches

Recent GEC research primarily employs three
approaches: sequence-to-sequence methods, se-
quence tagging methods, and prompt-based meth-
ods. Sequence-to-sequence methods (Kiyono et al.,
2020; Rothe et al., 2021) utilize encoder-decoder
architectures, such as Transformer (Vaswani et al.,
2017), to generate corrected sentences. The in-
troduction of sequence-to-sequence methods has
substantially improved GEC model performance
compared to earlier approaches based on lan-
guage models (Gamon et al., 2008) or classifiers
(Dahlmeier and Ng, 2011). Sequence tagging
methods (Omelianchuk et al., 2020; Tarnavskyi
et al., 2022) predict edit operation tags for in-
put sentences, which are then applied to gener-
ate corrected outputs. Compared to sequence-to-
sequence methods, sequence tagging methods tend
to achieve higher precision but often exhibit lower
recall (Omelianchuk et al., 2020). Prompt-based
methods (Wu et al., 2023; Davis et al., 2024) lever-
age large language models, such as GPT-4 (OpenAI
et al., 2024), to generate corrected sentences. Com-
pared to other methods, prompt-based methods typ-
ically produce more natural and fluent corrections
(Davis et al., 2024). Additionally, modifying the
prompts allows for some degree of control over
the corrections (Loem et al., 2023). In this study,
we select and analyze a representative model from
each of these three approaches, evaluating their
performance using our newly created dataset.

3 The CTSEG Dataset

This section describes the methodology used to con-
struct CTSEG dataset designed for grammar-item-
specific evaluation.

3.1 Preliminary Preparation

This subsection provides an overview of the annota-
tors involved in creating minimal pairs and presents
the grammar item list used as evaluation criteria
for GEC models.

Annotators We recruited two experienced En-
glish teachers to create minimal pairs of ungram-
matical and grammatical sentences. Both teach-
ers have over 10 years of experience teaching En-
glish. They possess extensive expertise in coaching
English composition and grammar. These experi-
enced educators were selected to ensure that the
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ID CL Grammar Item Sentence Procedure

12 A1 Demonstrative adjective *That pants are too big. Step 2
(these/those + noun) Those pants are too big. Step 2

39 A2 Comparative (superiority) *This dictionary is most useful than the one you bought. Step 2
(more + adjective/adverb) This dictionary is more useful than the one you bought. Step 2

173 B1 Relative pronoun (nominative) *I am looking for a game what will amuse my children. Step 2
(which) I am looking for a game which will amuse my children. Step 2

I am looking for a game that will amuse my children. Step 3

175 B2 Relative pronoun (objective) *The person which I met yesterday is a doctor. Step 2
(who) The person who I met yesterday is a doctor. Step 2

The person I met yesterday is a doctor. Step 3
The person that I met yesterday is a doctor. Step 3

Table 2: Examples of minimal pairs for each grammar item. The ID column represents a unique number assigned to
each grammar item. The CL column specifies the CEFR level associated with each grammar item. An asterisk (*)
denotes an ungrammatical sentence.

ungrammatical expressions in the sentences accu-
rately reflect common student errors. Additionally,
involving multiple annotators in the sentence cre-
ation process helps mitigate potential biases in error
representation.

Grammar Items List In this study, we use the
CEFR-J Grammar Profile (Ishii and Tono, 2018)
as the grammar item list for evaluating GEC mod-
els.4 The CEFR-J Grammar Profile primarily tar-
gets grammar items taught to English learners in
Japan and incorporates insights from other estab-
lished frameworks, including the T-series (Van Ek
and Trim, 1991, 2001a,b), the Core Inventory for
General English5, and the English Grammar Pro-
file6. It defines 263 grammar items, each mapped
to a specific CEFR level (see Table 2 for examples).
The reason we chose the CEFR-J Grammar Profile
is that it defines grammar items not only based on
observations of learner errors but also on the learn-
ing objectives specified for each CEFR level. This
dual foundation makes it particularly well suited
for evaluating GEC models at specific proficiency
levels, as it allows us to assess whether a model can
handle grammar items that learners are expected to
master. Furthermore, because the grammar items
closely reflect what annotators are accustomed to
teaching, they support the creation of authentic and
pedagogically meaningful minimal pairs.

4CEFR-J is a framework adapted from CEFR for English
education in Japan. As part of the CEFR-J project, the CEFR-J
Grammar Profile was developed to provide a grammar item list
aligned with this framework. For this study, we used version
20200220 of the CEFR-J Grammar Profile.

5https://www.eaquals.org/resources/
the-core-inventory-for-general-english

6https://www.englishprofile.org/
english-grammar-profile

3.2 Construction Scheme

This subsection outlines the procedures and guide-
lines for dataset creation.

Procedures Each annotator described in Section
3.1 followed the steps below to create the dataset.
Since GEC corrections can have multiple valid
forms (Bryant and Ng, 2015; Choshen and Abend,
2018), the process involved generating both mini-
mal pairs of ungrammatical and grammatical sen-
tences as well as multiple grammatical variants for
a single ungrammatical sentence.

Step 1. Identify and understand the target gram-
mar item.

Step 2. Construct an ungrammatical sentence con-
taining an error related to the target gram-
mar item, along with its corresponding
grammatical version that correctly applies
the item.

Step 3. If alternative corrections exist, generate
additional grammatical sentences that do
not depend on the target grammar item.

Each annotator followed this procedure for every
grammar item, generating three sentence pairs per
item.7 During Step 1, if ambiguities arose regard-
ing the target grammar item, annotators and au-
thors discussed them for clarification. In contrast,
for Steps 2 and 3, each annotator worked indepen-
dently to create ungrammatical and grammatical
sentences. To ensure quality, we hired an additional

7The number of sentence pairs for each grammar item was
determined based on budgetary constraints.
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checker8, in addition to the two annotators, to as-
sess the produced text for compliance with the rules
described below and to provide feedback. Sentence
pairs deemed inappropriate by the checker were
returned to the annotators for revision, and this pro-
cess was repeated until the checker approved the
sentence pair.9

Rules To ensure the reliability of the dataset, we
established four guidelines for sentence creation.

Rule 1. Errors in ungrammatical sentences must
be limited to the target grammar item.

Rule 2. In Step 3, grammatical sentences should
be generated for all relevant correction
patterns.

Rule 3. Sentences should be simple and reflect the
writing style typically used by language
learners.

Rule 4. Within each grammar item, errors should
reflect common mistakes made by English
learners.

Since GEC errors can interact, Rule 1 prevents
unintended errors from affecting correction perfor-
mance (Mita and Yanaka, 2021). Reference-based
evaluation methods may penalize valid corrections
if they do not appear in the reference sentence
(Bryant and Ng, 2015; Choshen and Abend, 2018).
Rule 2 ensures a more comprehensive assessment
of GEC model performance. Additionally, since
GEC models are influenced by the text domain
(Napoles et al., 2019; Mita et al., 2019; Flachs
et al., 2020), Rules 3 and 4 help ensure that the
evaluation conditions closely resemble real-world
applications.10 Table 2 presents examples of actual
minimal pairs across different CEFR levels. Each
ungrammatical sentence contains only one error
related to the target grammar item. The grammati-
cal sentence in Step 2 corrects the error using the
target grammar item, while the sentences in Step
3 employ alternative correction strategies. Alter-
native corrections in Step 3 were generated only
when applicable.

8The reviewer is a certified English teacher with approxi-
mately 20 years of experience in developing educational mate-
rials for middle and high school English language learners.

9Approximately 29% of the sentence pairs were returned
to the annotators by the checker at least once for revision.

10In this study, we developed CTSEG following the conven-
tions of American English typically taught to English learners.

Figure 2: Edit coverage of each test/dev set relative to
BEA-train, computed by varying the frequency thresh-
old and retaining only edits that appear in BEA-train at
or above that threshold.

Post-processing To prepare the dataset for GEC
model evaluation, we applied the following post-
processing steps. First, we tokenized all sentences
using the spaCy toolkit (Honnibal and Montani,
2017). Second, we converted the dataset into M2

format using ERRANT.11 Finally, we divided the
resulting M2 file into separate files for each gram-
mar item. These M2 files will be publicly available
for research purposes.

3.3 Edit Coverage
In this study, experienced English teachers created
erroneous sentences to mimic common learner er-
rors, which were then carefully reviewed by an
independent checker. This section investigates
the extent to which such artificially constructed
errors overlap with those found in actual learner
corpora. Specifically, we analyze how many of
the edits in CTSEG overlap with those in BEA-
train—a learner corpus consisting of FCE, the
Lang-8 Corpus (Mizumoto et al., 2011), NUCLE,
and W&I+LOCNESS, containing 564,684 sen-
tence pairs. The overlap between CTSEG and BEA-
train, referred to as edit coverage, is calculated as
follows:

Edit coverage :=
|ECTSEG ∩ EBEA-train|

|ECTSEG|
(1)

Here, ECTSEG denotes the set of edits in CTSEG, and
EBEA-train denotes the set of edits in BEA-train.

Figure 2 presents the edit coverage for CTSEG.
For comparison, we also measured the edit cover-
age of CoNLL-2014 and BEA-dev using the same

11We use ERRANT only to convert the data into M2 format
for evaluation with the M2 scorer (Dahlmeier and Ng, 2012).
In the experiments, we evaluate each individual M2 file based
on CTSEG error categories rather than ERRANT labels.
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method. To focus on more frequently occurring er-
rors, we applied a frequency threshold to the edits
in BEA-train. A threshold of 1 includes all ed-
its, while a threshold of 2 includes only those that
appear at least twice. As shown in Figure 2, ap-
proximately 60% of the edits in CTSEG also appear
at least once in BEA-train. This ratio is comparable
to those of CoNLL-2014 and BEA-dev, indicating
that CTSEG effectively mimics learner-like errors.
Furthermore, even as the frequency threshold in-
creases, the edit coverage of CTSEG remains similar
to that of CoNLL-2014 and BEA-dev. This sug-
gests that CTSEG captures frequent edits typical of
actual learner corpora.

3.4 Comparing Datasets

Table 1 summarizes the dataset statistics, includ-
ing its size, the number of reference sentences, the
number of error tag types, and CEFR levels. Our
dataset contains a comparable number of sentences
to the CoNLL-2014 shared task test set, a widely
used GEC benchmark. Moreover, each ungrammat-
ical sentence is assigned up to three grammatical
reference sentences when necessary. A notable
distinction of our dataset is its large number of
error tags, totaling 263, which reflects its founda-
tion in the CEFR-J Grammar Profile. Additionally,
our dataset covers grammar items from CEFR lev-
els A1 to B2, aligning with CEFR-J. However, it
does not yet include C1 or C2-level grammar items,
highlighting the need for future expansion.

To compare correction tendencies, we analyze
the distribution of edit distances (Levenshtein,
1966) across datasets. Figure 3 shows word-level
edit distance distributions for CTSEG, the CoNLL-
2014 test set, and the JFLEG test set.12 We use
the first target sentence in each dataset as the ref-
erence. CoNLL-2014 follows a minimal edit ap-
proach, while JFLEG focuses on fluency edits. Fig-
ure 3 shows that CTSEG has a smaller edit distance
than CoNLL-2014, as it targets one error per sen-
tence, allowing for item-specific evaluation. Since
real-world sentences often contain multiple errors,
existing benchmarks better reflect practical GEC
conditions. Thus, depending on the evaluation goal,
CTSEG and existing benchmarks can be used sepa-
rately or together.

12Appendix B shows example sentence pairs from CTSEG
for each word-level edit distance.

Figure 3: Distribution of word-level edit distances be-
tween source and target sentences across datasets.

4 Experiments

4.1 GEC Models

As mentioned in Section 2.2, current GEC research
is primarily guided by three main paradigms. For
our experiments, we selected representative models
from each paradigm, as detailed below.

Transformer This model follows an encoder-
decoder architecture (Vaswani et al., 2017). We
used the Transformer-based model proposed by
Kiyono et al. (2020), pre-trained on 70 million
pseudo data and fine-tuned on real data.13 Previous
studies (Kiyono et al., 2020; Kaneko et al., 2020)
have shown that this paradigm generally achieves
higher recall than sequence tagging models like
GECToR (Omelianchuk et al., 2020).

GECToR This model is based on a sequence
tagging architecture. We adopted the model pro-
posed by Omelianchuk et al. (2020), which em-
ploys approximately 5,000 tags, and RoBERTa (Liu
et al., 2019) for tag prediction.14 Prior research
(Omelianchuk et al., 2020; Tarnavskyi et al., 2022)
has demonstrated that sequence tagging models
generally achieve higher precision than encoder-
decoder architectures.

GPT-4 This model is a large language model
(LLM) that generates corrections based on prompts.
We used GPT-4 (OpenAI et al., 2024)15, developed
by OpenAI16. A key characteristic of GPT-4 is that
its output varies based on prompt design (Coyne
et al., 2023; Loem et al., 2023; Davis et al., 2024).
For this study, we employed the English teacher

13https://github.com/butsugiri/gec-pseudodata
14https://github.com/grammarly/gector
15gpt-4-0613
16https://openai.com
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prompt from Davis et al. (2024), which achieved
the highest performance in their study.17

4.2 Evaluation
We evaluate model performance using our dataset,
considering two types of scores: overall scores and
individual scores. Overall scores aggregate gram-
mar item scores across the dataset or by CEFR
level, providing insights into general correction
trends in GEC models. In contrast, individual
scores assess performance for each grammar item
separately, enabling a fine-grained analysis of a
model’s ability to correct specific grammatical er-
rors. The choice between overall and individual
scores depends on the evaluation objective.

The core contribution of our evaluation paradigm
lies in individual scores, which allow for a de-
tailed analysis of model performance across spe-
cific grammatical items. This level of granular-
ity is essential for diagnosing strengths and weak-
nesses that remain hidden in conventional aggre-
gate evaluations. Since our evaluation paradigm
is designed to complement rather than replace
existing leaderboard-style evaluations, our primary
focus is on assessing how accurately models cor-
rect specific grammatical items. While conven-
tional evaluations offer a broad assessment of over-
all model capability, our approach enables a more
targeted analysis by examining correction accuracy
at the individual grammar item level.

To compute these scores, we use the M2 scorer
(Dahlmeier and Ng, 2012). For overall evaluation,
we report Precision, Recall, and F0.5, whereas for
individual evaluation, we focus on Recall, as it di-
rectly measures the extent to which the targeted
errors are corrected. By integrating both overall
and individual evaluations, our framework provides
a comprehensive perspective on GEC model per-
formance, balancing general correction trends with
fine-grained linguistic insights.

4.3 Results
Overall Scores Table 3 summarizes model per-
formance across the entire dataset and by CEFR
level. GPT-4 outperforms both Transformer and
GECToR across all metrics. Consistent with previ-
ous studies (Omelianchuk et al., 2020; Tarnavskyi
et al., 2022), Transformer achieves relatively high
recall, reflecting its strength in covering a broad
range of errors. GECToR demonstrates higher

17For specific prompts, see the first row of Table 12 in
Appendix C.

GEC Model Category P R F0.5

Transformer ALL 76.81 77.25 76.53
A1 78.91 79.52 78.74
A2 79.41 81.75 79.58
B1 80.42 79.25 79.79
B2 69.63 70.34 69.35

GECToR ALL 79.83 57.83 71.66
A1 85.11 60.42 75.07
A2 84.80 63.80 77.79
B1 78.42 57.44 70.42
B2 73.75 52.19 66.15

GPT-4 ALL 83.47 85.29 83.64
A1 85.68 86.48 85.68
A2 85.05 86.81 85.22
B1 86.36 87.78 86.49
B2 77.64 80.74 78.00

Table 3: Overall scores for each GEC model. The values
represent macro-average scores for grammar items in
each category. Darker shades of red indicate lower
scores.

precision, which aligns with its sequence tagging-
based architecture. Regarding CEFR-level per-
formance, all models exhibit notably lower per-
formance at the B2 level compared to other lev-
els. This suggests that complex grammar items at
this level pose greater challenges for GEC mod-
els. While overall scores reveal general trends, the
following analysis of individual scores focuses on
specific grammar items where performance is par-
ticularly weak.

Individual Scores Table 4 presents the five gram-
mar items with the lowest average recall for each
CEFR level. The results demonstrate that GEC
model performance varies across different gram-
mar items. For example, for the grammar item “Im-
perative sentences (general verb),” GPT-4 achieves
a recall of 83.33, whereas GECToR’s recall is 0.
Beyond this specific grammar item, GECToR also
fails to correct errors in other cases, with 8 out of
263 grammar items receiving no corrections at all.
This limitation could not be identified using con-
ventional benchmarks, highlighting the advantage
of our proposed CTSEG benchmark.

Table 4 also indicates that certain grammar items,
such as questions and imperative sentences, are
hard to correct across the representative models.
These grammar items are rarely used in existing
benchmarks, such as the CoNLL-2014 test set, due
to the nature of their content. As a result, despite
their low performance, these grammar items have
been largely underlooked in existing benchmarks.
To enhance the effectiveness of GEC models in sup-
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ID CL Grammar Item Transformer GECToR GPT-4 Avg.

168 A1 Present participle modifying a noun (pre-position) 50.00 0.00 66.67 38.89
241 A1 Interrogative sentence (Which . . .?) 50.00 33.33 50.00 44.44
117 A1 Imperative sentences (general verb) 66.67 0.00 83.33 50.00
263 A1 Functional interrogative (What about . . .?) 57.14 42.86 57.14 52.38

25 A1 Indefinite pronoun (supportive word “ones”) 33.33 66.67 66.67 55.56

244 A2 Interrogative sentence (Whose + noun . . .?) 16.67 16.67 66.67 33.33
243 A2 Interrogative sentence (Whose . . .?) 30.00 10.00 60.00 33.33
191 A2 Exclamatory sentence (How alone) 50.00 16.67 50.00 38.89
118 A2 Emphasis in affirmative imperative sentences with do 50.00 50.00 50.00 50.00
179 A2 Omission of relative pronoun (objective) 50.00 50.00 66.67 55.56

30 B1 Pronoun (the other/others) 16.67 33.33 50.00 33.33
116 B1 Imperative sentences (be verb) 33.33 0.00 66.67 33.33

45 B1 so + adjective/adverb + (that) clause 57.14 0.00 57.14 38.10
220 B1 as if/though + subjunctive past 50.00 16.67 50.00 38.89
184 B1 Preposition + relative pronoun 66.67 16.67 50.00 44.44

214 B2 Participial construction (past participle at the beginning) 16.67 0.00 33.33 16.67
182 B2 Pseudo-relative pronoun (as) 28.57 0.00 50.00 26.19
213 B2 Participial construction (present participle at the beginning) 42.86 14.29 28.57 28.57

80 B2 Passive voice (future continuous) 41.67 16.67 41.67 33.33
218 B2 wish + subjunctive past 33.33 33.33 33.33 33.33

Table 4: Recall for each grammar item across GEC models. For each CEFR level, the five grammar items with the
lowest average recall were selected.

porting language learners, future research should
focus on improving the performance of these un-
derrepresented grammar items.

5 Leveraging GPT-4 to Support
Language Learners

In the previous section, we found that the perfor-
mance of GEC models is low for certain grammar
items. In this section, we examine whether incor-
porating grammar item information into prompts
enhances GPT-4’s performance, assuming that it
will be used to assist language learners. Addition-
ally, we investigate whether specifying grammar
items enables GPT-4 to refine its corrections to
ensure the inclusion of the target grammar items.

5.1 Motivation

An example application of GEC models is support-
ing learners in verifying a specific grammar item
they are striving to master. For instance, after learn-
ing relative pronouns in class, a learner writes a
sentence using a relative pronoun and inputs it into
a GEC model to check whether it is used correctly.
In such cases, it is reasonable to assume that in-
formation about the target grammar item can be
integrated into the prompts. Furthermore, from the
perspective of learner support, the model should
not only correct errors but also ensure that the target
grammar item is preserved in the correction. How-
ever, since GEC models often allow for multiple

valid corrections, the learner’s intended grammar
item may not always be present in the output.

To address this issue, we investigate whether
modifying the prompt enhances GPT-4’s perfor-
mance and enables it to generate corrections that
explicitly include the target grammar item. This ex-
periment assumes a scenario in which the learner’s
target grammar item is predetermined, as described
in the use case above. Therefore, we hypothesize
that explicitly incorporating information about the
target grammar item into the prompt can effectively
guide GPT-4’s output.

5.2 Settings

Prompts We evaluate two types of prompts:
a baseline prompt and a grammar-item-guided
prompt. The baseline prompt, adapted from Davis
et al. (2024) and used in Section 4, allows GPT-
4 to generate corrections without imposing any
constraints on grammar item usage. In contrast,
the grammar-item-guided prompt explicitly speci-
fies the target grammar item that the learner aims
to practice.18 By explicitly guiding GPT-4, this
prompt encourages the model to prioritize correc-
tions that incorporate the specified grammar item.

Evaluation In addition to standard metrics, we
introduce a novel metric called targeted recall to

18For specific prompts, see the second row of Table 12 in
Appendix C.
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Sentence (target grammar item: “Participial construction (present participle at the beginning)”) Perplexity

Source The boy seeing me , he ran away . 289.48
Baseline prompt (same as a reference at Step 3) When the boy saw me, he ran away . 23.59
Grammar-item-guided prompt (same as a reference at Step 2) Seeing me , the boy ran away . 42.50

Table 5: Example outputs for each prompt with the target grammar item.

evaluate whether GEC models’ corrections incor-
porate the target grammar item. Specifically, we
assess the model using only the grammatical sen-
tences generated in Step 2 of the dataset construc-
tion procedure as reference sentences. Since Step
2 involves generating grammatical sentences that
explicitly include the target grammar item, this
evaluation allows us to quantify the extent to which
the model adheres to the target grammar item con-
straint in its corrections.

5.3 Results

Table 6 presents the evaluation results for each
prompt. Single Ref refers to the evaluation us-
ing only grammatical sentences that include the
target grammar item, while All Ref refers to the
evaluation using all grammatical sentences. As
shown in Table 6, GPT-4’s performance improves
when incorporating the target grammar item into
the prompt. The baseline prompt achieves a recall
of 78.33 when evaluated against grammar-item-
specific references, whereas explicitly specifying
the target grammar item in the prompt increases
recall to 91.67.

Table 5 provides output examples from each
prompt along with sentence perplexity scores. With
the baseline prompt, GPT-4 generates fluent cor-
rections but does not necessarily include the target
grammar item. In contrast, when the target gram-
mar item is explicitly specified in the prompt, GPT-
4 produces corrections incorporating the specified
grammar item, albeit with slightly higher perplex-
ity. This outcome aligns with language learners’
needs, as it ensures that their intended grammar
practice is reinforced in the corrected output. These
results demonstrate that prompt engineering is an
effective approach for controlling GPT-4’s output
in grammar-focused learning applications.

6 Conclusions

In this study, we proposed integrating TSE into the
GEC evaluation framework. As the first evalua-
tion dataset based on TSE, we developed CTSEG to
facilitate proficiency-aligned evaluations of GEC

Prompt Single Ref All Ref

Baseline 78.33 85.29
Grammar-item-guided 91.67 94.02

∆ +13.34 +8.73

Table 6: Targeted recall of GPT-4 for each prompt.

models. CTSEG is a relatively small dataset, with
a size comparable to that of CoNLL-2014 and JF-
LEG. Nevertheless, as shown in Table 4, CTSEG suc-
cessfully reveals model-specific weaknesses that
are not easily captured by existing benchmarks,
even with its limited size. These findings highlight
the distinct capabilities and limitations of different
models, thereby offering valuable insights for fu-
ture development and evaluation of GEC systems.

We hope that CTSEG will be used alongside ex-
isting benchmarks. CTSEG enables fine-grained
analysis of model weaknesses, making it a valu-
able resource for comprehensive GEC evaluation.
For future work, given that manual dataset cre-
ation is resource-intensive, we plan to explore auto-
mated generation methods—including rule-based
approaches and data augmentation using large lan-
guage models—to enhance scalability. In addition,
we aim to investigate the extent to which humans
can correct errors made by annotators in CTSEG.
This investigation will help determine whether the
errors that GEC models fail to correct can instead
be corrected by humans, or whether they are in-
herently difficult for both models and humans to
address. We believe that this analysis will provide
valuable insights for advancing GEC research.

Limitations

Dataset Size Limitation One limitation of this
study is the relatively small number of minimal
pairs per grammar item. In this study, minimal
pairs were manually created by two English teach-
ers to ensure high-quality evaluation data that ad-
hered to the rules outlined in Section 3.2. To con-
struct larger and more reliable evaluation datasets
in the future, it is essential to explore methods for
automating the generation of minimal pairs.
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Error Operation Ratio Limitation One limita-
tion of CTSEG is that it does not control the ratio of
error operations (i.e., Missing, Replacement, Un-
necessary). As a result, the distribution of error
operations may differ from that of existing test
sets, such as CoNLL-2014 and BEA-2019. In this
study, we deliberately chose not to control the op-
eration ratio in order to reduce the burden on anno-
tators and to allow for the creation of more natural,
learner-like errors. However, Davis et al. (2024)
has shown that GEC model performance can vary
depending on the type of error operation, suggest-
ing that evaluation at the operation level is impor-
tant for GEC research. To enable more fine-grained
analysis, it would be desirable in future work to
construct test sets in which the distribution of error
operations is explicitly controlled for each gram-
mar item.

Language Limitation In this study, we con-
structed a dataset for English to facilitate the eval-
uation of GEC models at the grammar item level.
However, GEC research has also been conducted in
languages such as Chinese (Tang et al., 2023; Yang
and Quan, 2024) and Russian (Rozovskaya and
Roth, 2019; Palma Gomez and Rozovskaya, 2024),
where learner-produced texts are utilized in a simi-
lar manner to English. Therefore, grammar-item-
specific evaluation datasets can also be developed
for languages other than English.

Ethical Considerations

We collaborated with an annotation company to cre-
ate our evaluation dataset. Through this company,
we provided appropriate compensation to two En-
glish teachers and a reviewer. Specifically, each En-
glish teacher received 300 yen per sentence, while
the reviewer was compensated 50 yen per sentence.
Including fees and commissions, the total cost of
dataset production amounted to approximately 1.5
million yen, exceeding the average wage in Japan.
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Appendix

A CTSEG Error Categories and GEC
Model Performance

The CTSEG error categories and the recall scores
of each GEC model are presented in Tables 7–10.
Compared to ERRANT, CTSEG provides a signif-
icantly more fine-grained classification of gram-
matical errors. For example, ERRANT’s broad
categories—such as VERB:TENSE or DET (determin-
ers)—group together a variety of learner errors. In
contrast, CTSEG, based on the CEFR-J Grammar
Profile, breaks these down into more specific con-
structions. ERRANT’s VERB:TENSE category, for
instance, may map to several CTSEG items such as
“present,” “past,” or “future.” Likewise, DET may
correspond to more specific categories in CTSEG
like “a/an/the,” “some/any,” and “no.”

However, it is difficult to fully map the CEFR-
J-based error categories in CTSEG to ERRANT’s
error types due to fundamental differences in their
design goals. CTSEG is pedagogically motivated
and structured around what learners are expected
to acquire at each proficiency level, whereas ER-
RANT is error-oriented and curriculum-agnostic.
As a result, many CTSEG categories lack clear coun-
terparts in ERRANT, making one-to-one mapping
between the two frameworks challenging.

B Example Sentence Pairs by Edit
Distance

Table 11 presents example sentence pairs corre-
sponding to each word-level edit distance. Because
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CTSEG instructs annotators to create minimal pairs,
the edit distance is often between 1 and 2, as shown
in Figure 3. However, depending on the grammar
item, it can range from 3 to 5, as also illustrated in
Table 11.

C Prompt for GPT-4

The prompts used for GPT-4 in the experiment are
shown in Table 12.

21121



ID CL Grammar Item Transformer GECToR GPT-4 Avg.

1 A1 Personal pronoun (nominative case) (I) + be: I am 83.33 66.67 100.00 83.33
2 A1 Personal pronoun (nominative case) (you) + be: You are 100.00 100.00 100.00 100.00
3 A1 Personal pronoun (nominative case) (he/she) + be: He/She is 66.67 83.33 100.00 83.33
4 A1 Personal pronoun (nominative case) (we) + be: We are 100.00 83.33 100.00 94.44
5 A1 Personal pronoun (nominative case) (they) + be: They are 83.33 50.00 83.33 72.22
6 A1 Personal pronoun (possessive case): my/our/your/her/their 71.43 71.43 100.00 80.95
7 A1 Personal pronoun (objective case): me/us/him/her/them 100.00 66.67 83.33 83.33
8 A1 Demonstrative pronoun (this/that) + be: This/That is 75.00 75.00 100.00 83.33
9 A1 Demonstrative pronoun (these/those) + be: These/Those are 85.71 57.14 85.71 76.19

10 A1 Demonstrative pronoun (it) + be: It is 87.50 28.57 62.50 59.52
11 A1 Demonstrative adjective (this/that + noun) 62.50 28.57 100.00 63.69
12 A1 Demonstrative adjective (these/those + noun) 100.00 62.50 100.00 87.50
13 A1 Indefinite article 100.00 66.67 83.33 83.33
14 A1 Definite article 83.33 33.33 66.67 61.11
15 A1 Determiner (some/any) 83.33 50.00 100.00 77.78
16 A1 Determiner (no) 90.00 37.50 100.00 75.83
17 A1 Determiner (another) 85.71 50.00 100.00 78.57
18 A1 much + uncountable noun 100.00 42.86 100.00 80.95
19 A2 little + uncountable noun 83.33 33.33 83.33 66.67
20 A2 few + plural noun 83.33 66.67 85.71 78.57
21 A2 Prepositions 100.00 83.33 100.00 94.44
22 A1 Possessive pronouns 100.00 66.67 100.00 88.89
23 A2 Reflexive pronouns 62.50 37.50 87.50 62.50
24 A1 Indefinite pronouns (-thing/-one/-body) 71.43 42.86 85.71 66.67
25 A1 Indefinite pronoun (supportive word "ones") 33.33 66.67 66.67 55.56
26 A2 Indefinite pronoun (none) 87.50 25.00 100.00 70.83
27 B1 Reciprocal pronoun (each other) 100.00 57.14 83.33 80.16
28 B1 Reciprocal pronoun (one another) 75.00 42.86 77.78 65.21
29 B1 Pronoun (others) (excluding "the others") 100.00 50.00 83.33 77.78
30 B1 Pronoun (the other/others) 16.67 33.33 50.00 33.33
31 A2 -thing + adjective 100.00 66.67 100.00 88.89
32 A2 Adverb (frequency) 57.14 42.86 71.43 57.14
33 B1 Adverb (emphasis) 100.00 37.50 100.00 79.17
34 B2 Adverb (manner) 42.86 28.57 71.43 47.62
35 B1 Adverb (negation) 100.00 44.44 100.00 81.48
36 B1 Adverb (quasi-negation) 66.67 33.33 88.89 62.96
37 A2 Comparison of equality (as + adjective/adverb + as) 83.33 50.00 100.00 77.78
38 A1 Comparative (superiority) (-er) (including irregular forms like "better") 88.89 55.56 88.89 77.78
39 A2 Comparative (superiority) (more + adjective/adverb) 100.00 83.33 100.00 94.44
40 A1 Superlative (superiority) (-est) (including irregular forms like "best") 100.00 57.14 100.00 85.71
41 A2 Superlative (superiority) (most + adjective/adverb) 100.00 66.67 83.33 83.33
42 B1 Comparative (inferiority) 66.67 37.50 83.33 62.50
43 B1 Adjective/adverb + enough 100.00 28.57 100.00 76.19
44 B1 too + adjective/adverb + to-infinitive 100.00 66.67 100.00 88.89
45 B1 so + adjective/adverb + (that) clause 57.14 0.00 57.14 38.10
46 B1 such (+a/an) + adjective + noun 100.00 66.67 100.00 88.89
47 B1 so + adjective + a/an + noun 100.00 33.33 100.00 77.78
48 B1 too + adjective + a/an + noun 71.43 0.00 90.91 54.11
49 B1 Comparative and comparative (same comparative) 45.45 18.18 100.00 54.55
50 B2 the + comparative (...), the + comparative 88.89 44.44 88.89 74.07
51 B1 Emphasis of comparative (e.g., even) 85.71 55.56 83.33 74.87
52 B1 Emphasis of superlative (e.g., by far) 50.00 37.50 62.50 50.00
53 B1 Emphasis with do/does 33.33 50.00 83.33 55.56
54 B1 Emphasis with did 83.33 50.00 83.33 72.22
55 B2 Phrasal verbs (verb + particle) 85.71 14.29 100.00 66.67
56 B2 Phrasal verbs (verb + noun phrase/pronoun + particle) 83.33 50.00 83.33 72.22
57 B2 Phrasal verbs (verb + particle + preposition + noun phrase/pronoun) 83.33 50.00 100.00 77.78
58 A1 Tense/aspect (present) (be verb) 57.14 57.14 85.71 66.67
59 A1 Tense/aspect (present) (general verb, except third-person singular) 100.00 100.00 83.33 94.44
60 A1 Tense/aspect (present) (general verb, third-person singular) 100.00 57.14 100.00 85.71
61 A1 Tense/aspect (present continuous) 71.43 71.43 71.43 71.43
62 A2 Tense/aspect (present perfect) 66.67 50.00 100.00 72.22
63 B2 Tense/aspect (present perfect continuous) 100.00 66.67 100.00 88.89
64 A1 Tense/aspect (past) (be verb) 83.33 83.33 83.33 83.33
65 A1 Tense/aspect (past) (general verb) 100.00 100.00 100.00 100.00
66 A2 Tense/aspect (past continuous) 100.00 100.00 100.00 100.00
67 B1 Tense/aspect (past perfect) 66.67 66.67 83.33 72.22
68 B2 Tense/aspect (past perfect continuous) 50.00 16.67 66.67 44.44
69 A1 Tense/aspect (future) 66.67 33.33 66.67 55.56
70 B1 Tense/aspect (future continuous) 50.00 83.33 83.33 72.22
71 B2 Tense/aspect (future perfect) 50.00 83.33 100.00 77.78
72 B2 Tense/aspect (future perfect continuous) 33.33 50.00 83.33 55.56
73 A1 Passive voice (present) 100.00 100.00 100.00 100.00
74 B2 Passive voice (present continuous) 100.00 66.67 83.33 83.33
75 B2 Passive voice (present perfect) 83.33 100.00 100.00 94.44
76 A2 Passive voice (past) 83.33 50.00 90.00 74.44
77 B2 Passive voice (past continuous) 66.67 50.00 50.00 55.56
78 B2 Passive voice (past perfect) 33.33 33.33 100.00 55.56
79 B1 Passive voice (future) 100.00 100.00 100.00 100.00
80 B2 Passive voice (future continuous) 41.67 16.67 41.67 33.33

Table 7: Recall for each grammar item (ID1–ID80) across GEC models.
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ID CL Grammar Item Transformer GECToR GPT-4 Avg.

81 B2 Passive voice (future perfect) 66.67 66.67 83.33 72.22
82 B1 Passive voice (modal verbs) 100.00 85.71 100.00 95.24
83 B2 Passive voice (modal verbs + continuous) 50.00 40.00 66.67 52.22
84 B2 Passive voice (modal verbs + perfect) 100.00 100.00 100.00 100.00
85 B2 Passive voice (give/pass/send/show/teach/tell with indirect object as subject) 54.55 54.55 72.73 60.61
86 B2 Passive voice (give/pass/send/show/teach/tell with direct object as subject) 100.00 83.33 83.33 88.89
87 B1 get + past participle 100.00 83.33 100.00 94.44
88 A2 to-infinitive (to DO) 100.00 75.00 100.00 91.67
89 B1 Negative form of to-infinitive (not to DO) 83.33 83.33 83.33 83.33
90 B2 Perfect to-infinitive 83.33 66.67 50.00 66.67
91 B2 Passive to-infinitive 50.00 50.00 50.00 50.00
92 B2 Perfect passive to-infinitive 100.00 100.00 83.33 94.44
93 B1 to-infinitive with logical subject 71.43 37.50 60.00 56.31
94 B1 -thing + to-infinitive 100.00 100.00 100.00 100.00
95 B2 in order to DO 71.43 42.86 85.71 66.67
96 B2 in order not to DO 71.43 57.14 100.00 76.19
97 B2 so as to DO 83.33 85.71 100.00 89.68
98 B2 so as not to DO 85.71 28.57 85.71 66.67
99 B1 be to DO 85.71 33.33 57.14 58.73

100 B2 be about to DO 100.00 66.67 100.00 88.89
101 A2 Verb + to-infinitive 100.00 100.00 100.00 100.00
102 B1 Verb + not + to-infinitive 100.00 14.29 100.00 71.43
103 A1 Verb + object + to-infinitive 100.00 83.33 100.00 94.44
104 B2 Verb + object + not + to-infinitive 70.00 0.00 66.67 45.56
105 A2 Verb -ing form 83.33 66.67 83.33 77.78
106 B2 not + verb -ing form 50.00 16.67 66.67 44.44
107 B2 having + past participle 50.00 50.00 83.33 61.11
108 B2 being + past participle 50.00 66.67 100.00 72.22
109 B2 having been + past participle 33.33 66.67 66.67 55.56
110 A1 Preposition + verb -ing form 83.33 83.33 83.33 83.33
111 B2 Gerund with logical subject (possessive pronoun) 66.67 50.00 100.00 72.22
112 A2 Verb + verb -ing form 83.33 83.33 83.33 83.33
113 B2 Verb + not + verb -ing form 83.33 66.67 83.33 77.78
114 A2 Verb + object + verb -ing form 66.67 50.00 83.33 66.67
115 B2 Verb + object + not + verb -ing form 42.86 42.86 87.50 57.74
116 B1 Imperative sentences (be verb) 33.33 0.00 66.67 33.33
117 A1 Imperative sentences (general verb) 66.67 0.00 83.33 50.00
118 A2 Emphasis in affirmative imperative sentences with do 50.00 50.00 50.00 50.00
119 A1 Please + affirmative imperative sentence 83.33 85.71 55.56 74.87
120 A1 Let’s 75.00 62.50 75.00 70.83
121 B1 Modal verbs (be able to) 100.00 66.67 100.00 88.89
122 A2 Modal verbs (be going to) 100.00 83.33 83.33 88.89
123 A2 Modal verbs (can) 100.00 85.71 100.00 95.24
124 B1 Modal verbs (could) 71.43 100.00 100.00 90.48
125 B2 Modal verbs (dare (to)) 42.86 28.57 71.43 47.62
126 B1 Modal verbs (had better) 75.00 28.57 85.71 63.10
127 A2 Modal verbs (have to) 100.00 100.00 100.00 100.00
128 B1 Modal verbs ((have) got to) 57.14 71.43 85.71 71.43
129 B1 Modal verbs (may) 33.33 50.00 83.33 55.56
130 B2 Modal verbs (may as well) 50.00 33.33 66.67 50.00
131 B2 Modal verbs (may well) 66.67 66.67 83.33 72.22
132 B1 Modal verbs (might) 100.00 66.67 100.00 88.89
133 B1 Modal verbs (might as well) 100.00 50.00 100.00 83.33
134 B2 Modal verbs (might well) 77.78 66.67 66.67 70.37
135 B1 Modal verbs (must) 100.00 83.33 100.00 94.44
136 A2 Modal verbs (need (to)) 85.71 57.14 71.43 71.43
137 B1 Modal verbs (ought to) 100.00 100.00 100.00 100.00
138 B1 Modal verbs (shall) 83.33 83.33 100.00 88.89
139 B1 Modal verbs (should) 100.00 100.00 100.00 100.00
140 B1 Modal verbs (used to) 83.33 66.67 83.33 77.78
141 A2 Modal verbs (will) 66.67 57.14 66.67 63.49
142 B1 Modal verbs (would) 100.00 57.14 100.00 85.71
143 B1 Modal verbs (would rather) 100.00 83.33 83.33 88.89
144 B1 Modal verbs + continuous 50.00 50.00 50.00 50.00
145 B2 Modal verbs + perfect 100.00 100.00 100.00 100.00
146 A1 There of existence (There + be) 100.00 50.00 100.00 83.33
147 B1 There of existence (perfect) 100.00 66.67 100.00 88.89
148 B1 There of existence (modal verbs) 57.14 42.86 71.43 57.14
149 A1 Here of existence (Here is/are) 57.14 57.14 57.14 57.14
150 A1 Coordinating conjunctions 71.43 66.67 71.43 69.84
151 B2 that-clause (appositive) 83.33 66.67 100.00 83.33
152 A1 that-clause (object) 85.71 71.43 85.71 80.95
153 B1 wh-clause (object) (excluding "whether") 100.00 85.71 85.71 90.48
154 B1 whether-clause 66.67 33.33 77.78 59.26
155 A1 Adverbial clause (when) 83.33 83.33 100.00 88.89
156 A2 Adverbial clause (if) 83.33 50.00 83.33 72.22
157 A2 Adverbial clause (as) 90.00 30.00 60.00 60.00
158 B1 Adverbial clause (as soon as) 100.00 25.00 100.00 75.00
159 B1 Adverbial clause (by the time) 100.00 100.00 100.00 100.00
160 B1 Adverbial clause (so that) 62.50 66.67 100.00 76.39

Table 8: Recall for each grammar item (ID81–ID160) across GEC models.
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ID CL Grammar Item Transformer GECToR GPT-4 Avg.

161 B1 Subordinate clauses (main subordinating conjunctions other than as/if/that/when/whether) 66.67 50.00 83.33 66.67
162 A1 Omission of that in subordinate clauses (e.g., hope/know/think) 66.67 66.67 83.33 72.22
163 A2 It as a formal subject + to-infinitive 85.71 57.14 100.00 80.95
164 B2 It as a formal object + to-infinitive 100.00 100.00 100.00 100.00
165 B1 It as a formal subject + that-clause 71.43 33.33 85.71 63.49
166 B1 It as a formal object + that-clause 60.00 77.78 85.71 74.50
167 B1 wh-word + to-infinitive 66.67 66.67 83.33 72.22
168 A1 Present participle modifying a noun (pre-position) 50.00 0.00 66.67 38.89
169 A1 Present participle modifying a noun (post-position) 75.00 83.33 100.00 86.11
170 A1 Past participle modifying a noun (pre-position) 57.14 33.33 85.71 58.73
171 A1 Past participle modifying a noun (post-position) 85.71 85.71 100.00 90.48
172 B1 Relative pronoun (nominative) (who) 100.00 83.33 100.00 94.44
173 B1 Relative pronoun (nominative) (which) 100.00 50.00 100.00 83.33
174 B1 Relative pronoun (nominative) (that) 50.00 33.33 50.00 44.44
175 B2 Relative pronoun (objective) (who) 100.00 83.33 100.00 94.44
176 B2 Relative pronoun (objective) (whom) 100.00 50.00 100.00 83.33
177 B2 Relative pronoun (objective) (which) 100.00 66.67 100.00 88.89
178 B2 Relative pronoun (objective) (that) 83.33 50.00 83.33 72.22
179 A2 Omission of relative pronoun (objective) 50.00 50.00 66.67 55.56
180 B1 Relative pronoun (possessive) 100.00 50.00 100.00 83.33
181 B1 Relative pronoun (non-restrictive clause) 83.33 66.67 83.33 77.78
182 B2 Pseudo-relative pronoun (as) 28.57 0.00 50.00 26.19
183 A2 Compound relative pronoun (what) 83.33 66.67 83.33 77.78
184 B1 Preposition + relative pronoun 66.67 16.67 50.00 44.44
185 A2 Relative adverb (with antecedent) 83.33 50.00 83.33 72.22
186 B1 Relative adverb (without antecedent) 83.33 66.67 83.33 77.78
187 B1 Relative adverb (non-restrictive clause) 66.67 66.67 83.33 72.22
188 B2 wh-ever 50.00 50.00 83.33 61.11
189 B1 Preposition stranding in relative clauses 71.43 71.43 81.82 74.89
190 A2 Exclamatory sentence (How + adjective/adverb) 100.00 42.86 85.71 76.19
191 A2 Exclamatory sentence (How alone) 50.00 16.67 50.00 38.89
192 A2 Exclamatory sentence (What) 71.43 71.43 71.43 71.43
193 B1 Tag question (following affirmative sentence) 57.14 28.57 100.00 61.90
194 A2 S + V 66.67 66.67 66.67 66.67
195 B1 S + V (become/feel/go/look/seem/sound) + C (adjective) 100.00 66.67 100.00 88.89
196 A2 S + V + O 100.00 85.71 100.00 95.24
197 B1 S + V (give/pass/send/show/teach/tell) + indirect object + direct object 100.00 87.50 100.00 95.83
198 B1 S + V (give/pass/send/show/teach/tell) + direct object + to + indirect object 100.00 71.43 100.00 90.48
199 B1 S + V (make) + O + C (adjective) 87.50 62.50 87.50 79.17
200 A2 Reported speech (explain/report/say) 83.33 100.00 100.00 94.44
201 B1 Reported speech (tell) 83.33 83.33 100.00 88.89
202 A2 Indirect questions (decide/explain/know/learn/see/understand/wonder) 85.71 71.43 85.71 80.95
203 B1 Indirect questions (ask/remind/show/teach/tell) 100.00 100.00 100.00 100.00
204 B2 Cleft sentence (emphasizing prepositional phrase/adverb) 50.00 16.67 62.50 43.06
205 B2 Pseudo-cleft sentence with what 66.67 33.33 83.33 61.11
206 A2 Causative construction (have/let/make) 100.00 83.33 100.00 94.44
207 B2 have/get + object + past participle 66.67 83.33 66.67 72.22
208 B1 get + object + present participle 66.67 100.00 100.00 88.89
209 B1 ask/tell + object + to-infinitive 83.33 66.67 83.33 77.78
210 B2 Perception verbs + bare infinitive 85.71 85.71 71.43 80.95
211 B2 Perception verbs + present participle 66.67 50.00 50.00 55.56
212 B2 Perception verbs + past participle 50.00 50.00 50.00 50.00
213 B2 Participial construction (present participle at the beginning) 42.86 14.29 28.57 28.57
214 B2 Participial construction (past participle at the beginning) 16.67 0.00 33.33 16.67
215 B2 Subjunctive past in if-clauses (past tense verb in if-clause) 50.00 33.33 100.00 61.11
216 B2 Subjunctive past perfect in if-clauses (past perfect verb in if-clause) 83.33 83.33 100.00 88.89
217 B2 Subjunctive present in that-clauses (bare infinitive in that-clause) 77.78 44.44 100.00 74.07
218 B2 wish + subjunctive past 33.33 33.33 33.33 33.33
219 B2 wish + subjunctive past perfect 83.33 66.67 100.00 83.33
220 B1 as if/though + subjunctive past 50.00 16.67 50.00 38.89
221 B2 as if/though + subjunctive past perfect 50.00 50.00 66.67 55.56
222 B2 if only + subjunctive past 83.33 50.00 83.33 72.22
223 B2 if only + subjunctive past perfect 100.00 66.67 66.67 77.78
224 B2 should in if-clauses 71.43 57.14 71.43 66.67
225 B2 Subjunctive inversion for past subjunctive 83.33 50.00 83.33 72.22
226 B2 Subjunctive inversion for past perfect subjunctive 85.71 33.33 100.00 73.02
227 B2 Inversion using should 83.33 66.67 100.00 83.33
228 B2 if it were/was not for ... 66.67 50.00 83.33 66.67
229 B2 were it not for ... 85.71 85.71 100.00 90.48
230 B2 if it hadn’t been for ... 66.67 33.33 83.33 61.11
231 B2 had it not been for ... 100.00 50.00 100.00 83.33
232 B2 Inversion (So + be/have/do/modal verb + personal pronoun) 66.67 16.67 83.33 55.56
233 B2 Inversion (Neither/nor + be/have/do/modal verb + personal pronoun) 83.33 33.33 66.67 61.11
234 B2 Inversion (Hardly/Little/Never/No sooner/Scarcely/Seldom ...) 88.89 42.86 100.00 77.25
235 A1 Interrogative sentence (Why ...?) 62.50 75.00 77.78 71.76
236 A1 Interrogative sentence (When ...?) 88.89 55.56 88.89 77.78
237 A1 Interrogative sentence (Who ...?) 50.00 37.50 87.50 58.33
238 A1 Interrogative sentence (Whom ...?) 69.23 33.33 85.71 62.76
239 A1 Interrogative sentence (What ...?) 83.33 66.67 100.00 83.33
240 A1 Interrogative sentence (What + noun ...?) 62.50 50.00 62.50 58.33

Table 9: Recall for each grammar item (ID161–ID240) across GEC models.
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ID CL Grammar Item Transformer GECToR GPT-4 Avg.

241 A1 Interrogative sentence (Which ...?) 50.00 33.33 50.00 44.44
242 A1 Interrogative sentence (Which + noun ...?) 88.89 33.33 100.00 74.07
243 A2 Interrogative sentence (Whose ...?) 30.00 10.00 60.00 33.33
244 A2 Interrogative sentence (Whose + noun ...?) 16.67 16.67 66.67 33.33
245 A1 Interrogative sentence (Where ...?) 71.43 57.14 85.71 71.43
246 A2 Interrogative sentence (How ...?) 88.89 66.67 100.00 85.19
247 B1 Interrogative sentence (How + adjective/adverb ...?) 42.86 42.86 100.00 61.90
248 B1 Interrogative sentence (Preposition + interrogative ...?) 42.86 14.29 88.89 48.68
249 A1 Functional interrogative (Can you ...?) 100.00 66.67 100.00 88.89
250 A2 Functional interrogative (Could you ...?) 100.00 83.33 100.00 94.44
251 A2 Functional interrogative (Will you ...?) 100.00 85.71 100.00 95.24
252 A1 Functional interrogative (Would you ...?) 66.67 66.67 66.67 66.67
253 A1 Functional interrogative (Can I ...?) 66.67 83.33 100.00 83.33
254 A2 Functional interrogative (Could I ...?) 100.00 100.00 100.00 100.00
255 B1 Functional interrogative (May I ...?) 100.00 100.00 100.00 100.00
256 A2 Functional interrogative (Shall I ...?) 83.33 83.33 100.00 88.89
257 A2 Functional interrogative (Shall we ...?) 85.71 66.67 100.00 84.13
258 A2 Functional interrogative (Should I ...?) 100.00 83.33 100.00 94.44
259 A2 Functional interrogative (Why don’t you ...?) 83.33 83.33 100.00 88.89
260 A2 Functional interrogative (Why don’t we ...?) 66.67 55.56 83.33 68.52
261 A2 Functional interrogative (Why not ...?) 57.14 50.00 71.43 59.52
262 A1 Functional interrogative (How about ...?) 83.33 66.67 83.33 77.78
263 A1 Functional interrogative (What about ...?) 57.14 42.86 57.14 52.38

Table 10: Recall for each grammar item (ID241–ID263) across GEC models.

ID Grammar Item ED Sentence

101 Verb + to-infinitive 1 *I want play soccer .
I want to play soccer .

162 Omission of that in subordinate clauses 2 *We know him innocent .
(e.g., hope/know/think) We know he is innocent .

11 Demonstrative adjective 3 *This my dictionary is good .
(this/that + noun) This dictionary of mine is good .

198 S + V + direct object + to + indirect object 4 *I gave to my friend the book .
(V: give/pass/send/show/teach/tell) I gave the book to my friend .

85 Passive voice 5 *A letter was sent my parents by the teacher .
(give/pass/send/show/teach/tell with indirect object as subject) My parents were sent a letter by the teacher .

Table 11: Examples of sentence pairs in CTSEG with word-level edit distances ranging from 1 to 5. The ED column
indicates the word-level edit distance. An asterisk (*) denotes an ungrammatical sentence.

Name Prompt

Baseline You are an English language teacher. A student has sent you the following text. \n{text}\nProvide
a grammatical correction for the text, making only necessary changes. Do not provide any
additional comments or explanations. If the input text is already correct, return it unchanged.

Grammar-item-guided You are an English language teacher. You taught {grammar_item} in today’s class. A student
has sent you the following text. \n{text}\nProvide a grammatical correction for the text, making
only necessary changes. Do not provide any additional comments or explanations. If the input
text is already correct, return it unchanged.

Table 12: Prompt for GPT-4: {text} represents the source sentence, and {grammar_item} specifies the target
grammar item.
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