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Abstract
Figurative language (e.g., irony, hyperbole, un-
derstatement) is ubiquitous in human communi-
cation, resulting in utterances where the literal
and the intended meanings do not match. The
Rational Speech Act (RSA) framework, which
explicitly models speaker intentions, is the
most widespread theory of probabilistic prag-
matics, but existing implementations are either
unable to account for figurative expressions or
require modeling the implicit motivations for
using figurative language (e.g., to express joy
or annoyance) in a setting-specific way. In this
paper, we introduce the Rhetorical-Strategy-
Aware RSA (RSA)2 framework which mod-
els figurative language use by considering a
speaker’s employed rhetorical strategy. We
show that (RSA)2 enables human-compatible
interpretations of non-literal utterances without
modeling a speaker’s motivations for being non-
literal. Combined with LLMs, it achieves state-
of-the-art performance on the ironic split of
PragMega+, a new irony interpretation dataset
introduced in this study.1

1 Introduction

Figurative uses of language — where a speaker
does not literally say what they mean — are ubiqui-
tous in human communication. For example, when
faced with a blizzard with heavy winds, a speaker
may say “It’s a little chilly out.” to indicate that
it is very cold outside. Similarly, as illustrated in
Fig. 1, a teacher might refer to a student as “really
sharp” when they intend to convey that they are
in fact not very clever. As a result, it is impera-
tive for language technologies and computational
models of language to account for this linguistic
phenomenon.

However, recent studies have shown that large
language models (LLMs) struggle with figurative

1Code and data available at https://github.com/
cesare-spinoso/rsa2.

*Equal contribution.

Figure 1: A sample from the PragMega dataset (Hu
et al., 2023) showing probabilities of intended meanings
for a given scenario. The probabilities are computed
using the Mistral-7B-Instruct model (averaged across
10 different orders of presenting the meaning options).

interpretations of language. For instance, Hu et al.
(2023) show that LLMs often misinterpret utter-
ances which subvert listener expectations such as
in irony and humour. In Fig. 1, we show an ex-
ample where the Mistral-7B-Instruct (V3) LLM
overwhelmingly favours an incorrect literal inter-
pretation of the utterance (The student is smart.)
over the correct non-literal one (The student is not
very clever.). Consequently, this behaviour sug-
gests that LLMs do not correctly or fully model
the underlying communicative goal (i.e., intention)
of utterances needed to interpret them, to the ex-
tent that this can be shown through behavioural
analysis.

A potential solution to the poor performance of
LLMs on figurative understanding is the Rational
Speech Act (RSA) framework from probabilistic
pragmatics in which the modeling of communica-
tive intents is central. In RSA, an utterance’s mean-
ing is interpreted probabilistically by a pragmatic
listener which reasons about a posited pragmatic
speaker’s likelihood of generating the utterance un-
der different intended meanings. However, while
RSA was designed to interpret utterances based on
their communicative goal, its original formulation
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does not allow non-literal meaning interpretations
of utterances. Previous attempts to address this lim-
itation require modeling a speaker’s motivations
for being non-literal (e.g., to express their affect of
annoyance or joy) in a setting-specific way (Kao
et al., 2014b; Kao and Goodman, 2015).

The key insight that we leverage is that non-
literal language usage follows systematic patterns,
which can be grouped into rhetorical strategies
(Bertin et al., 2016). For example, irony can be
characterized by an intended meaning being the
opposite of its literal meaning, whereas hyperbole
involves overstating the intended meaning. Thus,
we argue that pragmatic models should reify the
rhetorical strategy as a mediating mechanism be-
tween language form and communicative intent. To
this end, we introduce a novel formulation of the
RSA framework: Rhetorical-Strategy-Aware RSA
(RSA)2. In (RSA)2, a speaker’s rhetorical strategy
is explicitly modeled as a latent variable and used
by the pragmatic listener to interpret an utterance’s
potentially non-literal intended meaning.

We show experimentally that (RSA)2 enables
pragmatic listeners to infer non-literal interpreta-
tions of utterances without needing to model a
speaker’s motivations for being non-literal. Us-
ing datasets of non-literal number expressions
(Kao et al., 2014b) and of ironic weather utter-
ances (Kao and Goodman, 2015), we show that
(RSA)2 provides non-literal interpretations of ut-
terances which closely match those of humans
and which often outperform those made by exist-
ing affect-aware RSA methods. In addition, we
couple (RSA)2 with LLMs and prompt engineer-
ing to achieve state-of-the-art performance on the
ironic split of an expanded utterance interpreta-
tion dataset, PragMega+, which we design for this
study. This latter result suggests that probabilistic
pragmatics methods may help mitigate LLMs’ bias
towards literal interpretations and lexical overlap
as exhibited in Fig. 1.

To summarize, in this work, we design (RSA)2,
a communicative-goal-centered procedure of figu-
rative language interpretation. By explicitly con-
sidering the rhetorical strategies a speaker might
use, this framework provides pragmatic non-literal
interpretations of utterances which are aligned with
human interpretations. In addition, we show that
(RSA)2 can be used as a tool to help align LLM
interpretations of figurative utterances with their in-
tended meaning. Beyond figurative language under-

standing, our work re-establishes the importance
of computational models of language which focus
on modeling the communicative goals of speakers
and listeners.

2 Related Work

Modeling Human Uses of Figurative Language
There has been extensive work to explain why hu-
mans use figurative language. Early studies in prag-
matics (Grice, 1975; Horn, 1984) attempt to explain
such uses of language by positing that language
users communicate with each other “cooperatively”
by following certain “conversational maxims”. In
this account, figurative statements can result from
reconciling violations of conversational maxims
with the cooperative principle. Subsequent studies
have shown that speakers use figurative expressions
to soften the tone of a critique or to be humorous
(Roberts and Kreuz, 1994; Colston, 1997), that fig-
urative uses of language can sometimes be easier
to process cognitively than their literal counter-
parts (Gibbs Jr., 1979) and that listeners understand
figurative statements by explicitly interpreting the
mental states of speakers through the “Theory of
Mind”-network part of the brain (Spotorno et al.,
2012).

Kao et al. (2014b,a); Kao and Goodman (2015)
adapt the RSA framework originally introduced by
Frank and Goodman (2012) to enable non-literal
interpretations of figurative utterances (e.g., hy-
perbolic utterances about prices, ironic utterances
about the weather). To enable non-literal interpre-
tations, the authors assume that figurative language
use is motivated by affect (e.g., to convey joy, an-
noyance, etc.) and perform joint inference over
both intended meaning and affect to achieve non-
literal interpretations. In this work, we seek to com-
putationally model figurative language without hav-
ing to explicitly model its motivation which may
be difficult to determine in general. For instance,
when John ironically says “This one is really sharp.”
(Fig. 1), he may be motivated by one (or more) of
several reasons: expressing some kind of affect
(e.g., humour, frustration), gauging the principal’s
attention, using a conventionalized way of refer-
ring to students, etc. In contrast, (RSA)2 lifts its
dependence on explicitly modeling a speaker’s mo-
tivation to use figurative language and instead di-
rectly accounts for the possible rhetorical strategies
being used to produce non-literal interpretations of
utterances.
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Figurative Language Modeling in NLP In NLP,
the ability of language systems to understand
figurative language has mainly been evaluated
through detection and generation (Li and Sporleder,
2010; Tsvetkov et al., 2014; Van Hee et al., 2018;
Balestrucci et al., 2024; Lai and Nissim, 2022;
Lai et al., 2023). A common approach to solving
these tasks has been to collect figurative-language-
specific datasets and to fine-tune language classi-
fication and generation models on them (Van Hee
et al., 2018). With the shift towards LLMs, there
has been growing interest in evaluating pre-trained
and instruction-tuned LLMs on their ability to rec-
ognize, interpret and generate figurative language
such as irony and sarcasm (Gu et al., 2022; Liu
et al., 2022; Hu et al., 2023). LLMs have been
shown to perform significantly worse than humans
in interpreting figurative language, such as humour
and irony. In this work, we propose a computa-
tional model of figurative language that explicitly
models rhetorical strategies and which we show
can be coupled with LLMs to better align their
interpretations with speaker intentions.

RSA in NLP Andreas and Klein (2016) were
the first to use neural listeners and speakers with
RSA in the context of image captioning. Fried
et al. (2018) extended the use of RSA to instruction
following and generation. Shen et al. (2019) in-
vestigated RSA for abstractive summarization and
Cohn-Gordon and Goodman (2019) applied it to
machine translation. In closer connection to our
work, Carenini et al. (2024) combined the RSA
framework with LLMs for the task of metaphor
understanding. Tsvilodub et al. (2025) leverage
affect-aware RSA to enable LLMs to provide non-
literal meaning interpretations of utterances with
number words. In contrast, we develop a novel
RSA framework, (RSA)2, and apply it to several
non-literal utterance interpretation tasks.

3 Rhetorical-Strategy-Aware RSA

In this section, we introduce our novel formula-
tion of the RSA framework — Rhetorical-Strategy-
Aware RSA (RSA)2— which explicitly incorpo-
rates the rhetorical strategy into the RSA frame-
work. We first review the inner workings of
the RSA framework and then present the novel
(RSA)2 framework. Throughout this presentation,
we will use the running example of a speaker iron-
ically saying “The weather is amazing.” during a
blizzard, inspired by Kao and Goodman (2015).

3.1 The RSA Framework
The RSA framework was introduced to model hu-
man communication by accounting for listener and
speaker expectations, originally in the context of
scalar implicature (Frank and Goodman, 2012).
The goal of this framework is to derive a proba-
bility distribution over some fixed (finite) set of
meaningsM for some observed utterance u ∈ U
generated in some context2 c ∈ C. To do so, this
framework posits the existence of multiple speak-
ers and listeners who reason about each other in a
recursive fashion. This recursive procedure begins
with a literal listener L0, which reasons literally
about the interpretation of utterances. Its condi-
tional distribution overM is defined as

PL0(m|c, u) ∝ 1m∈JuK · PM |C(m|c), (1)

where PM |C is a prior conditional distribution
over all meanings in M given a context c; and
J·K : U → P(M) denotes a shared semantic un-
derstanding function3 which, given some utterance
u ∈ U , returns the set of possible intended mean-
ings which are literally compatible with u.

For instance, given our running example “The
weather is amazing.” and a discrete set of weather
states which a speaker might want to convey,M =
{terrible, bad, ok, good, amazing}, the seman-
tic understanding function would return the fol-
lowing set:

J“The weather is amazing.”K = {amazing}.

With the base case of the reasoning procedure
defined, the RSA framework provides a speaker-
aware interpretation of the utterance u by positing
the existence of a pragmatic speaker, S1, which
selects an utterance u based on its prior probability,
PU |C , and L0’s expected information gain.4 That
is,

PS1(u|c,m) ∝ PL0(m|c, u)αPU |C(u|c), (2)

where α is a rationality parameter that controls how
much the pragmatic speaker will favor selecting
the most informative utterance according to the
literal listener. Note that the pragmatic speaker is

2The context c can be linguistic (e.g., conversation history)
as well as situational (e.g., the current state of the world).

3P() is the power set function.
4While Equation 2 may appear different from its com-

mon expected-utility formulation (Goodman and Stuhlmüller,
2013), we show the equivalence of these two formulations in
Appendix A.1.
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normalized across a set of utterances which are
either predefined or generated based on c (Andreas
and Klein, 2016).

According to Equation 2, a speaker intending
to convey meaning m will distribute its probabil-
ity mass proportional to the probability that L0

infers m from u. In our running example, as-
suming a discrete set of utterances of the form
U = {“The weather is m.” : m ∈ M}, a speaker
wishing to convey m = amazing will place all of
its probability mass on the utterance “The weather
is amazing.” since no other utterance enables L0 to
recover this intended meaning.

Finally, to interpret a given utterance u pragmati-
cally, the pragmatic listener, L1, updates their prior
belief about the distribution of possible intended
meanings PM |C by using the likelihood that the
utterance was generated by S1 in the given context.
In other words, the pragmatic listener’s conditional
probability distribution overM becomes the fol-
lowing posterior Bayesian update:

PL1(m|c, u) ∝ PS1(u|c,m)PM |C(m|c). (3)

In the case of our ironically uttered statement
“The weather is amazing.”, the pragmatic listener
will reason through S1’s generation process and
will conclude that they intended to say that the
weather is amazing despite the blizzard. Thus, the
pragmatic listener is unable to escape the literal
interpretation of the utterance determined by L0.

In general, it can be shown that, under the RSA
framework, interpretations of utterances which are
not compatible with the literal meaning of an ut-
terance will be assigned zero probability by the
pragmatic listener (Proof in Appendix A.2). Ex-
isting affect-aware RSA approaches discussed in
Section 2 have attempted to mitigate this limitation
by expanding the model of the speaker to include a
random variable which accounts for their motiva-
tion to be figurative (e.g., for affect-related reasons).
In contrast, our (RSA)2 approach does not require
modeling a speaker’s implicit motivations for be-
ing non-literal. Rather, the pragmatic listener in
(RSA)2 reasons directly and explicitly about the
possible rhetorical strategies being employed to
achieve non-literal interpretations of utterances.

3.2 The Rhetorical-Strategy-Aware RSA
Framework

We introduce a rhetorical-strategy-aware RSA
framework, (RSA)2, which defines a rhetorical

strategy variable r ∈ R and a rhetorical function
for each value of r, fr : C × M × U → [0, 1].
This function generalizes the literal semantic un-
derstanding indicator function 1m∈JuK to an arbi-
trary function over [0, 1]. The rhetorical function
enables non-literal interpretations of utterances to
arise based on the employed rhetorical strategy. For
instance, using our running blizzard example, the
ironic and hyperbolic rhetorical strategies might
return the following, where c = blizzard is the
context variable:

firony(c, terrible, “The weather is amazing.”) = 1,

firony(c, amazing, “The weather is amazing.”) = 0,

fhyperbole(c, good, “The weather is amazing.”) = 1,

fhyperbole(c, amazing, “The weather is amazing.”) = 0.

We replace the semantic understanding func-
tion with our generalized rhetorical function within
the PL0 equation as follows:

PL0(m|c, u, r) ∝ fr(c,m, u)PM |C(m|c). (4)

Thus, a meaning which receives zero probability
mass when an utterance is interpreted literally by
L0 may still receive non-zero probability mass
when that same utterance is interpreted using irony,
hyperbole or some other non-literal rhetorical strat-
egy. For example, using firony and fhyperbole in
our running example would enable the probabil-
ity distribution of L0 to shift towards non-literal
interpretations of the utterance such as terrible
and good respectively. Previous extensions of the
RSA framework have modified the semantic under-
standing indicator function to account for lexical
uncertainty (Bergen et al., 2016). To the best of our
knowledge, we are the first to propose this general-
ization to model figurative language.

We define the pragmatic speaker and listener
like in standard RSA, with our rhetorical strategy
variable as an additional conditional factor:

PS1(u|m, c, r) ∝ PL0(m|c, u, r)αPU |C(u|c),
(5)

PL1(m|c, u, r) ∝ PS1(u|m, c, r)PM |C(m|c).
(6)

At inference time, the rhetorical strategy being used
is an unobserved latent variable which must be
marginalized out while accounting for its probabil-
ity, PR|CU (r|c, u) onR, as follows:

PL1(m|c, u) =
∑

r′
PL1(m|c, u, r′)PR|CU (r

′|c, u).

(7)
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Returning to our running example, let us con-
sider a discrete set of rhetorical strategies R =
{literal, irony, hyperbole}. We observe that the
pragmatic listener conditioned with the literal
strategy would produce the same distribution
as the standard-RSA-derived pragmatic listener.
However, the utterance would also be inter-
preted by PL1(m|c, u, irony) with most probabil-
ity mass concentrated around terrible, the op-
posite of the utterance’s literal meaning, and by
PL1(m|c, u, hyperbole) with most mass concen-
trated around good, the utterance’s scaled down
literal meaning. By marginalizing these listener
distributions using PR|CU ,5 we would obtain a dis-
tribution which assigns mass to meanings beyond
the utterance’s literal interpretation. In this way,
(RSA)2 allows modeling figurative interpretations
of language without needing to explicitly model
the motivations behind its use. In Appendix A.3,
we prove that this latter approach to non-literal
language is a special case of (RSA)2 wherein the
rhetorical strategy function is repurposed to model
the motivations of non-literal utterances (e.g., af-
fect).

4 Non-Literal Interpretations of
Figurative Language with (RSA)2

In this first experimental study, we aim to show that
(RSA)2 can be used to derive non-literal meaning
interpretations which match human interpretations
as well as by existing affect-aware RSA methods.
We implement (RSA)2 in two settings: non-literal
number price expressions (e.g., “This kettle costs
10000$.”) and ironic weather utterances (e.g., “The
weather is amazing.” during a winter blizzard). We
show that (RSA)2 produces utterance interpreta-
tions that are on par with or better than affect-aware
RSA interpretations.

4.1 Datasets

Non-literal number expressions. We use the
dataset from Kao et al. (2014b) which contains a
collection of literal and non-literal number expres-
sions related to the price of objects. The context
space C is the set of objects being described, the
meaning spaceM is the price of the object being
described and the utterance space U is a verbaliza-
tion of the object’s price. These three sets are listed

5PR|CU may be uniform, human-derived or computed
experimentally.

below:

C = {electric kettle, laptop,watch},
M = {50, 51, 500, 501, 1000, 1001,

5000, 5001, 10000, 10001},
U = {“The c costs m dollars.” : c ∈ C,m ∈M}.

The authors collected meaning and affect pri-
ors P (m|c), P (a|c) from 30 human partici-
pants as well as meaning and affect posteriors
P (m|c, u), P (a|c, u) from 120 human participants
via a Likert-scale probability elicitation technique.

To enable (RSA)2-based non-literal interpreta-
tions, we define the space of rhetorical strategies
R as consisting of four types: literal (describing
the price exactly), hyperbole (overstating the price),
understatement (understating the price) and halo (
providing a round figure rather than the exact one).

Ironic weather utterances. We use the dataset
from Kao and Goodman (2015) which contains a
collection of utterances about the weather similar
to the one from our running example in Section 3.
In this case, the context space C is represented
visually through images depicting different weather
conditions (see Appendix B.1.1 for the images), the
utterance space U consists of statements about the
weather (e.g., “The weather is amazing.”), and the
meaning space U corresponds to the true weather
state being communicated by the speaker. These
three sets are listed below:

C = {ci : i ∈ [1 . . . 9]},
M = {terrible, bad, ok, good, amazing},
U = {“The weather is m” : m ∈M}.

The context space contains three types of con-
texts: those where the weather is visibly good
({c1, c2, c3}), those where the weather is visibly
bad ({c7, c8, c9}) and those where the weather is
neither visibly good nor bad ({c4, c5, c6}). The
original authors of the paper collected meaning and
affect priors P (m|c), P (a|c) from 49 human par-
ticipants as well as meaning, affect and irony poste-
riors P (m|c, u), P (a|c, u), P (r|c, u) from 120 hu-
man participants using both normalized counts and
a Likert-scale probability elicitation technique sim-
ilar to Kao et al. (2014b).

To enable (RSA)2-based non-literal interpreta-
tions, the space of rhetorical strategiesR is defined
using both the literal (describing the weather as
it is perceived) and irony (describing the weather
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as the opposite of how it is perceived) rhetorical
strategies.

4.2 RSA Model Experiments

4.2.1 Baseline
Affect-aware RSA. For the non-literal number
expressions dataset, we use the pragmatic listener
as computed by Kao et al. (2014b). For the
weather utterance dataset, we re-implement both
the affect-aware literal and pragmatic listeners (see
Appendix B.1.2 for implementation details).

4.2.2 (RSA)2 Implementations
Non-literal number expressions. We manually
define fr based on the intuitive definitions of each
of the rhetorical strategies inR. To simplify nota-
tion, we only consider the integer parts of the ut-
terance i.e., u = “The c costs y dollars.” becomes
u = y. We define fr as:

fr(c,m, u) =





1 if r = literal, u = m

1 if r = hyperbole,
u−m > 10

1 if r = understatement,
m− u > 10

1 if r = halo, |u−m| = 1,

u ends in 0
0.001 otherwise

Thus, for instance, if a kettle’s price is m = 50,
but the utterance used is u = 500, then this will
trigger the hyperbole rhetorical strategy. Similarly,
if the kettle’s price is m = 501 and the utterance
is u = 500, then this will activate the halo
rhetorical strategy. We ignore the context c in fr
for simplicity, although in principle the effect of a
rhetorical strategy like hyperbole could vary across
objects. We substitute fr in L0’s Equation 4 and
use the meaning prior P (m|c) derived from Kao
et al. (2014b) and a uniform rhetorical strategy
prior, P (r|c, u) = 1

4 , for the marginalization of
Equation 7. We set the rationality parameter
α = 1.

Ironic weather utterances. To highlight the flex-
ibility of (RSA)2, we approximate the rhetorical
function fr across all 450 (c,m, u, r) quadruples6

using a neural network. Specifically, we split
the dataset into training, validation and test sets
(60%/20%/20%) and train a 2-layer neural net-
work (16×16×5) with sigmoid activations. We en-

69 contexts × 5 meanings × 5 utterances ×
2 rhetorical strategies

code the contexts, meanings, utterances, and rhetor-
ical strategies using a one-hot encoding and use
a cross-entropy loss between PL1(m|c, u) and the
meaning selected by human participants given the
context c and the utterance u. The rationality pa-
rameter is set to α = 1. We use the human-elicited
probability P (r|c, u) for the marginalization across
the two rhetorical strategies in Equation 7. Addi-
tional details can be found in Appendix B.1.3.

4.3 Results

We plot the meaning distribution of human pos-
teriors and of affect-aware and (RSA)2 listeners
for the hyperbolic number expression “The elec-
tric kettle costs 1001 dollars.” in Fig. 2 and for
the ironic expression “The weather is amazing.”
uttered in the context of a blizzard in Fig. 3. In
both cases, we observe that the (RSA)2 listeners,
especially the pragmatic listeners, induce human-
like meaning distributions. Figures for all other
context–meaning–utterance triples can be found in
Appendices B.2 and B.3.

Figure 2: Meaning distribution of human posteriors and
of affect-aware and (RSA)2 listeners for the utterance
“The electric kettle costs 1001 dollars”.

Figure 3: Meaning distribution of human posteriors and
of affect-aware and (RSA)2 listeners for the utterance
“The weather is amazing.” in the context of a blizzard
(Image c8 in Appendix B.1.1).

We evaluate our model’s predictive power by
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computing the mean absolute difference (MAD)
between the human-derived meaning probability
distributions and those generated by the listeners
in both affect-aware RSA and (RSA)2 (Table 1).
We note that (RSA)2 is competitive with affect-
aware RSA, surpassing it on the ironic weather
utterances dataset. While the affect-aware listener
outperforms our (RSA)2 listeners on non-literal
number expressions, we believe this is due to the
poorly calibrated uniform rhetorical strategy pos-
terior we use, which sometimes causes probability
mass to be distributed to the tail ends of the mean-
ing space. For instance, while the expression “The
kettle costs 51 dollars.” is most likely to be uttered
with the literal rhetorical strategy, a significant por-
tion of the meaning mass is distributed across the
rest of meaning space due to the non-zero posterior
probability of the understatement rhetorical strat-
egy. Overall, we believe this initial study demon-
strates that (RSA)2 can induce listener meaning
distributions for figurative language that are at least
as compatible with human interpretations as those
produced by existing affect-aware RSA models.

Model Li Non-literal Numbers ↓ Weather Utterances ↓
Affect-Aware

RSA
L0 - 0.2377
L1 0.0436 0.1278

(RSA)2 L0 0.0438 0.1647
L1 0.0467 0.1229

Table 1: Mean absolute differences between listener
meaning distributions, PLi

(m|c, u), i = 0, 1, and the
human posterior, P (m|c, u), for both affect-aware and
(RSA)2 on both the non-literal number expressions and
ironic weather utterances datasets.

5 LLM Irony Interpretation with (RSA)2

In this section, we apply (RSA)2 to LLMs to gen-
erate non-literal interpretations of utterances that
better align with human interpretations of figura-
tive language. In particular, we focus on the task
of interpreting ironic utterances in situational con-
texts beyond the weather examples from Section 4.
Our results demonstrate that integrating LLMs into
(RSA)2 can, to a certain extent, mitigate their bi-
ases toward lexical-overlap and literal interpreta-
tions.

5.1 The PragMega+ Dataset

We expand the PragMega dataset from Hu et al.
(2023) to evaluate the (RSA)2 framework on ironic
utterance interpretation. The original PragMega

dataset contains 25 ironic scenarios where the in-
tended meaning of an utterance is non-literal, such
as in Fig. 1. Each scenario includes a background
context c and an utterance u produced ironically by
a speaker. In addition, each scenario is accompa-
nied by four candidate intended meanings, which
act as our meaning spaceM: the literal mean-
ing of u (Literal Meaning), the intended mean-
ing of u (Non-Literal Meaning), a lexical over-
lap distractor meaning (Overlap Meaning), and
a non-sequitur distractor meaning (Non-Sequitur
Meaning).

Our expanded dataset, PragMega+, adds 25
ironic scenarios in the same format as part of our
test set. In addition, we manually modify each of
the 50 scenarios to create 50 literal scenarios where
the intended meaning is the Literal Meaning.
Examples of scenarios with Non-Literal and
Literal intended meanings from PragMega+ can
be found in Appendix C.1.

5.2 Experimental Setup

5.2.1 LLM Probability Estimation

To integrate LLMs within the (RSA)2 framework,
we use an LLM N to estimate all conditional
probabilities of the form PN (y|x). To do so, we
use a prompt template similar to Hu et al. (2023)
which, given x, lists all possible values of y in
a multiple-choice question (MCQ) format. After
passing the prompt to the LLM N , we extract the
next-token logit of the number corresponding to
each option. These logits are re-normalized so
that the sum of their corresponding probabilities
equals one. In addition, to avoid positional bias,
we randomly shuffle the order of the options in
the prompt 10 times7 and average across shuffles
to obtain PN (y|x). We use this approach to esti-
mate the meaning prior PN (m|c), the rhetorical
strategy posterior PN (r|c, u), the meaning poste-
rior PN (m|c, u), and the meaning posterior condi-
tioned on the rhetorical strategies, PN (m|c, u, r),
where R = {literal, irony}. We experiment with
two instruction-tuned models: Mistral-7B-Instruct
(V3) LLM (Jiang et al., 2023) and Llama-8B-
Instruct (V3.1) AI@Meta (2024) via HuggingFace
(Wolf et al., 2020). We performed prompt engineer-
ing on the validation set. All prompts used on the
test set are presented in Appendix C.2.

7If the total number of permutations is less than 10, we
use that total instead.
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5.2.2 Alternative Utterance Generation
We use an LLM G conditioned on a scenario’s con-
text c to generate the alternative utterances needed
to compute the pragmatic speaker’s distribution.
To do so, we condition G’s next-token generation
on the full PragMega+ scenarios up to the original
utterance’s first quotation mark (e.g., ... John said,“
in Fig. 1), and continue generation until another
quotation mark is produced. We use a decoding
temperature of 1.0 and generate 50 alternative ut-
terances for each context. We also use the LLM’s
generation likelihood, PG(u | c), as the utterance
prior in our model. We experiment with the base
versions of Mistral-7B (V3) (Jiang et al., 2023) and
Llama-8B (V3.1) (AI@Meta, 2024).

5.2.3 LLM Listeners
LLM RSA We implement an LLM RSA base-
line by setting PL0(m|c, u) equal to the raw LLM-
derived probabilities, PN (m|c, u). This baseline
follows prior neural listener work (Andreas and
Klein, 2016; Monroe et al., 2017) which approx-
imate PL0(m|c, u) using trained neural networks.
We set α = 1.

LLM (RSA)2 We implement our LLM
(RSA)2 listeners by setting PL0(m|c, u, r)
equal to the LLM-derived probabilities
PN (m|c, u, r). For the rhetorical strategy
posterior we use both the raw LLM-derived prob-
abilities, PN (r|c, u), and an indicator posterior,
I(r|c, u) = 1r=argmaxr′ PN (r′|c,u). We set α = 1.

Where is fr(c,m, u) in LLM (RSA)2? Based
on the LLM (RSA)2 literal listener, the rhetorical
strategy function is implicitly set as:

fr(c,m, u) =
PN (m|c, u, r)
k · PN (m|c) , (8)

where k = maxm′ fr(c,m
′, u) ensures that

fr(c,m, u) ∈ [0, 1].

Why is affect-aware RSA not included as a base-
line? While it is in principle possible to imple-
ment an LLM-based Affect-Aware RSA baseline
(Tsvilodub et al., 2025), we do not pursue this direc-
tion, as it would require defining a suitable affect
space for each situational context.

5.3 Results
Table 2 presents the average listener meaning
probabilities for the correct, incorrect and dis-
tractor meanings (aggregated) across all 50 sce-
narios in the test set. We use the LLM

pair G = Llama-8B (V3.1) and N =
Mistral-7B-Instruct (V3), since this pair performed
best on the validation set. Listener probabili-
ties conditioned on each rhetorical strategy are
shown in Table 6. Overall, we see that the
LLM (RSA)2 listeners outperform the baseline
LLM RSA listeners. In particular, the LLM
(RSA)2 literal listener marginalized using the in-
dicator rhetorical strategy posterior, I(r|c, u), per-
forms the best while the baseline LLM RSA literal
listener performs the worst.

Model Li Correct ↑ Incorrect ↓ Distractor ↓
LLM RSA L0 0.73 0.24 0.02

L1 0.76 0.22 0.01

LLM (RSA)2

with PN (r|c, u) L0 0.74 0.23 0.02

L1 0.80 0.16 0.02

LLM (RSA)2

with I(r|c, u) L0 0.85 0.13 0.01

L1 0.84 0.13 0.01

Table 2: Average listener probabilities,
PLi

(m|c, u), i = 0, 1 for the correct, incorrect
and distractor intended meanings on the test set
averaged across all 50 scenarios.

We study these results more carefully by plotting
the listener probability distributions split between
ironic and literal scenarios in Fig. 4. On ironic sce-
narios, the LLM (RSA)2 listener probabilities for
the correct non-literal interpretation are all above
0.8. In contrast, the LLM RSA literal listener as-
signs a probability of less than 0.5 (0.48) to the
correct non-literal intended meaning. However, on
literal scenarios, the trend is reversed. The LLM
RSA literal listener assigns most of its probability
mass (0.95) to the correct literal meaning while the
best performing of the LLM (RSA)2 listeners – L0

marginalized with I(r|c, u) – assigns 0.77 of its
mass to the correct literal intended meaning.

While the strong performance of the LLM RSA
listeners on the literal scenarios is expected – the
correct intended meaning is consistent with the
utterance and the context – the drop in LLM
(RSA)2 performance in these cases is surprising.
Further analysis reveals that this result stems from
the listener marginalization, specifically the rhetor-
ical strategy posterior PN (r | c, u). This poste-
rior performs poorly in the literal scenarios where
the utterance is intended to be interpreted literally
(Table 6). While for ironic scenarios the average
probability of PN (r = irony|c, u) = 0.88 is rea-
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Figure 4: Average listener probabilities on the test set, split between the first 25 scenarios where the intended
meaning is non-literal and the last 25 scenarios where the intended meaning is literal.

sonable, it is far worse on the sincere scenarios with
PN (r = literal|c, u) = 0.55. This asymmetry in
rhetorical strategy posteriors also explains why us-
ing I(r|c, u) in the marginalization helps the LLM
(RSA)2 listeners. The indicator function blocks
more of the probability mass associated with the
incorrect meaning from being incorporated into the
marginalization.

5.4 Probability Ablation Study

To study the impact of the RSA reasoning process
on LLMs, we run an ablation study in which we set
the probabilities P (m | c) and P (u | c) to uniform
in both LLM RSA and LLM (RSA)2. Our analysis
reveals that ablating P (u|c) does not hinder perfor-
mance and may slightly improve it. Surprisingly,
ablating P (m|c) reveals that most of the perfor-
mance gain obtained by L1 comes from the mean-
ing prior and not from the RSA reasoning process
itself. We attribute this result to the way in which
we generate alternative utterances (Section 5.2.2)
which tend to produce literal paraphrases of the
intended meaning. For instance, Llama-8B (V3.1)
generates alternatives to “This one is really sharp.”
from Fig. 1 such as “Her scores were well below
average.” Thus, the pragmatic speaker conditioned
on the correct intended meaning distributes proba-
bility mass across many compatible alternative ut-
terances, leading to a Bayesian update that spreads,
rather than narrows, the distribution over meanings.
Future work on coupling LLMs with RSA may
want to ensure diversity in the alternatives gener-
ated, for instance by conditioning the generation
on individual meanings rather than the context.

Overall, despite RSA reasoning offering limited

Model Li w/o P (m|c) w/o P (u|c)
LLM RSA L1 0.44 (-42.7%) 0.78 (+1.8%)

LLM (RSA)2

with PN (r|c, u) L1 0.44 (-44.8%) 0.80 (+0.3%)

LLM (RSA)2

with I(r|c, u) L1 0.51 (-39.4%) 0.84 (+0.2%)

Table 3: Pragmatic listener probability ablations. We
report the average listener posterior probabilities of the
correct meaning on the test set (across all 50 scenarios)
and the relative change with respect to the unablated
model.

improvements, the results obtained with L0 still
suggest that explicitly modeling rhetorical strate-
gies may help mitigate lexical-overlap and literal
interpretation biases in LLMs.

6 Conclusion

In conclusion, we presented (RSA)2, a com-
putational model of figurative language based
on the RSA framework that explicitly incorpo-
rates rhetorical strategy to support non-literal
interpretation. We show that (RSA)2 enables
human-compatible interpretations of figurative ut-
terances—including non-literal number expres-
sions and ironic weather statements—without ex-
plicitly modeling the speaker’s motivations behind
using figurative language. We further demonstrated
that combining (RSA)2 with LLMs yields state-
of-the-art performance on the ironic split of the
PragMega+ dataset. We hope this work inspires
future research to incorporate pragmatic reasoning
techniques within language technologies.
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Limitations

Limited dataset size and diversity. While
our experimental and theoretical results (Ap-
pendix A.3) support the usefulness and applica-
bility of (RSA)2, we believe that future work in
computational pragmatics should include broader
examples across languages and cultural contexts.
Work such as Park et al. (2024); Sravanthi et al.
(2024) has begun to address these issues. Regard-
ing (RSA)2 specifically, while we have demon-
strated its applicability to irony, hyperbole, un-
derstatement, and pragmatic halo, evaluating our
framework on additional pragmatic phenomena
such as metaphor and politeness are promising di-
rections for future research.

Alternative utterance generation. As discussed
in Section 5.4, pragmatic reasoning does not yield
the typical probability mass narrowing associ-
ated with RSA due to the distribution of mass
across multiple alternative utterances that effec-
tively “mean” the same thing within this framework.
We believe that this poses an interesting research
problem for the field of computational pragmatics
in particular (e.g. How do we generate relevant and
non-overlapping alternative utterances?), and for
natural language processing (e.g., LLM decoding)
more broadly.

What if the rhetorical strategies are not known
in advance? While (RSA)2 addresses the chal-
lenge of explicitly modeling affect in affect-aware
RSA, it introduces a new question: how to deter-
mine which rhetorical strategies are appropriate
in a given context? We take a first step toward
this in Appendix D, where we propose and test a
clustering-based algorithm that automatically in-
duces rhetorical strategy clusters. While our algo-
rithm underperforms LLM (RSA)2, we believe that
developing a more principled approach to inducing
rhetorical strategies is an important direction for
future work.

Ethics Statement

We propose (RSA)2 as a computational model of
figurative language that aims to better capture hu-
man interpretations of non-literal utterances and to
help LLMs interpret such utterances in a way that
aligns more closely with their intended meaning.
We recognize, however, that figurative language
differs significantly across languages and cultures.
Our model has not yet been validated on languages

beyond English, or on figurative phenomena that
may be less common in English. We encourage
future work—similar to Park et al. (2024)—to ex-
plore figurative language in a range of linguistic
and cultural contexts beyond those commonly as-
sociated with English.
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A Additional Theoretical Results and Discussion

A.1 Equivalence of RSA Formulations

We demonstrate that the pragmatic speaker formula introduced in Section 3.1 is equivalent to the formula-
tion originally presented in Frank and Goodman (2012), which is given by

PS1(u|m, c) ∝ exp(α · U(m,u, c)), (9)

where U(m,u, c) is the utility function defined via information theory as

U(m,u, c) = logPL0(m|c, u)− κ(u), (10)

where κ : U → R≥0 is some cost function.
Replacing U(m,u, c) in Equation 9, this is equivalent to

PS1(u|m, c) ∝ exp(−α · κ(u)) · PL0(m|c, u)α. (11)

Firstly, we show that there exists a particular setting of κ(u) in Equation 11 for which we can recover
Equation 2 presented in Section 3.1:

PS1(u|m, c) ∝ exp(−α · κ(u)) · PL0(m|c, u)α

= exp(log(P (u|c)) · PL0(m|c, u)α Setting κ(u) =
logP (u|c)
−α

= PL0(m|c, u)α · P (u|c)

Secondly, we show that there exists a particular setting of P (u|c) for which we can recover Equation 11:

PS1(u|m, c) ∝ PL0(m|c, u)α · P (u|c)
= PL0(m|c, u)α · softmax(−α · κ(u)) Setting P (u|c) = softmax(−α · κ(u))
∝ PL0(m|c, u)α · exp(−α · κ(u))

This proves the equivalence.

A.2 Standard RSA Provides Zero Probability Mass for Non-Literal Interpretations

We show that in the standard RSA framework, if α > 0, then for all m ∈ M and u ∈ U , the condition
m /∈ JuK implies that PL1(m|u) = 0.

Let α > 0 and consider m ∈M and u ∈ U such that m /∈ JuK. Then, we have:

PL0(m|c, u) ∝ 1m∈JuK · P (m|c)
= 0 · P (m|c)
= 0,

PS1(u|c,m) ∝ PL0(m|c, u)α · P (u|c)
= 0 · P (u|c)
= 0,

PL1(m|c, u) ∝ PS1(u|c,m)P (m|c)
= 0 · P (m|c)
= 0.

This proves the above statement.
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A.3 QUD-RSA is a Special Case of (RSA)2

We show that affect-aware RSA is a special case of (RSA)2. To do so, we use the more general formulation
of affect-aware RSA, Question Under Discussion RSA (QUD-RSA) (Scontras et al., 2025).

In QUD-RSA, the meaning spaceM is projected to meaning subspaces X using projection functions
q :M→ X . Typically, this is done when the meaning space has been augmented to a vector space in
order to include additional meaning dimensions. For instance, in affect-aware RSA, the meaning vector
spaceM = S × A is broken into the state of the world being conveyed, S, and the affect A. In this
setting, an affect projection qaffect : S ×A → A might look like the following:

qaffect(s, a) = a.

We first define the equations of QUD-RSA and of (RSA)2 and then show that any instance of the
QUD-RSA equations can be re-written with the (RSA)2 equations, but not vice-versa.

A.3.1 Definitions
Definition 1 (QUD-RSA). Given a meaning space M, an utterance space U , a con-
text space C and a set of n projection functions Q = {qi : i ∈ [1 . . . n] &
qi is a projection function fromM to some subspace X}, the QUD-RSA equations EQUD-RSA, are as fol-
lows:8

PL0(m | u, c) ∝ 1m∈JuK · P (m | c), (12)

PL0(m | c, u, q) ∝
∑

m′∈M
1q(m′)=q(m) · PL0(m

′ | u, c), (13)

PS1(u | c,m, q) ∝ PL0(m | c, u, q) · P (u | c), (14)

PL1(m | c, u, q) ∝ PS1(u | c,m, q) · P (m | c). (15)

Definition 2 ((RSA)2). Given a meaning spaceM, an utterance space U , a context space C, a rhetorical
strategy spaceR and a set of rhetorical strategy functions Fr = {fr : r ∈ R & fr :M×C×U → [0, 1]},
the (RSA)2 equations, E(RSA)2 are as follows:

PL0(m | c, u, r) ∝ fr(c,m, u) · P (m | c), (16)

PS1(u | c,m, r) ∝ PL0(m | c, u, r) · P (u | c), (17)

PL1(m | c, u, r) ∝ PS1(u | c,m, r) · P (m | c). (18)

A.3.2 QUD-RSA Can Be Simulated by (RSA)2

Lemma 1. If P (m | c) > 0 for all m ∈ M, c ∈ C, any instance of the QUD-RSA equations can be
represented as an instance of the (RSA)2 equations.

Proof. Given an instance of the QUD-RSA equations, EQUD-RSA, we can build an equivalent instance of
the (RSA)2 equations, E(RSA)2 .

We do this by setting the spaces C,M & U in E(RSA)2 to be the same as the ones from EQUD-RSA. In
addition, we define a rhetorical strategy variable r and a corresponding rhetorical function fr for each
projection variable and corresponding projection function q of EQUD-RSA as follows:

fr(m, c, u) =

∑
m′∈M 1q(m′)=q(m) · PL0(m

′ | c, u)
k · P (m | c) , (19)

where the division by k = maxm′ fr(c,m
′, u) is needed such that fr(c,m, u) ∈ [0, 1].

Replacing fr in E(RSA)2’s Equation 16 enables us to recover the instance of the QUD-RSA equations,
EQUD-RSA.

8We overload notation here and use q to represent both the latent variable which indexes its corresponding projection as well
as the projection function itself.
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A.3.3 Not All Instances of (RSA)2 Can Be Simulated by QUD-RSA
Lemma 2. Given context space C, meaning spaceM, and utterance space U , there exists an instance of
the (RSA)2 equations which cannot be simulated by any instance of the QUD-RSA equations.

Proof Idea. The crux of this proof lies in the observation that the QUD-RSA equations can only induce
literal listener distributions which are binary combinations of meaning priors P (m|c). Thus, one can
pick some probability vector which is not such a combination and compute it using the rhetorical strategy
function fr.

Proof. We first demonstrate that the literal listener of any instance of the QUD-RSA equations is a
binary combination of meaning priors.

Consider the normalized literal listener distribution PL0(m | c, u) from the QUD-RSA equations:

PL0(m | c, u) =
1m∈JuK · P (m | c)∑

m′′
1m′′∈JuK · P (m′′ | c) . (20)

Replacing it in Equation 13, we get the following:

PL0(m | c, u, q) ∝
∑

m′
1q(m′)=q(m) ·

( 1m∈JuK · P (m | c)∑
m′′

1m′′∈JuK · P (m′′ | c)
)

(21)

∝
∑

m′
1q(m′)=q(m) · 1m∈JuK · P (m | c) (22)

∝
∑

m′
1q(m′)=q(m)∧m∈JuK · P (m | c) (23)

Thus, the QUD-RSA literal listeners are probability distributions induced by taking binary combinations
of the meaning priors, P (m|c). Since the meaning spaceM is finite, this implies that there is a finite set
of distributions which the QUD-RSA literal listener can be set to. We define this set as follows:

PL0 = {pl0 ∈ R|M| : pl0 is a QUD-RSA literal listener probability vector}. (24)

Then, to complete this proof, we need only define a function fr such that PL0(m | c, u, r) /∈ PL0.
We create an fr which induces PL0(m | c, u, r) outside of PL0 by picking a real number k such that it

lies between 0 and the minimum non-zero probability value in PL0. That is,

k =
pmin

2
such that pmin = min

p⃗∈PL0, i∈1...|M|, p⃗[i]>0
p⃗[i] (25)

We define fr such that PL0(m | c, u, r) = k for some m ∈ M. Let m1,m2 ∈ M,m1 ̸= m2 and fr
be defined as follows:

fr(m, c, u) =





k
P (m1|c) if m = m1

1−k
P (m2|c) if m = m2

0 otherwise

With this function fr
9, we can show that PL0(m1 | c, u, r) = k which we have just shown is not a

probability value in any of the probability vectors found in PL0. This can be seen as follows:

PL0(m1 | c, u, r) =
fr(m1, c, u) · P (m1 | c)∑
m′ fr(m′, c, u) · P (m′ | c) , (26)

=

k
P (m1|c) · P (m1 | c)

k
P (m1|c) · P (m1 | c) + 1−k

P (m2|c) · P (m2 | c)
, (27)

=
k

k + 1− k
= k as desired. (28)

This shows that there exists an instance of the (RSA)2 equations which cannot be represented with
QUD-RSA.

9fr should be divided by its maximum value to ensure it respects its [0, 1] co-domain constraint. We omit this step for
compactness.
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B Deriving Non-Literal Interpretations of Figurative Language with (RSA)2

We provide additional details regarding the ironic weather utterances experiment along with additional
figures for both our non-literal number expression and ironic weather utterances experiments.

B.1 Ironic Weather Utterances Experimental Details

B.1.1 Weather Contexts Images
We include the images associated with each of the 9 weather contexts in the ironic weather utterances
dataset. These images were shown to human participants to elicit both prior and posterior probabilities.
These can also be found in the original work by Kao and Goodman (2015).

Figure 5: Images associated with the 9 weather contexts in the ironic weather utterances dataset.

B.1.2 Re-Implementation Details of Affect-Aware RSA
Using the ironic weather utterances dataset from Kao and Goodman (2015), we re-implement their affect-
aware RSA model using the following equations where s ∈ S represents the conveyed state of the world
(which we typically call m in our notation), a, v ∈ A,V represent the arousal and valence dimensions of
affect respectively and where the three QUD projections used are qliteral(s, a, v) = s, qarousal(s, a, v) =
a, qvalence(s, a, v) = v:

P (s, a, v|c) = P (s|c) · P (a|c) · P (v|c) (29)

PL0(s, a, v|c, u) ∝ P (s, a, v|c) · 1s∈JuK, (30)

PL0(s, a, v|c, u, q) ∝
∑

(s′,a′,v′)∈S×A×V
1q(s′,a′,v′)=q(s,a,v) · PL0(s

′, a′, v′|c, u), (31)

PS1(u|c, s, a, v, q) ∝ PL0(s, a, v|c, u, q)α (32)

L1(s, a, v|c, u, q) = P (s, a, v|c) · PS1(u|c, s, a, v, q) (33)
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The QUD variables can be marginalized out from either listener with the following equations:

PL0(s, a, v|c, u) =
∑

q∈Q
PL0(s, a, v|c, u, q) · P (q|c), (34)

PL1(s, a, v|c, u) ∝
∑

q∈Q
L1(s, a, v|c, u, q) · P (q|c), (35)

where, as described in Kao and Goodman (2015), we use P (qliteral) = 0.3, P (qarousal) =
0.4, P (qvalence) = 0.3.

Finally, we can marginalize out the affect variables a and v from the PLi(s, a, v|c, u) to get PLi(s|c, u):

PLi(s|c, u) =
∑

a∈A

∑

v∈V
PLi(s, a, v|c, u) (36)

To verify the correctness of our re-implementation, we reproduce Fig. 5 from the Kao and Goodman
(2015) paper and verify qualitatively that each context-utterance-meaning triple matches. Our reproduction
of this figure can be found in Fig. 6.

B.1.3 (RSA)2 Training Details
To learn the rhetorical strategy function fr, we trained a neural network with an architecture of 16×16×5,
employing sigmoid activation functions throughout. The input to the network was a 16 × 1 one-hot
encoding vector, where the first 9 entries were reserved for the context indicator (c1 to c9), the next 5
entries were reserved for the utterance indicator, and the final 2 entries were reserved for the rhetorical
strategy indicator. The network’s output was a 5 × 1 vector, representing the values of fr for each of
the five meanings. The use of sigmoid activations ensures that the output values are constrained within
the interval [0, 1], thereby respecting the defined image of fr. For the training process, the entire dataset
was utilized as a single batch, and training proceeded for 500 epochs. We employed a strategy of saving
the model that achieved the best performance, as evaluated by the validation loss. The Adam optimizer
was chosen for optimization, configured with a learning rate of 0.001 and a weight decay of 0.001. The
network was trained using a cross-entropy loss function with PL1(m|c, u).

B.2 Non-Literal Number Expressions
We show the listener meaning distributions for all context-meaning-utterances triples from the non-literal
number expressions experiment. Figures 7 and 8 present these distributions for the electric kettle, Figures
9 and 10 present the distributions for the laptop and Figures 11 and 12 do the same for the watch.

B.3 Ironic Weather Utterances Additional Results
Meaning probability distributions by humans, alongside the listener and pragmatic listeners of both
affect-aware RSA and (RSA)2 models, are presented for each of the nine weather contexts (which are
associated with Fig. 5). Figures 13, 14, and 15 illustrate these distributions for weather contexts 1, 2, and
3 where the weather is visibly good. Figures 16, 17, and 18 show the distributions for weather contexts 4,
5, and 6 where the weather is neither visibly good nor bad. Finally, distributions for weather contexts 7, 8,
and 9 where the weather is visibly bad are shown in Figures 19, 20, and 21.
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Figure 6: Meaning distributions, P (m|c, u), for humans and for the affect-aware RSA method. This figure was
originally generated by Kao and Goodman (2015). We reproduce it here with our re-implementation to verify the
correctness of the re-implementation.
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Figure 7: Meaning probability distributions by humans along with the affect-aware pragmatic listener and the
(RSA)2 literal and pragmatic listeners on utterances about the price of an electric kettle.
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Figure 8: Meaning probability distributions by humans along with the affect-aware pragmatic listener and the
(RSA)2 literal and pragmatic listeners on utterances about the price of an electric kettle (Continued).
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Figure 9: Meaning probability distributions by humans along with the affect-aware pragmatic listener and the
(RSA)2 literal and pragmatic listeners on utterances about the price of a laptop.
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Figure 10: Meaning probability distributions by humans along with the affect-aware pragmatic listener and the
(RSA)2 literal and pragmatic listeners on utterances about the price of a laptop (Continued).
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Figure 11: Meaning probability distributions by humans along with the affect-aware pragmatic listener and the
(RSA)2 literal and pragmatic listeners on utterances about the price of a watch.
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Figure 12: Meaning probability distributions by humans along with the affect-aware pragmatic listener and the
(RSA)2 literal and pragmatic listeners on utterances about the price of a watch (Continued).
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Figure 13: Meaning probability distributions by humans along with the listener and pragmatic listeners of both
affect-aware RSA and (RSA)2 for weather context 1 from Fig. 5.
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Figure 14: Meaning probability distributions by humans along with the listener and pragmatic listeners of both
affect-aware RSA and (RSA)2 for weather context 2 from Fig. 5.
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Figure 15: Meaning probability distributions by humans along with the listener and pragmatic listeners of both
affect-aware RSA and (RSA)2 for weather context 3 from Fig. 5.
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Figure 16: Meaning probability distributions by humans along with the listener and pragmatic listeners of both
affect-aware RSA and (RSA)2 for weather context 4 from Fig. 5.
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Figure 17: Meaning probability distributions by humans along with the listener and pragmatic listeners of both
affect-aware RSA and (RSA)2 for weather context 5 from Fig. 5.
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Figure 18: Meaning probability distributions by humans along with the listener and pragmatic listeners of both
affect-aware RSA and (RSA)2 for weather context 6 from Fig. 5.
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Figure 19: Meaning probability distributions by humans along with the listener and pragmatic listeners of both
affect-aware RSA and (RSA)2 for weather context 7 from Fig. 5.
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Figure 20: Meaning probability distributions by humans along with the listener and pragmatic listeners of both
affect-aware RSA and (RSA)2 for weather context 8 from Fig. 5.
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Figure 21: Meaning probability distributions by humans along with the listener and pragmatic listeners of both
affect-aware RSA and (RSA)2 for weather context 9 from Fig. 5.
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C LLM Irony Interpretation with (RSA)2

C.1 PragMega+ Dataset Examples

Non-literal Intended Meaning Literal Intended Meaning Intended Meanings

In a shop, Lara tries on a dress. The
dress is far too long for her. Lara asks
Simon: “Does this dress fit me?” Simon
answers: “Wow! That must be custom
made! It’s clearly the perfect size and
length for you.”

In a shop, Lara tries on a dress. The
dress fits her perfectly. Lara asks Si-
mon: “Does this dress fit me?” Simon
answers: “Wow! That must be custom
made! It’s clearly the perfect size and
length for you.”

1. The dress is fitting well. (LM)
2. Lara needs to get a dress of a shorter
length. (NLM)
3. Simon does not like the color of this
dress. (OM)
4. Simon has to get back to work. (NSM)

While Tom and a new acquaintance
from work, Sara, were chatting at a
party, they noticed a colleague across
the room. She was standing alone
holding a drink and a CD. Tom points
at the girl and comments: “The life of
the party, right there.”

While Tom and a new acquaintance
from work, Sara, were chatting at a
party, they noticed a colleague across
the room. She was standing at the cen-
ter of a group of colleagues, holding
a drink and and telling another one
of her classic stories. Tom points at
the girl and comments: “The life of the
party, right there.”

1. Their colleague is very sociable. (LM)
2. Their colleague is quite unsociable.
(NLM)
3. Their colleague has good taste in
music. (OM)
4. Their colleague has good taste in
fashion. (NSM)

After a long day, Bruce returns home
and notices that his kids have not
cleaned their room. Bruce says “I love
how clean your room is.” What did
Bruce want to convey?

After a long day, Bruce returns home
and notices that his kids have cleaned
their room. Bruce says “I love how
clean your room is.” What did Bruce
want to convey?

1. Bruce is happy with how clean his
kids’ room is. (LM)
2. Bruce is annoyed that his kids have
not cleaned their room. (NLM)
3. It’s important to keep one’s room
clean. (OM)
4. Bruce forgot to make dinner. (NSM)

After asking his parents several times,
Edward has finally received a new gam-
ing console for his birthday. How-
ever, even though Edward promised
that he would not spend more than
two hours a day gaming, his parents
quickly realize that Edward has no
intention of keeping that promise. Ed-
ward’s mom tells he, “I see you are quite
good at keeping your promises.”

After asking his parents several times,
Edward has finally received a new gam-
ing console for his birthday. Edward
promised that he would not spend
more than two hours a day gaming.
To their surprise, Edward’s parents real-
ize that Edward has every intention of
keeping that promise. Edward’s mom
tells he, “I see you are quite good at
keeping your promises.”

1. She is disappointed that Edward has
not kept he promise. (LM)
2. Edward has kept his promise. (NLM)
3. Spending too much time gaming is
bad for one’s health. (OM)
4. She needs to buy a new remote con-
trol. (NSM)

Table 4: Examples of a scenario with a non-literal intended meaning as well as its corresponding modified scenario
with a literal intended meaning in the PragMega+ dataset as well as the shared intended meanings: 1. Literal
Meaning (LM) 2. Non-Literal Meaning (NLM) 3. Overlap Meaning (OM) 4. Non-Sequitur Meaning (NSM). The
first two scenarios are from the original PragMega dataset while the last two were manually generated by the authors
as part of the test set.

C.2 Prompt Templates
We designed four prompt templates to elicit different conditional meaning distributions from language
models. Each prompt targets a specific probability of interest within our framework. Figure 22 elicits
P (m | c, u), Figure 23 elicits P (r | c, u), Figure 24 elicits for P (m | c, u, r), and Figure 25 elicits
P (m | c).
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Prompt Template for P (m|c, u)

Template:

Task: You will read short stories that describe everyday situations.
Each story will be followed by a multiple-choice question.
Read each story and choose the best answer.
Your task is to decide what the character in the story is trying to convey.
The answer options are 1, 2, 3, or 4.

[scenario]
What meaning is X likely conveying?

[options]

Answer:

Sample:

Task: You will read short stories that describe everyday situations.
Each story will be followed by a multiple-choice question.
Read each story and choose the best answer.
Your task is to decide what the character in the story is trying to convey.
The answer options are 1, 2, 3, or 4.

John is a teacher at an elementary school. When talking with the
principal about a new student, who did poorly on her entrance
examination, John said, ``This one is really sharp.''
What meaning is John trying to convey?

1. The pencils need to be sharpened.
2. The student is smart.
3. The student is not very clever.
4. The entrance exam is unfair.

Answer:

Figure 22: Prompt template for P (m|c, u) where [scenario] is replaced with one of the (ironic or literal) scenarios
from the PragMega dataset with the utterance and [options] are the 4 possible intended meanings for this particular
scenario. X is replaced with the name of the speaker in the scenario which is extracted using a regular expression.
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Prompt Template for P (r|c, u)

Template:

Task: You will read short stories that describe everyday situations.
Each story will be followed by a multiple-choice question.
Read each story and choose the best answer.
Your task is to decide, given the situation and what the character has said,
whether the character in the story is being "Sincere" or "Not Sincere".
A character is "Sincere" if what they are saying is consistent with the
context of the story. For instance, if the weather outside is
sunny then a "Sincere" utterance might be "The weather
outside is amazing." Likewise, if the weather outside is rainy then
a "Sincere" utterance might be "The weather is terrible."
In contrast, a character is "Not Sincere" if they are saying something
that contradicts the context of the story. For instance, if the weather
outside is rainy then a "Not Sincere" utterance might be "The weather
outside is amazing." Similarly, if the weather outside is sunny then
a "Not Sincere" utterance might be "The weather outside is terrible."
The answer options are 1 or 2.

[scenario]
Was X being sincere or not sincere?

[options]

Answer:

Sample:

Task: You will read short stories that describe everyday situations.
Each story will be followed by a multiple-choice question.
Read each story and choose the best answer.
Your task is to ... [see above].
The answer options are 1 or 2.

John is a teacher at an elementary school. When talking with the
principal about a new student, who did poorly on her entrance
examination, John said, ``This one is really sharp.''
Was John being sincere or not sincere?

1. Sincere
2. Not Sincere

Answer:

Figure 23: Prompt template for P (r|c, u) where [scenario] is replaced with one of the (ironic or literal) scenarios
from the PragMega dataset with the utterance and [options] are either sincere or not sincere. X is replaced with
the name of the speaker in the scenario which is extracted using a regular expression. We used the “Sincere”/“Not
sincere” terminology because we found that the term “Irony” would hurt performance.
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Prompt Template for P (m|c, u, r)

Template:

Task: You will read short stories that describe everyday situations and which
finish with a character saying something. Your task is to decide, given the
situation and what the character has said, what meaning the character is trying
to convey. Each story will be followed by 4 possible meaning interpretations
listed from 1 to 4. Read each story and choose the number corresponding to the
best meaning interpretation. You can only answer with 1, 2, 3, or 4.

If sincere:

Assume that the character is saying exactly what they want to convey literally
when choosing the character's true intended meaning **even if** it contradicts
the context. For instance, if it's a sunny day and the character says "The
weather is terrible." then they do actually mean that the weather is terrible.
Similarly, if it's a rainy day and the character says "The weather is amazing."
then they do actually mean that the weather is amazing.

If not sincere:

In addition, when choosing the intended meaning, assume that the character is
saying the opposite of what they want to convey. For instance, if they say "The
weather is terrible." then they actually mean that the weather is amazing.
Similarly, if they say "The weather is amazing." then they actually mean that
the weather is terrible.

[scenario]
What meaning is X trying to convey?

[options]

Answer:

Figure 24: Prompt template for P (m|c, u, r) where [scenario] is replaced with one of the (ironic or literal) scenarios
from the PragMega dataset with the utterance and [options] are the 4 possible intended meanings for this particular
scenario. X is replaced with the name of the speaker in the scenario which is extracted using a regular expression.
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Prompt Template for P (m|c)

Template:

Task: You will read short stories that describe everyday situations
and which finish with a character saying something. Your task is to
decide, given the situation, what meaning the character is most
likely conveying. Each story will be followed by 4 possible meaning
interpretations listed from 1 to 4. Read each story and choose the
number corresponding to the most likely meaning. You can only answer
with 1, 2, 3, or 4.

[scenario]
What meaning is X likely conveying?

[options]

Answer:

Sample:

Task: You will read short stories that describe everyday situations
and which finish with a character saying something. Your task is ... [see above]

John is a teacher at an elementary school. When talking with the
principal about a new student, who did poorly on her entrance
examination, John said something.
What meaning is John likely conveying?

1. The pencils need to be sharpened.
2. The student is smart.
3. The student is not very clever.
4. The entrance exam is unfair.

Answer:

Figure 25: Prompt template for P (m|c) where [scenario] is replaced with one of the (ironic or literal) scenarios from
the PragMega dataset without the utterance and [options] are the 4 possible intended meanings for this particular
scenario. X is replaced with the name of the speaker in the scenario which is extracted using a regular expression.
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C.3 Additional Results

PL0(m = NLM |
c, u, r = irony)

PL1(m = NLM |
c, u, r = irony)

PL0(m = LM |
c, u, r = literal)

PL1(m = LM |
c, u, r = literal)

Scenarios where the
intended meaning is

non-literal
0.92 0.94 0.47 0.62

Scenarios where the
intended meaning is

literal
0.16 0.59 0.95 0.88

Table 5: Average listener probability distributions conditioned on the irony and literal rhetorical strategies on both
the ironic split (i.e., the split in which the intended meaning is non-literal) and the literal split (i.e., the split in which
the intended meaning is literal).

PN (r = irony | c, u) PN (r = literal | c, u)
Scenarios where the
intended meaning is

non-literal
0.88 0.12

Scenarios where the
intended meaning is

literal
0.45 0.55

Table 6: Rhetorical strategy posteriors PN (r|c, u) on both the ironic split (i.e., the split in which the intended
meaning is non-literal) and the literal split (i.e., the split in which the intended meaning is literal).
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D RSC–RSA : A Rhetorical Strategy
Clustering Algorithm

Algorithm 1 RSC–RSA
Ensure: Context c, Meaning m, Utterance u
Require: Set of induced rhetorical function values

F (c,m, u) = {f1(c,m, u), . . . , fn(c,m, u)}
▷ Initialize the following objects.

1: LLMs M and G
2: Embedding function embed : U → Rn

3: K-means clustering function k-means :
P(Rn)→ P(Rn)

4: Cosine similarity cosine-sim : Rn × Rn →
[0, 1]

▷ Generate, embed and cluster alternative
utterances.

5: Ualt ← {u} ∪ {ui ∼ PG(u|c)}
6: E ← {embed(u′) : u′ ∈ Ualt}
7: X ← k-means(E)

▷ Compute rhetorical function value for
each cluster.

8: F (c,m, u)← ∅
9: for r ∈ X do

10: Ur ← {u′ ∈ Xalt : u
′ ∈ cluster r}

▷ Compute cluster meaning probability
and weight it by the utterance distance to the
centroid.

11: pmc←
∑

u′∈Ur
PM (m|c,u′)∑

m′∈M
∑

u′∈Ur
PM (m′|c,u′)

12: fr(c,m, u)← pmc

PM (m|c,u)
13: Append fr(c,m, u) to F (c,m, u)
14: end for
15: return F (c,m, u)

We present our clustering algorithm, Rhetorical
Strategy Cluster RSA RSC–RSA, which attempts
to automatically induce the most salient rhetori-
cal strategies and their corresponding rhetorical
functions. To do so, we rely on the intuition that
utterances which are generated with the same in-
tended meaning and rhetorical strategy are likely
to be semantically similar. For example, the ut-
terances “The weather is amazing.” and “Gosh,
this weather is so great!”, uttered in the context of
bad weather, are likely to both employ the same
rhetorical strategy (irony) to convey the same in-
tended meaning (that the weather is in fact terri-
ble). The algorithm which computes the set of
induced rhetorical function values, F (c,m, u) =
{f1(c,m, u), . . . , fn(c,m, u)}, generates alterna-
tive utterances using a base LLM, embeds them
and clusters them with k-means to induce rhetori-

cal strategy clusters which act as proxies of proto-
typical rhetorical strategies. The full procedure is
presented in Algorithm 1.

In brief, the RSC–RSA algorithm generates, em-
beds and clusters a set of alternative utterances
which could have occurred in context c to create
the rhetorical strategy clusters X . Using the gen-
erated clusters X , RSC–RSA computes the cor-
responding rhetorical function values, fr(c,m, u),
for each cluster r for a given c,m, u triple. To do
so, RSC–RSA uses a formula which averages the
meaning probabilities of all the utterances in that
cluster and divides them by PM (m|c, u). In this
way, the induced rhetorical strategy values parallel
those from Equation 8 in that they return a ratio of
two probabilities. The equations for computing fr
are as follows:

pmc =

∑
u′∈Ur

PM (m|c, u′)∑
m′∈M

∑
u′∈Ur

PM (m′|c, u′) ,

(37)

fr(c,m, u) =
pmc

PM (m|c, u) . (38)

These values are then used to compute
PL0(m|c, u, r) as defined in Equation 4. To
marginalize across rhetorical strategy clusters, we
use the relative cluster size, i.e. PR|CU (r|c, u) =
|Ur|
|U| .

If the alternative utterances for
u = “The weather is amazing.” include
u1 = “Gosh, this weather is so great!”,
u2 = “The weather is terrible.” and
u3 = “The weather is so bad.”, then we ex-
pect for the embeddings of u and u1 to be in one
cluster and for the embeddings of u2 and u3 to be
in another cluster. These two rhetorical strategy
clusters would then resemble the ironic and literal
rhetorical strategies from Section 3.2 and their
RSC–RSA-derived rhetorical function values
would approximate those of firony for u and u1 and
of fliteral for u2 and u3.

D.1 RSC–RSA Implementation Details

To implement the embedding and clustering pro-
cedures of RSC–RSA, we utilized the Sentence-
BERT architecture (Reimers and Gurevych, 2019)
and the k-means clustering algorithm from scikit-
learn (Buitinck et al., 2013). The k-means algo-
rithm was executed with 10 initializations, using
default settings from scikit-learn.
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Listener
Average P (m|c, u)
across all scenarios

Average P (m|c, u)
across ironic scenarios

Average P (m|c, u)
across literal scenarios

RSA-RSC – L0 with
P (m|c)

0.59 0.91 0.28

RSA-RSC – L1 with
P (m|c)

0.66 0.91 0.41

RSA-RSC – L0 without
P (m|c)

0.27 0.50 0.034

RSA-RSC – L1 without
P (m|c)

0.28 0.52 0.036

Table 7: Average P (m|c, u) for different RSA-RSC listener models.

D.2 Clustering Results
We experimented with 2, 4, and 8 clusters yield-
ing no significant difference. As a result, we re-
port results of the RSC–RSA clustering method
with 4 clusters with and without the meaning prior,
P (m|c), in Table 7. We see that across all listen-
ers and scenario types, the performance is largely
driven by the meaning prior P (m|c) with the
performance on the literal scenarios being worse
than random. We encourage future work to im-
prove upon our initial attempt at automatically un-
covering the most salient rhetorical strategies in
a given context and leveraging them within the
(RSA)2 framework.
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