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Abstract

Accurately answering climate science ques-
tions requires scientific literature and climate
data. Interpreting climate literature and data,
however, presents inherent challenges such
as determining relevant climate factors and
drivers, interpreting uncertainties in the science
and data, and dealing with the sheer volume
of data. MY CLIMATE COPILOT is a platform
that assists a range of potential users, such as
farmer advisors, to mitigate and adapt to pro-
jected climate changes by providing answers
to questions that are grounded in evidence. It
emphasises transparency, user privacy, low-
resource use, and provides automatic evalua-
tion. It also strives for scientific robustness
and accountability. Fifty domain experts care-
fully evaluated every aspect of MY CLIMATE
COPILOT and based on their interactions and
feedback, the system continues to evolve.

1 Introduction

Contemporary information-seeking and knowledge
discovery in climate science requires access to and
understanding of an increasing amount of climate
data (Sansom et al., 2021; Jagannathan et al., 2023)
and scientific literature (De La Calzada et al., 2024;
Lemos and Rood, 2010). Given the pressing con-
cern of climate change, systems that cater to the
needs of individuals dealing with climate risk, such
as farm advisors, become increasingly important.
Climate adaptation—a sub-domain in climate sci-
ence that aims to safeguard against projected cli-
mate impacts for people and ecosystems (Runhaar
et al., 2018; Lee et al., 2023)—is our focus.

On the user side, we consider climate adapta-
tion experts who advise farmers (e.g., agronomists),
who seek information on adaptation practices rel-
evant to a specific commodity and location. Their
clients, farmers, need this information to adapt to
future climate impacts to maintain financial and
food security, leading to an improvement in their
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Figure 1: MY CLIMATE COPILOT retrieves, filters, and
combines relevant climate literature and climate data to
answer climate expert questions for climate adaptation.

climate resilience. However, even for experts, find-
ing this information is time-consuming. This is due
to the particular challenges in using climate science
for adaptation purposes, such as the uncertainties
in climate change projections, the need for locally
relevant climate information, and the sheer scale
of the data—the amount of literature doubles every
8 years (Haunschild et al., 2016; Khojasteh et al.,
2024) and terabytes of climate data created every 5
years (World Climate Research Programme, 2025).

To assist with information seeking for climate
adaptation, we design MY CLIMATE COPILOT

(MYCC), an LLM-based question answering sys-
tem (Figure 1). MYCC answers agriculturally-
relevant climate impact and adaptation questions
by exploring relevant climate data and climate liter-
ature while providing the users with intermediary
reasoning traces, as well as all the data found at
that point for transparency. It also provides self-
evaluation using criteria developed by experts to
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assist users in evaluating the response. Overall, the
main features of our system are:

Expert-guided MYCC is continually evolving
based on consultation with domain experts and
evaluation studies.

Accessible Users can engage in multi-turn con-
versations to facilitate complicated requests or clar-
ify important concepts. Self-evaluation with expert
criteria also provides less climate-literate individu-
als with context to judge responses.

Transparent MYCC is designed to be highly
transparent. All planning, data, or tools used by the
model are clearly shown to the end user.

Privacy Preserving To maintain data privacy, we
use private APIs when interacting with proprietary
models and only collect data submitted by the user.

2 Related Work

Some climate-related models in the NLP field
use Transformer-based (Vaswani et al., 2017) or
encoder-based (Devlin et al., 2019) models. For
example, ClimateBERT (Bingler et al., 2022) is pre-
trained with climate news, research abstracts and
climate reports; or CliMedBERT (Jalalzadeh Fard
et al., 2022) proposes pre-training on climate sci-
ence literature (Berrang-Ford et al., 2021), Inter-
governmental Panel on Climate Change (IPCC)
reports and climate policy documents.

Other systems utilise Large Language Models
(LLMs). ChatClimate (Vaghefi et al., 2023) an-
swers general climate change questions using in-
formation from IPCC reports via retrieval aug-
mented generation (RAG) or direct prompting
(internal LLM knowledge). Similarly, ChatNet-
Zero (Hsu et al., 2024) answers questions relating
to broad net-zero domain knowledge such as termi-
nology to articulate net-zero commitments using
RAG over an expert-curated corpus. ClimatePol-
icyRadar (Juhasz et al., 2024) answers questions
about individual climate law and policy documents
while providing insights into website design. Clim-
Sight (Koldunov and Jung, 2024) provides insights
for agriculture, urban planning, disaster manage-
ment, and policy development using a combination
of RAG from climate literature and climate data
based on provided coordinates.

ClimSight is the closest to our work; however,
it is not suited for an expert audience as it focuses
on multiple objectives, is limited to one location, a

single conversation turn, and uses one climate pro-
jection model. In retrospect, our system is highly
specialised and designed for experts by experts. It
helps them find information from specialised cor-
pora and climate data, allowing them to provide
management advice for climate adaptation needs
from multiple locations and multiple climate pro-
jection models while providing a multi-turn inter-
face for follow-up questions.

3 Resources and Datasets

Climate Data Climate data often includes obser-
vations and projections. Historical observations are
generally sourced from national databases. Climate
projections, on the other hand, are sourced from
large-scale studies. The Coupled Model Intercom-
parison Project (CMIP) (World Climate Research
Programme, 2025) provides future climate projec-
tions on a global scale. MY CLIMATE COPILOT

includes both these data sources by integration with
My Climate View (Webb et al., 2023), a platform
that provides projections and observations for a
given location and commodity from downscaled
CMIP 5 (Taylor et al., 2012) and national obser-
vational data for Australia. From the My Climate
View API, we create tools that wrap API access to
89 different climates.

Climate Literature Our system combines the
data from My Climate View APIs and provides cli-
mate adaptation advice for climate expert questions.
Such advice must be relevant to regional or com-
modity climate factors and needs to be up-to-date.
To meet these criteria, we develop a literature cor-
pus with two levels of granularity: (1) international
literature, which encompasses the agriculture and
general climate literature from across the globe;
and, (2) regional literature, collected from expert-
gathered grey literature, industry reports, and cli-
mate indices derived from scientific research. We
store these corpora in a hybrid retrieval index that
combines an inverted index with a vector database.
Following our previous work (Nguyen et al., 2024),
retrieval from the index uses a hybrid scorer, a lin-
ear combination between the BM25 (Robertson
et al., 1995) and embedding cosine similarity be-
tween question and document embeddings.

International Literature It is filtered from the
S2ORC corpus and the top journals from Elsevier.
For S2ORC, we filter 2.36M documents from 7.3M
based on the document’s ‘fields of study’ facet
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(Agricultural and Food Sciences and Environmen-
tal Science). From Elsevier, we collect the top
100 agriculture journals ranked by impact factor,
totalling 246k documents. We then remove docu-
ments missing the following facets: title, abstract,
DOI, or body text, leading to 144k documents.

Regional Literature Early feedback from cli-
mate scientists (Nguyen et al., 2024) indicates that
international literature is often irrelevant when an-
swering questions related to Australia. Therefore,
climate experts curated 29 grey literature articles
that are highly specific to key growing locations
and their respective commodities and climate fac-
tors within Australia. This regional literature can
be used to tailor responses to the regional context
of the question.

4 MY CLIMATE COPILOT

Our system, MY CLIMATE COPILOT, is an evolv-
ing dialogue-based platform that provides evidence-
grounded answers to questions by climate or agri-
culture experts on climate adaptation management.

A typical question-answering dialogue with MY

CLIMATE COPILOT involves five steps: (1) it-
erative planning; (2) dynamic tool selection and
data exploration; (3) response generation; (4) self-
evaluation; and, (5) multi-turn user feedback or
edits. Our evaluation studies with experts (Nguyen
et al., 2025) showed the importance of transparency.
That is, experts want to see all the data that goes
into the LLM and the processes behind the scenes.
As such, all of the steps are shown to the user.

Iterative planning MYCC was originally de-
signed as a RAG system with query rewrit-
ing (Nguyen et al., 2024), however, since ques-
tions in climate science involve multi-step reason-
ing over heterogeneous sources, we moved to an
agentic framework. It uses an LLM to determine
the user’s intent and what climate APIs or climate
literature are needed. In a traditional agent frame-
work, the planning stage typically creates a single
task plan illustrating actions and tools needed to
complete the user’s request at the beginning. In the
climate adaptation domain, this approach would
not work because relevant parameters such as cli-
mate factors, growing regions, and commodities
might not be known before searching the literature
and are required to interact with the climate data
endpoints. For example, if a user asks “What can
I grow in South Western Australia in 2050?”, the

LLM agent must: (1) determine the coordinates of
the location of interest; (2) find relevant climate
factors and drivers from the literature; (3) use this
information to filter climate data relevant to spe-
cific commodities and growing regions; and, (4)
search the literature again based on trends in the
climate data.

Overall, this means that the correct tools cannot
be known beforehand or planned in a single step,
and therefore, planning should be continual and
influenced by the past trajectory of choices.

Dynamic tool selection and data exploration
Many climate adaptation questions require resolv-
ing the precise spatial coordinates of a location and
climate factors to obtain tabular climate data (Ja-
gannathan et al., 2023). Furthermore, given the
size of the climate data and climate literature (ter-
abytes), it is not feasible to explore them in their
entirety for a given user request. We, therefore,
formulate the task of climate data and climate liter-
ature exploration as follows.

Given a user question, q, we use an LLM agent
to select the appropriate tool c ∈ Cd, where d rep-
resents the cardinality of tools and generates its
reasoning, r ∈ SVd , where Vd is the vocabulary
size of the LLM, for selecting the tool c. This is a
multi-step process, such that at each time step t, the
current tool selection and reasoning are influenced
by the past trajectory and conversation history such
that (ct, rt) = LLM((c1, r1), ..., (ct−1, rt−1)).
This process continues until the LLM agent decides
to terminate exploration and collate an answer.

Self-evaluation Our prior work (Nguyen et al.,
2025), using few-shot and human feedback align-
ment, found that LLMs could match expert-level
performance for climate science response evalu-
ation. After response generation, we prompt the
LLM, in a new and separate conversation, to do
an evaluation of the response across seven presen-
tational and epistemological dimensions (Bulian
et al., 2024) designed by experts (Nguyen et al.,
2024). Each dimension has a checklist of three
sub-criteria, which, when summed, can be used as
the overall score.

1. Context

1.a Attempts to give some broader context
to explain the issue

1.b Provides an introductory paragraph to
introduce the topic

64



1.c Provides a summary paragraph at the end

2. Structure

2.a Overall response is well structured, easy
to read

2.b Headings and subheadings are well struc-
tured and logical, and with appropriate
categories

2.c Dot points are used appropriately

3. Use of Language

3.a Phrasing is appropriate (easy to read, flu-
ent) and not awkward or incorrect

3.b Correct use of grammar
3.c Consistent with language used within the

industry

4. Use of Citations (where used)

4.a Citations are used appropriately
4.b The number of citations used is appropri-

ate
4.c Citations are easy to read

5. Specificity

5.a Gives information which is specific to a
commodity, if appropriate

5.b Gives information which is specific to
the location/region in question, where
applicable

5.c Where there is no information specific to
a location, the system admits this

6. Comprehensiveness

6.a The system’s response is comprehensive
and does not just give a partial, incom-
plete answer

6.b Shows depth of knowledge or under-
standing regarding the topic

6.c Answers beyond the question’s scope to
provide context

7. Scientific Accuracy

7.a Is the information scientifically robust?
Answer to the best of your knowledge

7.b Does the response meet scientific expec-
tations? (consider own knowledge or
through supported literature)

7.c Does the response have any errors? An-
swer to the best of your knowledge

User feedback and edits To enhance MYCC
through user feedback, we collect the feedback
post-generation in two forms: (1) user preference;
and, (2) edits. User preference comes in three cate-
gories: positive, neutral, and negative. Aside from
assessing expert sentiment, the positive and nega-
tive categories are used as signals for human align-
ment via reinforcement learning (Ouyang et al.,
2022) for preliminary testing with open-source
models. Experts can edit the responses to suit their
needs; these edits are collected for supervised tun-
ing of downstream open-source models.

5 Implementation Details

5.1 MY CLIMATE COPILOT Development

The MY CLIMATE COPILOT is composed of three
layers with the Rust programming language: (1) a
self-made backend library that handles prompting
and interacting with LLMs; (2) a middleware server
that handles communication between the client and
various APIs such as the My Climate View APIs,
Elasticsearch, and the Python interpreter; and, (3)
the frontend website (web assembly) or application
(rust native) which experts can ask their climate
adaptation questions on (see Figure 2).

5.2 List of available tools to the model

For climate data access tools, we created a tool that
correlates to one of the 89 endpoints on My Climate
View1. For search tools, we created a custom scorer
that allows access to the Elasticsearch instance by
inputting a query, corpus of interest, and number
of documents to search.

5.3 Hybrid Index Implementation

Our hybrid index was implemented with Elastic-
search2, which allowed the construction of an in-
verted index and a vector store for hybrid scoring.
To create the embeddings for the vector database,
we experimented with a variety of embedding mod-
els and evaluated them against a set of human judg-
ments produced by experts. The judgments were
created for 15 questions, with 20 documents per
query, where the documents were retrieved using a
hybrid scorer with BM25 (Robertson et al., 1995)
and JinaBERT (Günther et al., 2023) from our past
work (Nguyen et al., 2024). Two climate experts
annotated the document-query pairs for relevance.

1https://dev.indraweb.io/
2https://www.elastic.co/elasticsearch Last Ac-

cessed: 1/12/2025
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Figure 2: Frontend of the MY CLIMATE COPILOT system. The interface is designed to be transparent, containing
references to literature and tabs to access the raw climate data and literature in more detail. Responses from MY
CLIMATE COPILOT include a self-evaluation step to help users critique responses.

Embedding Model Selection Human judgments
from the previous step were used to empirically
evaluate the top models from the MTEB bench-
mark (Muennighoff et al., 2023) (See Table 1)).
Using nDCG10 (Craswell, 2009) as the primary
metric, Stella 1.5b v53 scored the highest and
was chosen as our embedding model.

Hybrid Index Documents from the climate lit-
erature corpora were chunked to 512 tokens. The
chunks and their embeddings were indexed in the
inverted index with the following metadata: title,
authors, DOI, journal/venue, and year. At indexing
time, no prompt was used to create the chunked
document embeddings; however, at query time, the
following was used: Instruct: Given a web
search query, retrieve relevant passages
that answer the query. Query: {query}.

5.4 Backbone LLM Selection

During the development of MYCC, we trialled and
evaluated several proprietary and open-source mod-
els (Nguyen et al., 2024). Our latest study showed
that Claude Sonnet 3.5 had strong generation capa-
bilities for our application (Table 2 for evaluation
and Figure 4 for tool use breakdown).

3https://huggingface.co/NovaSearch/stella_en_
1.5B_v5 (Accessed: 12/20/2024)

Model ID nDCG@10

NovaSearch/stella_en_1.5B_v5 0.769
Alibaba-NLP/gte-Qwen2-7B-instruct 0.763
Salesforce/SFR-Embedding-2_R 0.756
NovaSearch/stella_en_400M_v5 0.700
jinaai/jina-embeddings-v2-base-en 0.662
nvidia/NV-Embed-v2 0.403

Table 1: Embedding model selection. We experimented
against the top five models from the MTEB leader-
board (10-30-2024). URLs for the model can be gener-
ated by prepending https://huggingface.co/ to the
model ID. For example https://huggingface.co/
NovaSearch/stella_en_1.5B_v5.

5.5 User Evaluation

While MYCC is not yet publicly available, we re-
cruited experts who helped to critically evaluate
and test the system. These experts—agronomists
and climate scientists—volunteered from the um-
brella research program where My Climate View is
developed. To date, we have tested MYCC with
over 50 different domain experts, which has been,
in turn, used to improve the overall system.

For our latest testing phase, we held a one-hour
introductory session to provide context and guid-
ance on using the system. After testing the systems,
we interviewed two of the experts for one hour
about their experiences with MYCC and feedback.
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Task Climate Adaptation QA Self-Evaluation
Avg. Score (↑) τ (↑)

Qwen 72b 1.788 0.205
GPT-4o 1.745 0.223
Sonnet 3.5 1.975 0.274

Table 2: Evaluation of the question answering (QA) and
self-evaluation capabilities of various open-source and
proprietary LLMs. QA is evaluated by experts using
the seven criteria for presentational and epistemological
dimensions (Nguyen et al., 2024) and reported here as
an average. Self-evaluation is calculated using Kendall’s
Tau (Kendall, 1938) against expert evaluation, which
measures the similarity between the annotation sets.

Positive Negative Neutral
0

20

40

60

80

100

120 # Submitted feedback
# Submitted labels

Figure 3: Number of submitted preferences and feed-
back from climate experts.

6 Evaluation and Analysis

Self reported ratings Climate experts submit-
ted ratings for MYCC (Figure 3), which is used to
gauge the sentiment of the expert towards the re-
sponse. Overall, the experts were positive towards
MYCC (64% of all labels, or 82% of positive &
negative labels), the neutral category, and negative
labels had similar counts. We can safely assume
that the baseline capabilities of the systems are rea-
sonable, but there is further room for improvement.

Qualitative feedback Although many of the self-
reported labels were positive, the users typically
provided optional feedback only for negative sen-
timent (Figure 3); a similar finding is reported in
the financial domain (Colmekcioglu et al., 2022).
Positive feedback appreciated the accuracy of re-
sponses was high. However, they also highlighted
problems such as a lack of relevance to location
(14%); these are cases where the system retrieved
and used international literature for region-specific
questions or minor presentation details (21%) such
as citation format or summary location.

The negative feedback from experts emphasised
similar points, such as presentational characteris-
tics (52%), awkward answer phrasing (41%) or the

referencing style (11%) (some experts did not like
explicit references within the text), and regional rel-
evance (15%) (Australia mainly has pasture-based
dairy, whereas the US or EU have housed dairy
which the response assumed). For the neutral label,
all written feedback focused on answer phrasing
(earlier iterations) and presentation.

We incorporated the feedback into MY CLI-
MATE COPILOT by creating a location disambigua-
tion tool that converts location names to coordi-
nates and tools for the LLM to select specific litera-
ture corpora using a query, corpora of interest, and
the number of documents to retrieve.

Interviews Self-reported labels and qualitative
feedback can be limited in understanding the views
of the experts. Therefore, we interviewed two ex-
perts, each for an hour, after they used MYCC for
two weeks. The experts recalled that answers were
comprehensive and had highly relevant information
at times for questions that were well-structured,
such as “Can you propose heat-tolerant hop vari-
eties that might be used as an adaptation strategy
for climate change? What trade-offs might be nec-
essary, such as quality or yield?” However, ques-
tions that were more general or applied to multiple
regions such as “What parts of Australia might
become less suitable for wool growing over the
next 50 years? What would be the main reasons
for any change?” received answers that were too
generic, because the data to answer this question
was not readily available. Otherwise, the system
could sometimes infer additional context beyond
the question; although, in many cases, the addi-
tional context missed was irrelevant or incomplete.

6.1 Common Question Themes

To get a sense of the information needs of experts,
we analysed the types of questions (with percent-
age) in the 2180 question-answer pairs:

Agricultural Practices (34%) Questions about
best practices for growing specific crops under
changing climate conditions (e.g., “How do I grow
the best quality avocados?”, “What are the ideal
pollination conditions for growing apples?”).

Climate Change Impact (28%) Questions that
were about climate factors such as temperature
changes, rainfall patterns, and extreme weather
events, and their effects on agriculture. For ex-
ample, “How will climate change affect drought
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Figure 4: Overall tool distribution (left) and climate data tool use distribution (right) by Claude Sonnet 3.5 during
our latest evaluation testing with experts (i.e., the results from Table 2).

occurrence and how will that impact food security
in Australia in 2040?”.

Crop-Specific Concerns (15%) Questions fo-
cused on the impact of climate change on spe-
cific crops and how to mitigate those impacts (e.g.,
"How will heat days impact wine production in
2050?”, "What does heat stress during the flower-
ing and grain-filling periods do to a wheat crop?”).

Regional Climate Projections (10%) Questions
about climate projections for specific regions and
their implications for agriculture (e.g., “What is
the climate forecast for Melbourne in 30 years?”,
“How will the weather in Fairfield, NSW change in
2050? What does this mean for crops?”).

Adaptation Strategies (8%) Questions that
sought advice on how to adapt agricultural prac-
tices to cope with climate change (e.g., “What
strategies can I use to manage soil moisture at sow-
ing in wheat?”, “How can I prepare my dairy for a
warmer climate in Tatura?”).

Climate Data (5%) Questions focused on under-
standing and interpreting climate data and projec-
tions (e.g., “What is potential evapotranspiration?”,
“How confident are climate projections?”).

7 Future Developments

MY CLIMATE COPILOT is continually improv-
ing with expert feedback from systematic and for-
mal user studies (Nguyen et al., 2024, 2025). Our
evaluation with experts showed that presentational
characteristics are highly valued when it comes to
question answering. Therefore, we plan to fine-

tune open-source models with the data we have col-
lected from the platform to ensure that they align
with expert preference but also remain scientifi-
cally robust. Another way is to improve prove-
nance by adapting entity linking techniques such
as REAL (Shlyk et al., 2024), to link references
to where they are used within the generated text
and improve transparency. While many generated
answers were highly specific and expert-aligned,
there were cases where they were too generic when
there was insufficient data. That is, the system did
not find the correct literature to answer the ques-
tion or the information did not exist in our corpora.
We will further augment the retrieval system with
specialised literature, with further developments
aiming to support general questions that span glob-
ally by integrating with data from CMIP.

Furthermore, although our previous studies and
expert guidance led us to the implementation of
self-evaluation, we have yet to assess the impact
of this. We plan to assess expert reception and
feedback in a future study.

8 Conclusions

We present MY CLIMATE COPILOT, a question-
answering system that helps users improve their
knowledge of climate change impacts and adap-
tation in the Australian agricultural sector. Our
system helps users find relevant climate data and
literature for their climate adaptation needs and pro-
vides management advice to reduce climate risk.
MY CLIMATE COPILOT is transparent, privacy-
aware, extensible, and continually evolving under
expert guidance.
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Limitations

One limitation of MYCC is that questions that re-
quire climate data aggregation from multiple loca-
tions (e.g., a question asking about climate factors
across Australia), may be difficult to answer given
the limited context windows of models. A com-
prehensive evaluation for this is planned and will
require expert guidance to validate these difficult
questions.

Another limitation is that our current system is
specialised for Australian agriculture and climate
adaptation by design. However, we plan to sup-
port general questions globally by using the inter-
national climate literature we have collected and
integrating data from CMIP. This was out of scope
for our current study, as evaluation for this will be
significantly more challenging given the scale and
climate variations between countries, which will
require international experts.
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