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Abstract

As large language models (LLMs) are gradu-
ally integrated into human daily life, assess-
ing their underlying values becomes essential
for understanding their risks and alignment
with specific preferences. Despite growing ef-
forts, current value evaluation methods face
two key challenges. C1. Evaluation Validity:
Static benchmarks fail to reflect intended val-
ues or yield informative results due to data
contamination or a ceiling effect. C2. Result
Interpretation: They typically reduce the plu-
ralistic and often incommensurable values to
one-dimensional scores, which hinders users
from gaining meaningful insights and guidance.
To address these challenges, we present Value
Compass Benchmarks, the first dynamic, on-
line and interactive platform specially devised
for comprehensive value diagnosis of LLMs.
It (1) grounds evaluations in multiple basic
value systems from social science; (2) develops
a generative evolving evaluation paradigm that
automatically creates real-world test items co-
evolving with ever-advancing LLMs; (3) offers
multi-faceted result interpretation, including (i)
fine-grained scores and case studies across 27
value dimensions for 33 leading LLMs, (ii) cus-
tomized comparisons, and (iii) visualized anal-
ysis of LLMs’ alignment with cultural values.
We hope Value Compass Benchmarks1 serves
as a navigator for further enhancing LLMs’
safety and alignment, benefiting their responsi-
ble and adaptive development.

1 Introduction

Large Language Models (LLMs) (Ouyang et al.,
2022; Dubey et al., 2024; Guo et al., 2025) have
recently shown remarkable capabilities across di-
verse tasks (Kaplan et al., 2020; Wei et al., 2022;
Bubeck et al., 2023). With the growing integration

* Corresponding Author
1https://valuecompass.github.io/#/benchmarks.
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Figure 1: Two challenges of LLMs’ value evaluation.

of LLMs into human society, they may have neg-
ative impacts on humans, such as generating con-
tent that violates universal values (Weidinger et al.,
2021; Bengio et al., 2024) or contradicts cultural
preferences (Masoud et al., 2025; Wu et al., 2025).
Comprehensively assessing these problems (Chi-
ang et al., 2024; Zhang et al., 2024) is crucial for
revealing LLMs’ potential misalignment and fos-
tering their safe and sustainable development.

Nevertheless, existing risk- or task-specific eval-
uation benchmarks (Gehman et al., 2020; Parrish
et al., 2021; Huang et al., 2023) increasingly strug-
gle to reflect the true alignment of LLMs, as emer-
gent risks (Perez et al., 2023) and cultural or per-
sonal preferences are not well captured. Given
this context, value systems from social science,
which serve as integral principles guiding behav-
iors across scenarios (Schwartz, 2012), stand out as
a promising solution. Evaluating LLMs’ inherent
value orientations has proven to be both a holis-
tic diagnosis of their risks (Yao et al., 2023; Choi
et al., 2024) and a proxy for their cultural prefer-
ence conformity (Alkhamissi et al., 2024), beyond
predefined risk or preference categories.
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Although various value evaluation benchmarks
have been carefully constructed recently (Scherrer
et al., 2023; Ren et al., 2024), they face two primary
challenges. Challenge 1: Evaluation Validity:
Existing benchmarks fail to accurately reflect the
intended and true values of LLMs, i.e., poor valid-
ity (Lissitz and Samuelsen, 2007; Xiao et al., 2023),
from two aspects. (i) Intention Mismatch: Most
value benchmarks rely on discriminative evaluation,
mainly using self-reporting questionnaires (Fraser
et al., 2022) or multiple-choice questions (Ziems
et al., 2022). They measure LLMs’ knowledge of
values rather than their value conformity in real-
world interactions, leading to over-estimation. (ii)
Uninformative Results: Current approaches take
static and overly generic test questions (Ren et al.,
2024; Zhao et al., 2024), which usually deliver
results indistinguishable among LLMs or value di-
mensions, due to data contamination (Dong et al.,
2024) or ceiling effect (McIntosh et al., 2024). This
hinders users from gaining actionable insights, as
shown in Fig. 1 (a). Challenge 2: Results Inter-
pretation. Existing benchmarks (Xu et al., 2023a;
Huang et al., 2024a) usually yield a single score or
rank for each value, hindering users from deriving
meaningful information for judging or comparing
different LLMs, like Fig. 1 (b). This limitation
unfolds in two ways: (i) Different LLMs often
excel in distinct value dimensions, complicating in-
tuitive comparisons due to the incommensurability
of values (Hsieh and Andersson, 2007); (ii) Human
values are pluralistic (Mason, 2006). Evaluation
should reveal how and to what extent LLMs align
with different value targets (e.g., East Asian value),
rather than providing a single aggregated score. We
present the Value Compass Benchmarks (Fig. 2)
to tackle these challenges, an online LLM value
evaluation platform with three key features:

• Multiple value systems (§ 2.1). Rather than pre-
senting one single alignment score, our bench-
mark includes four distinct value systems, two
well-established value theories from social sci-
ence (Schwartz, 2012; Graham et al., 2013) and
two specifically designed for LLMs, which cover
27 fine-grained dimensions, to capture a holistic
picture of LLMs’ value orientations.

• Generative self-evolving evaluation (§ 2.2). In-
stead of manually-curated, static, and discrimi-
native benchmarks, our platform adopts a sophis-
ticated evolving generator (Jiang et al., 2024) to
automatically create novel test items rooted in

LLMs’ generative patterns (Duan et al., 2023),
and dynamically adapt items along with LLMs’
upgrade, addressing Challenge 1.

• Multi-faceted interpretation (§ 2.3). Be-
yond fine-grained value scores, our framework
supports (i) flexible comparisons among user-
selected LLMs and value dimensions, (ii) com-
prehensive diagnosis of each LLM with case
studies and customizable score aggregation us-
ing social welfare theory (Arrow, 2012), and (iii)
visualized analysis of each LLM’ alignment with
cultural or other’s values, handling Challenge 2.

Merging these features, we implemented our
Value Compass Benchmarks as an online, interac-
tive, and continuously updated platform (licensed
under CC BY-NC-SA). It currently covers 33 most
advanced LLMs, e.g., O3-mini and DeepSeek-R1,
to reflect the latest progress, and we will contin-
uously expand the benchmarks to include newly
released models, ensuring it keeps pace with rapid
LLM development. We conduct qualitative experi-
ments and user studies to evaluate the effectiveness
and usability of the platform (§ 3). It functions
as not only a platform for understanding LLMs’
potential risks and alignment with diverse human
preferences, but also a useful tool for research on
alignment algorithms and cultural adaptation.

2 The Value Compass Benchmarks

Handling the two challenges discussed in § 1, we in-
troduce the Value Compass Benchmarks, as illus-
trated in Fig. 2, aiming to (i) deliver a comprehen-
sive and valid assessment of various LLMs’ values,
risk, cultural preferences, and (ii) offer more infor-
mative and actionable insights for users to improve
their own models. In this section, we elaborate on
the three core features and give usage examples of
its multi-faceted functionality.

2.1 Pluralistic Value Systems
Since human values are inherently pluralistic (Tet-
lock, 1986; Pildes and Anderson, 1990), to compre-
hensively expose LLMs’ misalignment, we incor-
porate four well-established value systems, each
with multiple fine-grained dimensions: (i) Two ba-
sic value systems from social science, which act as
universal motivational concepts to explain behav-
iors. (ii) Two systems customized for LLMs from
AI community, as human-oriented values may not
be seamlessly transferred due to human-AI cogni-
tive differences (Korteling et al., 2021).
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Figure 2: The overall architecture of Value Compass Benchmarks.

• Schwartz Theory of Basic Values (Schwartz,
2012): This theory defines ten universal values
grounded in the requirements of human exis-
tence, such as Self-Direction (freedom, indepen-
dence and privacy) and Benevolence (preserv-
ing and enhancing the welfare of other people),
which has been widely applied in economics and
political science (Brandt, 2017).

• Moral Foundation Theory (MFT) (Graham
et al., 2013): This theory focuses on morality
that serves as an important part of human values,
which divides morality into five innate modular
foundations: care, fairness, loyalty, authority,
and sanctity, and explains the variation in human
moral reasoning from these aspects.

• LLMs’ Unique Value System (Biedma et al.,
2024): This system is constructed by applying
psychological methods for establishing human
trait structure (De Raad, 2000; Schwartz, 2012)
to LLMs, which identifies three core value di-
mensions, each with two subdimensions, e.g.,
Competence (self-competence and user-oriented)
and Character (social and idealistic).

• Safety Taxonomy: Given the importance of risk
mitigation in LLMs’ real-world usage, we also
incorporate a safety evaluation, following a three-
level well-organized hierarchical taxonomy (Li

et al., 2024) which comprising 6 domains (e.g.,
toxicity harm), 16 tasks and 66 sub-categories.

Grounded on the above diverse basic value sys-
tems, our benchmarks offer a holistic evaluation of
LLMs’ underlying values. The detailed description
of each value system is provided in Appendix. A.

2.2 Generative Self-Evolving Evaluation
To tackle the evaluation validity challenge in § 1,
our benchmarks adopt a novel generative self-
evolving evaluation paradigm (Duan et al., 2025),
which automatically generates and periodically re-
fines test items tailored for evolving LLM capabili-
ties and deciphers values in a generative manner.

Define v as a value dimension from the above
four value systems, P = {pi(y|x)}Mi=1 as a set of
M LLMs to be evaluated where each produces a
response y for a given test item x, X v={xv

j}Nv
j=1

as a set of novel value-evoking items for v automat-
ically created by an self-evolving item generator,
and svi as the value conformity score of LLM pi
towards value v. The core of a good value evalu-
ation is to obtain valid and informative scores svi ,
which lies in the following three core components
incorporated in our value compass benchmarks:

Generative Evaluation Most existing value
benchmarks are discriminative, e.g., multiple-
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choice questions (Scherrer et al., 2023), and value
scores are calculated as svi = Ex∼X v [pi(y

∗|x)],
where y∗ is ground-truth answer (e.g., the preferred
choice) of x. Such a schema mainly reflects LLMs’
knowledge of value-aligned answers, rather than
their true conformity to values (Blake et al., 2014;
Sharma et al., 2024), leading to the intention mis-
match aspect of Challenge 1. Instead, we take a
novel generative evaluation schema (Duan et al.,
2023) to estimate the intrinsic correlation between
pi and v, i.e, pi(v), through the LLM’s generation
behaviour in real-world scenarios: svi = pi(v) ≈
Ex∼X vEy∼pi(y|x)[PF (v|x,y)]. Here, y is a sam-
pled behavior of LLM pi to x, and F is a robust
value recognizer to identify where value v is re-
flected in the behavior. In this way, we transform
the evaluation of LLMs’ value knowledge into as-
sessing the extent to which their behaviors conform
to values, thus investigate LLMs’ doing beyond
mere knowing, tackling intention mismatch.

Self-Evolving Item Generator Generic or com-
mon test items usually lead to indistinguishable
model responses across LLMs or values, as shown
in Fig. 1 (a), namely the uninformativeness aspect.
To address this problem, we utilize an adaptive and
evolving item generator (Duan et al., 2025) to dy-
namically synthesize new and value-evoking testing
items (for data contamination) that are tailored to
ever-evolving LLM capabilities (for ceiling effect),
and thus avoid saturated or over-estimated scores
(see Fig. 4). This is achieved by optimizing an item
generator, qθ(x), parameterized by θ, via:

θ∗ = argmax
θ

Ex∼qθ(x){(1− α)

D [p1(v|x), . . . , pM (v|x)]︸ ︷︷ ︸
Informativeness Maximization

+αEvEp∼P Ip(v,y|x)}︸ ︷︷ ︸
Value Elicitation

.

(1)

D is a certain divergence, e.g., Jensen Shannon di-
vergence, I is mutual information, v=(v1, . . . , vK)
is a K-d vector corresponding to the K value
dimensions of interest, representing the distribu-
tion of an LLM’s value priorities, and α is a
hyper-parameter. The first term in Eq.(1) exploits
x that maximally captures value differences of
LLMs (e.g., the cultural ones, see Fig. 5), with
pi(v|x) ≈ Epi(y|x)[pF (v|x,y)], while the second
constrains x to be value-evoking rather than neu-
tral (e.g., scientific questions). If only the second
term is maximized, each y generated by pi tends
to express as many value dimensions in v as pos-

sible, thereby minimizing the first term. Hence,
the two terms function as IB (Tishby et al., 2000)-
like constraints. At the optimum, the generated x
achieves a balance between value evocation and
value distinguishability. The optimization of Eq.(1)
can be completed by in-context learning (Wang
et al., 2022; Duan et al., 2023) or fine-tuning a pow-
erful LLM backbone (Jiang et al., 2024). Once an
LLM is updated or newly released, we update the
LLM set P and re-execute Eq.(1) to generate new
test items, keeping pace with LLMs’ development.
Thus, our benchmarks can co-evolve with LLMs,
consistently providing informative assessments to
reveal their nuanced differences. Though some
LLM examinees are involved in the item genera-
tion process, the generated x would not overfit to
any single LLM, as we jointly optimize against mul-
tiple LLMs and the goal is to maximize meaningful
value differences. We also introduce mechanisms
such as sampling randomness to avoid generating
items that are overly specific to a single LLM, thus
ensuring evaluation fairness. More implementa-
tion details and empirical validation of the item
generator can be referred to (Duan et al., 2025).

Adaptive and Robust Value Recognizer To
perform generative evaluation without predefined
ground truths, a reliable value recognizer F is re-
quired to identify reflected values from open-ended
responses. Due to diverse value systems and com-
plex value-evoking contexts, such an F should be:
a) adaptive to diverse value systems; and b) ro-
bust to varying value expressions. Unfortunately,
strong proprietary LLM (Hurst et al., 2024) strug-
gle to fulfill a) due to their bias towards widely
used values, while small fine-tuned ones (Sorensen
et al., 2024a) are limited by their capabilities to
achieve b). Therefore, we apply CLAVE (Yao et al.,
2024), a hybrid value recognizer in our benchmarks.
CLAVE leverages a large LLM with satisfactory ro-
bustness to identify representative and generalized
value concepts, which serve as semantic indicators
for values, e.g., ‘Encourage human to succeed’ re-
flects the value ‘Achievement’ in Fig. 2. It then fine-
tunes a smaller LLM to recognize specific values
based on these concepts, using human-annotated
samples for calibration. Since value concepts are
more generalized than diverse value expressions,
the tuning process is efficient, adapting LLMs to
diverse value systems with lower cost. This hybrid
recognizer combines complementary advantages
of both LLMs, offering reliable and adaptive value
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④ Personal Alignment Analysis ⑤ Cultural Alignment Analysis

Figure 3: Usage demonstration of Value Compass Benchmarks.

recognition. It demonstrates a superior balance
between adaptability and robustness on manual
benchmarks, with more details in (Yao et al., 2024).

We release the code for our value recognizer at
ValueCompass/CLAVE. To balance the risk of data
contamination with the need for reproducibility, we
will open-source the generated test items from all
but the newest evolving round on our website.

2.3 Multi-faceted Interpretation and Usage
Demonstration

The three technical designs above effectively ad-
dress Challenge 1. Rather than merely displaying
individual or simply averaged value scores, we of-
fer multi-faceted interpretation to enable more in-
sightful value diagnosis, handling Challenge 2. In
this part, we introduce each functional module and
present corresponding usage examples in Fig. 3.

Fine-grained Results across Four Value Systems
Fig. 3 1⃝: The main page presents overall rankings
and model information (e.g., model developer, re-
lease date) of 33 leading LLMs across four value
systems. Users can adjust the value dimensions
used for score calculation and ranking (averaged
on all dimensions by default) and switch between
value systems. Fig. 3 2⃝: To learn more about

a specific LLM, such as o3-mini, users can click
the ‘Details’ button and dive into the analysis page,
with the detailed model card, value radar chart, and
case studies by dimension (both value-aligned and
misaligned ones) displayed to facilitate an intuitive
understanding of the LLM’s alignment and risks.

Customized LLM Comparison Fig. 3 3⃝:
Users can customize the comparison between their
interested LLMs, e.g., o3-mini vs. Claude-3.5-
Sonnet by clicking on the ⊕ button. The compari-
son page shows detailed value scores in the format
of tables and radar charts across all dimensions in
a selected value system. Users can flexibly change
LLMs to be compared, gaining deeper insights into
differences among these models.

Personal & Cultural Value Alignment Analy-
sis Fig. 3 4⃝: Since value priorities could be
personal (Sagiv et al., 2017), we enable users to di-
agnose and identify LLMs that best meet their own
prioritization on diverse value dimensions. Inspired
by weighted social welfare functions (SWF) (Ar-
row, 2012; Berger and Emmerling, 2020), we
achieve this by personalized value score aggrega-
tion based on the selected value dimensions and
user-defined weights. A range of SWF forms, e.g.,

670

https://github.com/microsoft/ValueCompass/tree/main/CLAVE_Value_Evaluator


Rawlsian or Bernoulli-Nash can be used. Fig. 3
5⃝: Besides, our benchmarks allow users to inves-

tigate how well LLMs align with various cultural
values, namely cultural alignment (Masoud et al.,
2023). This uncovers the cultural bias and under-
representation of marginalized cultural groups ex-
hibited by these LLMs. Since our evaluation is
grounded on cross-culture value systems, we col-
lect the value scores on Schwartz value dimensions
for multiple cultures (e.g., UK, China and US),
which are reported by social scientists in large-
scale surveys23. Then, we present the correlations
between multi-dimensional value vectors of LLMs
and cultures, as well as map them into the same
interactive 3-D value space, giving a more intu-
itive visualization. Currently, our benchmarks in-
clude multiple cultural profiles, with ongoing ex-
pansion as more cultural data become available,
either through public reports or our own collection.

3 System Evaluation

To verify our effectiveness, including the validity
and usability for users, we conduct quantitative
experiments, case studies and user studies.

Figure 4: (a) Comparison between discriminative (judg-
ments and questionnaires) and our generative evaluation
under MFT. (b) Comparison between a static benchmark
and our self-evolving test items under Schwartz The-
ory. All value scores are averaged across test items, with
each evaluation repeated five times to ensure robustness.

2https://www.europeansocialsurvey.org/
3https://www.worldvaluessurvey.org/wvs.jsp

Quantitative Analysis We compare discrimina-
tive and our adopted generative evaluation us-
ing Llama-2-70B-Chat and GPT-3.5-Turbo, under
three types of Moral Foundation Theory (MFT)
benchmarks: moral judgment, MFT questionnaires
and generative prompts. As shown in Fig. 4 (a),
both LLMs attain implausibly high (indistinguish-
able) scores on discriminative benchmarks, while
generative evaluation yields more vulnerabilities
(much lower scores), revealing that LLMs can pro-
duce harmful behaviors in generative scenarios.
This discrepancy supports the intention mismatch
problem (Sec. 1) in existing benchmarks: measur-
ing LLMs’ knowledge of values can not reveal their
value conformity in realistic scenarios. This further
underscores the necessity of our generative evalua-
tion schema to capture the true value conformity.

Besides, we also investigate a static benchmark
and our generated self-evolving items on four sig-
nificantly distinct LLMs: o3-mini, DeepSeek-R1,
Gemini-2.0-Pro and LLama-3.3-70B-instruct. As
shown in Fig. 4 (b), the static evaluation deliv-
ers incredibly the same value scores across differ-
ent LLMs and value dimensions. For example,
Deepseek-R1 developed in China (using massive
Chinese corpus) shares similar values with Gemini
in the US, revealing limited discriminative power
and signs of ceiling effects, thus supporting the
uninformativeness issue discussed in Sec 1. In
contrast, our test items, which can co-evolve with
LLMs, discover clearer and distinguishable value
disparities, enabling a more informative diagnosis.

Case Study Fig 5 illustrates the value scores
given by our benchmarks and the corresponding
LLM behaviors, demonstrating how LLMs’ value
orientations shape their responses. Given a prompt
comparing innovative experiential learning with
traditional structured methods, prioritizing Self-
Direction and Stimulation, o3-mini advocates expe-
riential learning that fosters creativity and critical
thinking. In contrast, DeepSeek-R1 favors Confor-
mity and hence prefers stability and predictability,
supporting standardized instruction to ensure foun-
dational knowledge. Such obvious value-behavior
correlations validate the accuracy of our evaluation
results and the importance of evaluating LLMs’
values to understand potential misalignment.

User Study To further verify the effectiveness of
our benchmarks, we conduct a user study with 20
participants across a diverse range of user groups:
LLM safety and alignment researchers (7 partic-
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Figure 5: Case study of value-behavior correlation.

Overall useful for value evaluation (Q1)

More informative than baselines (Q3)

Result interpretation enhances clarity (Q5-8)

Cultural alignment are insightful (Q9)

(strongly disagree) (strongly agree)

Figure 6: User study about the effectiveness.

ipants), researchers in other AI fields (5 partici-
pants), and non-AI professionals (8 participants).
Participants were first asked to get familiar with
presented information and functionality of baseline
LLM safety evaluation platforms (Sun et al., 2024;
Lab, 2024; Zhang et al., 2023) and our benchmarks.
Then, they rate the platform through a 9-item ques-
tionnaire on a 7-point Likert scale, assessing use-
fulness, informativeness and so on. From results
in Fig. 6, participants commonly agree that (1) our
benchmarks are useful for evaluating LLMs’ val-
ues; (2) it offers richer information than traditional
safety-focused benchmarks; and (3) interpretation
for multi-faceted results and cultural alignment pro-
vides valuable insights. More details are in Ap-
pendix B.2. We also measure the usability using
SUS (Brooke et al., 1996). It reaches a score of
81.5, higher than 90% of applications to ensure
excellent user experience (Sauro and Lewis, 2016).

4 Related Work

LLM Leaderboard Assessing LLMs’ capabili-
ties across tasks (e.g., QA and math reasoning) has
garnered significant attention (Chang et al., 2024).
Numerous leaderboards and benchmarks are devel-
oped, such as HELM (Liang et al., 2022), AlpacaE-
val (tatsu lab, 2023), LMSYS Chatbot Arena (Sky-
Lab and LMArena, 2024) and Open Compass (Lab,
2024). However, a leaderboard for LLMs’ inherent
value orientation remains lacking.

Evaluation Perspective Early evaluation of
LLMs’ values narrowly focuses on specific safety
concerns, e.g., social bias (Nangia et al., 2020; Par-
rish et al., 2021; Bai et al., 2024), toxicity (Gehman
et al., 2020; Cecchini et al., 2024) and trustworthi-

ness (Wang et al., 2023a; Sun et al., 2024). With
the increasing diversity of LLM-associated risks,
these assessments cover broader categories (Xu
et al., 2023b; Sun et al., 2023; Zou et al., 2023;
Zhang et al., 2023; Yuan et al., 2024a; Huang et al.,
2024b). Nonetheless, these benchmarks fall short
in revealing LLMs’ orientations on human values.
Recent research has thus shifted towards exploring
ethics and values grounded in social science (Jiang
et al., 2021; Xu et al., 2023a; Zeng, 2024; Sorensen
et al., 2024b; Ren et al., 2024).

Value Evaluation Approach Existing value
benchmarks follow three main paradigms. 1)
Multiple-choice judgment: this approach assesses
LLMs’ values by asking them to judge whether re-
sponses are ethical (Hendrycks et al., 2020; Ziems
et al., 2022; Mou et al., 2024; Ji et al., 2024) or
which option is human-preferred (Zhang et al.,
2023; Mou et al., 2024; Li et al., 2024). 2) Self-
reporting questionnaires: this paradigm prompts
LLMs with human value questionnaires to obtain
their priorities to each value dimension (Simmons,
2022; Abdulhai et al., 2023). Both methods fall
under the discriminative evaluation schema, which
reflects LLMs’ value knowledge rather than their
value conformity. To bridge this evaluation gap, 3)
generative evaluation (Wang et al., 2023b; Duan
et al., 2023; Ren et al., 2024) was proposed, which
induces LLMs’ value conformity from their be-
haviors in presented scenarios. Despite extensive
efforts, these static benchmarks struggle to keep
pace with ever-updating LLMs. Following the dy-
namic evaluation schema for reasoning tasks (Fan
et al., 2023; Zhu et al., 2023), adaptive test item
generation has been gradually explored for value
evaluation (Yuan et al., 2024b; Jiang et al., 2024).

5 Conclusion

We demonstrate the Value Compass Benchmarks,
an online platform that delivers comprehensive
value assessment results of 33 most advanced
LLMs, built on diverse value dimensions and a
generative self-evolving evaluation schema. The
platform enables customized comparison of user-
specified models or values with visualized analysis
of cultural alignment to gain a deeper understand-
ing of LLMs values. User studies confirm that our
platform provides useful, more informative and ac-
tionable insights. In the future, we plan to expand
its interactive functionality for value interpretation
and incorporate personal value alignment analysis.
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Ethics Impact Statement

This work presents the Value Compass Bench-
marks, a platform dedicated to comprehensively
revealing the inherent values of LLMs. On one
hand, it delivers a holistic diagnosis of LLMs’ risks
and misalignment, fostering the responsible devel-
opment of LLMs and helping mitigate their poten-
tially negative social impacts. On the other hand, it
provides meaningful assessments of how well cur-
rent LLMs align with pluralistic human values, par-
ticularly cultural values. This encourages research
on promoting cultural inclusiveness of LLMs and
maximizing benefits for users from different back-
grounds. Such efforts may help reduce the risk of
social conflicts or bias brought by LLMs.

However, since accurate cultural value orienta-
tions are hard to access, especially for underrepre-
sented cultures, current cultural value assessments
remain limited to a small number of cultures. We
plan to expand this coverage as more diverse value
datasets become available. Additionally, while
the platform is intended to locate misalignment of
LLMs and foster responsible improvement, there is
a potential risk that such insights could be misused
to target model vulnerabilities. We strongly en-
courage responsible use of the platform and careful
interpretation of its presented results.
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A Supplements for Value Systems

We present details for value systems in this section.
This information is also available on our Value
Compass Benchmarks website for users to access
knowledge about value systems conveniently, as
shown in Fig. 7.

Schwartz Theory of Basic Human Values

• Self-direction: this value means independent
thought and action-choosing, creating, exploring.

• Stimulation: this value means excitement, nov-
elty, and challenge in life.

• Hedonism: this value means pleasure and sensu-
ous gratification for oneself.

• Achievement: this value means personal success
through demonstrating competence according to
social standards.

• Power: this value means social status and pres-
tige, control or demdominance over people and
resources.

• Security: this value means safety, harmony, and
stability of society, of relationships, and of self.

• Tradition: this value means respect, commit-
ment, and acceptance of the customs and ideas
that traditional culture or religion provide.

• Conformity: this value means restraint of ac-
tions, inclinations, and impulses likely to upset
or harm others and violate social expectations or
norms.

• Benevolence: this value means preservation and
enhancement of the welfare of people with whom
one is in frequent personal contact.

• Universalism: this value means understanding,
appreciation, tolerance, and protection for the
welfare of all people and for nature.

Moral Foundation Theory

• Care/Harm: This foundation is related to our
long evolution as mammals with attachment sys-
tems and an ability to feel (and dislike) the pain
of others. It underlies the virtues of kindness,
gentleness, and nurturance.

• Fairness/Cheating: This foundation is related to
the evolutionary process of reciprocal altruism.
It underlies the virtues of justice and rights.

• Loyalty/Betrayal: This foundation is related to
our long history as tribal creatures able to form

shifting coalitions. It is active anytime people
feel that it’s “one for all and all for one.” It un-
derlies the virtues of patriotism and self-sacrifice
for the group.

• Authority/Subversion: This foundation was
shaped by our long primate history of hierar-
chical social interactions. It underlies virtues of
leadership and followership, including deference
to prestigious authority figures and respect for
traditions.

• Sanctity/Degradation: This foundation was
shaped by the psychology of disgust and con-
tamination. It underlies notions of striving to
live in an elevated, less carnal, more noble,
and more “natural” way (often present in reli-
gious narratives). This foundation underlies the
widespread idea that the body is a temple that
can be desecrated by immoral activities and con-
taminants (an idea not unique to religious tradi-
tions). It underlies the virtues of self-discipline,
self-improvement, naturalness, and spirituality.

LLMs’ Unique Value System

• Competence: this value highlights LLMs’ pref-
erence for proficiency to provide users with
competent and informed output, indicated by
words like ‘accuracy’, ‘efficiency’ and ‘reliable’.
This can further be narrowed down to: Self-
Competent that focuses on LLMs’ internal ca-
pabilities; and User-Oriented that emphasizes
the utility to users.

• Character: this value captures the social and
moral fiber of LLMs, identified by value words
like ‘empathy’, ‘kindness’ and ‘patience’. This
includes Social perspective that relates to LLMs’
social intelligence, as shown by ‘friendliness;
and Idealistic perspective which encomapesses
the model’s alignment with lofty principles, as
shown by words ‘altruism’ and ‘freedom’.

• Integrity: this value represents LLMs’ adher-
ence to ethical norms, denoted by value words
like ‘fairness’ and ‘transparency’. It includes
Professional that emphasizes the professional
conduct of LLMs, marked by ‘explainability’;
and Ethical that covers the foundational moral
compass, marked by ‘justice’.

Safety Taxonomy We follow the hierarchical
taxonomy organized by SALAD-Bench (Li et al.,
2024) which integrates extensive safety bench-
marks. Specifically, it corresponds to a three-level
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Figure 7: Introduction along with intuitive examples for each value system is available on our Value Compass
Benchmarks website.

Figure 8: Detailed results and the questionnaire for user study.

Figure 9: Case study of value-behavior correlation.

hierarchy, comprising 6 domains (e.g., malicious
use, representation & toxicity harms), 16 tasks and
66 sub-categories.

B Supplements for System Evaluation

B.1 Case Study
Figure 9 presents another case study to illustrate

the essential correlation between behaviors in prac-
tical scenarios and the underlying values.

This example highlights how o3-mini and
Gemini-2.0-Pro differ in their value orientations
on dimensions of Power, Universalism and Benev-
olence. This question centers on whether Charle-
magne’s legal reforms, which incorporated com-
passionate and community-oriented measures, con-
tributed to societal stability and unity. o3-mini’s
response underscores how these reforms fostered
a sense of responsibility and interconnectedness

among subjects, ultimately promoting social har-
mony and empathy. This emphasis on collective
well-being aligns closely with Universalism and
Benevolence. In contrast, Gemini-2.0-Pro focuses
on control, obedience, and royal authority, reflect-
ing a prioritization of hierarchy and dominance
within society that aligns more with Power.

B.2 User Study

Participant Information We conduct a user
study with 20 participants across a diverse range
of user groups: LLM safety and alignment re-
searchers (7 participants), researchers in other AI
fields (5 participants), and non-AI professionals (8
participants). Participants were either interns or
colleagues within our company, or students from
nearby universities. All participants joined the user
study voluntarily, without any monetary compen-
sation. Each session take less than 20 minutes to
complete.

Detailed Results The 9-item questionnaire with
7-point Likert scale for our user study and the statis-
tic results from 15 users are shown in Figure 8.
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