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Abstract

The swift advancement of Large Language
Models (LLMs) has led to their widespread
use across various tasks and domains, demon-
strating remarkable generalization capabilities.
However, achieving optimal performance in
specialized tasks often requires fine-tuning
LLMs with task-specific resources. The cre-
ation of high-quality, human-annotated datasets
for this purpose is challenging due to finan-
cial constraints and the limited availability of
human experts. To address these limitations,
we propose First-AID, a novel human-in-the-
loop (HITL) data collection framework for the
knowledge-driven generation of synthetic di-
alogues using LLM prompting. In particular,
our framework implements different strategies
of data collection that require different user
intervention during dialogue generation to re-
duce post-editing efforts and enhance the qual-
ity of generated dialogues. We also evaluated
First-AID on misinformation and hate coun-
tering dialogues collection, demonstrating (1)
its potential for efficient and high-quality data
generation and (2) its adaptability to different
practical constraints thanks to the three data
collection strategies.

Content warning: this paper contains unobfuscated
examples some readers may find offensive

1 Introduction

The rapid progress in large language models
(LLMs) has enabled their use across a multitude of
tasks and domains, thanks to their remarkable gen-
eralization abilities. However, simple prompting
does not suffice for optimal performance in spe-
cialized tasks. Consequently, researchers have con-
centrated on developing resources tailored to fine-
tune the LLMs for specific tasks (Liu et al., 2022b).
Nonetheless, some of these datasets remain inacces-
sible to the public due to legal restrictions, includ-
ing issues of privacy and data ownership (Abowd

and Vilhuber, 2008; Goyal and Mahmoud, 2024).
Additionally, creating datasets curated solely by
humans poses challenges, particularly in dialogical
contexts. This approach is constrained by both fi-
nancial considerations and the scarcity of human
experts, as well as potentially restricted diversity,
biases, and annotation artifacts in the content pro-
duced (Geva et al., 2019; Gururangan et al., 2018;
Chmielewski and Kucker, 2020).

To overcome these limitations, researchers have
recently leveraged LLMs to automatically gener-
ate synthetic datasets (Long et al., 2024). This
approach not only reduces costs (Honovich et al.,
2023) but also enables a more in-depth study
of real-world domains by emulating privacy-
constrained data, such as health or social media
data (Kurakin et al., 2023). However, LLMs still
tend to generate factual inaccuracies (Augenstein
et al., 2024) and struggle with coherence and con-
sistency, particularly for complex tasks (Dou et al.,
2022). Furthermore, creating synthetic data that
exhibits both diversity and complexity remains a
challenging task (Liu et al., 2022a).

To address these limitations and improve LLMs’
training, researchers have proposed hybrid data
collection approaches that combine LLMs’ genera-
tion capabilities with human experts’ post-editing
efforts. The human-in-the-loop generation strat-
egy (HITL henceforth) has been proven to reduce
costs and time, alleviate the workload of human
post-editors, overcome the limitations of LLMs,
and facilitate the generation of high-quality data
(Tekiroğlu et al., 2022). The presence of a human
in the loop during data collection is particularly cru-
cial for knowledge-driven tasks, where accuracy
and faithfulness to context must be ensured (Russo
et al., 2023).

To accelerate synthetic data collection, several
frameworks and tools have been proposed to either
automatically generate datasets according to spe-
cific prompts and requirements (Daniel and Fran-
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cisco, 2023; Patel et al., 2024) or to facilitate post-
editing and labeling of generated data (Tkachenko
et al., 2020). However, most existing data genera-
tion tools have limited control over dialogue gen-
eration, typically requiring the model to produce
an entire dialogue without human intervention be-
tween turns (Bonaldi et al., 2022). This can lead to
cascading errors, resulting in increased post-editing
efforts and potentially reduced data diversity.

To address these limitations, we propose a novel
data collection framework called First-AID (First
Annotation Interface for grounded Dialogues) for
the automatic knowledge-driven generation of syn-
thetic dialogues that incorporates a human-in-the-
loop. Our framework implements different HITL
strategies, leveraging user input during the genera-
tion of the dialogue to reduce post-editing efforts
and improve the quality of generated dialogues. We
designed an interactive interface enabling users to
also employ external context and automatically as-
sociate pieces of this context with dialogue turns
(necessary for RAG-based approaches), post-edit
each turn before generating the next, and drive the
generation process dynamically. This interface con-
nects to a customizable API that allows for person-
alized dialogue generation to cover different topics
and roles, and to configure the LLM and retriev-
ers used in the interactions. Our interface can be
specifically tailored for a wide range of use cases
where high-quality dialogue generation is critical.
We tested the interface for the creation of dialogues
to counter hate speech and misinformation.

2 Related Work

As LLMs continue to advance in their ability to gen-
erate human-like text and generalize across a wide
range of tasks, researchers are increasingly leverag-
ing them for the automatic generation of synthetic
data. This approach enables the reduction of data
collection costs by minimizing or eliminating the
need for human annotation efforts, promoting data
diversity, and mitigating potential annotation arti-
facts (Lu et al., 2024).

Two primary approaches have emerged for syn-
thetic dialogue generation: LLM-only methods,
where one or more LLMs generate data entirely
on their own (Chen et al., 2023; Penzo et al., 2025),
and hybrid approaches that integrate human feed-
back or corrections into the dialogue generation
process through a HITL strategy.

Most existing works leverage human interven-

tion in a post-processing phase to correct possible
errors and adjust the generated dialogue (Bonaldi
et al., 2022; Occhipinti et al., 2024). Conversely,
Lu et al. (2024) proposed the DIALGEN frame-
work, which enables human feedback within the
dialogue generation process itself. This allows a
human reviewer to modify the dialogue at each turn
and for the system to automatically generate the
next turn accordingly.

While this framework can mitigate and correct
LLM errors, it heavily relies on expert intervention
to correct potential factual inaccuracies. The model
requires generating based on a short story generated
from ontology triplets (Kim et al., 2023), which
may limit its application to domains requiring up-
to-date knowledge that is not readily available in
an ontology format or cannot be easily shaped into
that form, such as misinformation detection, hate
speech mitigation, or company-specific use cases.

To address this limitation, we built upon the DI-
ALGEN framework (Lu et al., 2024) by proposing a
novel knowledge-driven dialogue generation frame-
work with HITL capabilities. This framework en-
ables the generation of dialogues based on informa-
tion provided in textual documents. At each turn,
a human can revise and modify the generated text
if needed, before proceeding to generate the next
turn. To promote diversity during the generation
phase while minimizing human effort, we require
the model to generate three different versions of a
specific turn. Our framework also allows humans
to select the relevant text portions used for gener-
ating a turn, making it suitable for training more
sophisticated knowledge-driven pipelines that inte-
grate retrieval and reranking components in a RAG
scenario (Lewis et al., 2020).

Furthermore, we recognized the need for a com-
prehensive tool that enables seamless dialogue gen-
eration and post-editing capabilities. To address
this need, we created an intuitive interface that em-
powers end-users to automatically generate, edit,
and customize knowledge-grounded dialogues in a
flexible and user-friendly manner.

3 Task Description

First-AID is an annotation interface that aims to
provide an environment for creating dialogical
RAG-structured data in a human-AI collaboration
setting (i.e., using HITL methodology). The tool
focuses on the creation of scenario-specific dia-
logues starting from domain documents. The RAG-
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Figure 1: Graphical representation of the three data collection strategies supported by First-AID platform.

oriented connotation of the tool is given by allow-
ing the annotator to link each turn in the dialogues
to a specific document and, more in detail, to the
portions of that document (a sentence, paragraphs,
or custom spans) containing the information on
which the turn is based. Each dialogue and indi-
vidual turn can be associated with multiple ground
texts, allowing the data created through the plat-
form to be used to train not only a dialogical lan-
guage model but also retriever components.

Data collection speed optimization: The goal
of the First-AID platform is not only the creation of
dialogical data, but also to provide an environment
that allows testing and customising different data
collection strategies to find the most appropriate
for each specific data collection scenario. The tool
adopts a HITL approach, proposing different strate-
gies with different levels of automation and human
control. This allows for tuning the human effort in
the annotation process, identifying the best anno-
tation setting to improve the data collection speed
without sacrificing the quality of the output.

Multiple data collection strategies: The plat-
form supports three different data collection strate-
gies to create dialogues starting from one or more
reference documents. In all three configurations,
each turn, if needed, is grounded in the documents
by pairing it with the relevant passages. A graph-
ical representation is provided in Figure 1. The
three main configurations that we implemented in
the platform are:

1. Manual: the dialogue is manually written
from scratch based on the provided docu-
ment(s). The portions of the text on which
the turn is based are manually linked.

2. Pre-compiled: starting from the documents,
we use an LLM to automatically generate a
full dialogue based on the sources. The turns

are automatically paired with the portions of
text on which they are grounded. The an-
notator reviews the generated dialogue and
makes any necessary edits to the turns (i.e.,
editing the text, removing unnecessary turns,
or adding new ones) and to the ground (i.e.,
changing the boundaries of the text, adding
new grounds, or removing the incorrect ones).

3. Interactive: the annotator is assisted by an
LLM that suggests multiple options for each
new turn in the dialogue. The annotator se-
lects and edits one of the suggestions or, at
will, can propose a new turn from scratch.
Each turn is built upon the previous ones, and
the human’s choices guide the progression and
direction of the dialogue.

Multiple annotation layers: In addition to cre-
ating dialogues from scratch, the platform allows
users to post-edit them. Dialogues created using
any of the three annotation modalities can serve as
a starting point for other users’ post-editing. This
allows for multiple layers of annotations, for in-
stance, to generate variations of the same dialogue
or to have experts acting as curators to review other
annotators’ data.

Iterative model improvement: The interactive
and pre-compiled task configurations can be used
to iteratively refine a specific NLG model by i) gen-
erating dialogues with that model, ii) post-editing
them, and iii) incorporating the edited data into
subsequent model training iterations. Keeping a
human in the loop through iterative feedback can
help improve the model over time.

Customizable LLMs: When creating a pre-
compiled or interactive dialogue, the system can
be linked to custom APIs that generate the turns.
This enables full customization of the models, the
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Figure 2: The task creation screen

prompts, the actors involved in the dialogue, and
their behavior or style.

4 System Description

First-AID is a multi-layered web-based system. An
admin user is created automatically during setup.
This user can access the interface to create projects
and invite other users. Each project can be assigned
to a group of users, with some designated as project
managers. Within a project, tasks can be created
and text documents can be assigned. Each task rep-
resents a single dialogue that may be automatically
generated by the LLM. A user can then edit the
dialogue, optionally using interactive suggestions
to assist with the annotation. In doing so, the user
can also select parts of the documents associated
with the task, that represent the ground truth related
to that turn (see Section 3). Once the user confirms
the annotation, a project manager can assign the
task to another user for further refinement. This
process can be repeated as needed until the admin
or a project manager closes the task.

During the task creation phase (see Figure 2),
additional information is provided, such as the roles
in the dialogue, the LLMs that have to be queried
for the initial or for the interactive generation, and
the documents that the annotator can use.

4.1 The annotation interface

The key innovation introduced by First-AID lies
in its annotation interface (Figure 3), which allows
users to write dialogue turns and link each one to
specific source texts.

The interface is organized into three columns:

• The left column displays the source file(s).
Annotators can highlight sections of the text
and assign them to dialogue turns, indicating
that the selected content was used to generate
that part of the conversation.

• The middle column shows the dialogue itself,
which the annotator can freely edit.

• The right column lists the text spans linked
to each dialogue turn. Clicking on a span
highlights the corresponding source text on
the left, helping the annotator easily retrieve
its context.

4.2 Development lifecycle
The software development cycle followed an itera-
tive model, starting with the implementation of an
initial version. Upon deployment, annotator feed-
back was gathered and evaluated for the subsequent
development phases and feature enhancements.

This cyclical process ensured continuous im-
provement, as each iteration incorporated the user
inputs to refine functionality, address issues, and
align the product more closely with the evolving
requirements.

4.3 Release
The software is implemented using VueJS (fron-
tend) and Python/SQLite (backend). It is released
on Github1 as an open source package under the
Apache license.

5 Application Scenario

The tool can be applied to data collection for sev-
eral application scenarios, summarized as follows:

1. Training Retrieval-Augmented Generation
(RAG) modules: The interface allows linking
each turn of the dialogue to specific passages
of the source documents. This functionality
is fundamental to train RAG models, which
retrieve information from external sources to
generate more accurate and contextually rele-
vant responses.

2. Training long context modules: The ability
to handle and link dialogues to source docu-
ments of varying lengths makes the tool use-
ful to train models that can handle larger and

1https://github.com/LanD-FBK/first-AID
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Figure 3: The annotation screen

more complex dialogue contexts even without
the use of RAG modules.

3. Training on proprietary/specific use-cases:
The tool can be adapted to a wide range of use
cases where high-quality dialogue generation
is crucial and the use of API commercial tool
is not an option.

4. Improving existing LLMs via direct inter-
action (and indirectly evaluating the quality
of a system): Our platform can be linked di-
rectly to the LLM to be deployed. Thus, not
only the generated and post-edited dialogues
can be used to improve the performance of
existing LLMs, but they also represent direct
correction of their output.

5. Intrinsic evaluation of the quality of a dia-
logue generation system: By analyzing the
amount and type of post-editing required, it
is possible to understand the quality of the
LLM being developed, as First-AID saves
both the messages proposed by the LLMs and
the edited ones.

6 Evaluation

First-AID showcases its versatility through both the
range of implementable data collection strategies
and the variety of dialogical domains it is capable
of addressing. For instance, its application extends
to critical areas such as healthcare (Zhou et al.,
2021), education (Tack et al., 2023), public admin-
istration (Nirala et al., 2022), and increasingly im-

portant society-driven domains like misinformation
and hate speech countering (Bonaldi et al., 2022).

To evaluate the First-AID platform, we orga-
nized four evaluation sessions with 50 experts on
a specific task of misinformation and hate coun-
tering dialogues rooted in fact-checking articles.
Participants came from four different European
countries and were either fact-checkers from rec-
ognized organizations or NGO members devoted
to hate speech countering. The evaluation included
both qualitative (via interviews) and quantitative
(via analysis of users’ activity logs) aspects. Below
we report a summary of the sessions structure and
main findings.

Sessions structure. Each evaluation session
lasted around two and a half hours. They started
with a brief introduction of the evaluation and its
aims, followed by a description of the tasks to
be performed by the participants. After introduc-
ing the specific guidelines for the task, we pre-
sented the platform, together with the three inter-
face modalities for data collection. Half an hour
was dedicated to explaining each modality and to
allowing participants to exercise with it. In particu-
lar, each session of data collection was introduced
by a 10-minute tutorial on the specific modality us-
age, followed by a 20-minute hands-on annotation
activity with the same modality. As a final step,
we closed each evaluation session with a half-hour
feedback discussion to gather issues, impressions,
and suggestions from the participants on the tasks
they performed and the platform as a whole.
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Avg. Time per Avg. Turns Avg. Words Words Turns Turns with Avg. Number of
Dialogue (sec) per Dialogue per Dialogue per minute per minute Ground (%) Grounds per Turn

Manual 1006.06 4.74 132.79 7.92 0.28 70.90 1.56

Pre-compiled 825.37 6.25 162.28 11.80 0.45 83.15 2.18

Interactive 479.28 3.98 141.26 17.68 0.50 85.88 1.10

Table 1: Dialogues statistics over the data collected through the three different collection strategies.

Qualitative: Platform Feedback. Overall, the
interface was deemed user-friendly, intuitive, and
generally simple to interact with (“The system op-
erates with great fluidity, offering a smooth and
seamless experience. The interface is responsive,
making navigation easy and efficient, which en-
hances overall user satisfaction.”, “The platform
is intuitive. It provides a seamless user experience
with easy navigation and simple interfaces that
allow users to quickly engage with its features.”).
However, some participants agreed on the need to
improve the standards for the automatically gener-
ated text and for the types of articles included in
the tasks (“One of the main drawbacks of the app
is that the counter-narrative it generates often fol-
lows a repetitive pattern, offering limited variation
and struggling to address more nuanced forms of
hate speech.”). This is not strictly related to the
interface quality itself, but points to the need to
properly craft the task within the platform.

Quantitative: Modalities Feedback. While we
could have expected a clear-cut preference of some
modalities over the others, the results of the inter-
views indicated a multifaceted evaluation that was
taking into account three main variables/criteria:
locus of control of the annotator (e.g. how much
control they want to have on the unfolding of the
conversation), quality of the LLM output that is
connected to the various modalities, interlocutors’
rendering (i.e., the quality of the output is good in
term of grammaticality but the LLM is not able to
proper render one of the interlocutors stances, such
as hater’s). Depending on how much a variable is
relevant, the choice went to one of the modalities.
In Table 2 we report the main values that drove the
preference of the annotators.

From the interviews emerged that the manual
strategy, while commended for not introducing “bi-
ases beforehand” and being “a very good option
for educational functionalities”, was also less pre-
ferred for being “more labor-intensive” and requir-
ing “more time to complete the task”. In contrast,
the pre-compiled strategy was appreciated for its

Modality Dimension Feedback

Manual
LLM output ↓↓
Interlocutors’ rendering ↓
Locus Control ↑↑

Pre-compiled
LLM output ↑
Interlocutors’ rendering ↑↑
Locus Control ↓

Interactive
LLM output ↑
Interlocutors’ rendering ↓
Locus Control ↑

Table 2: Expert preference for the various modalities
according to locus of control, LLM output quality, in-
terlocutor’s rendering. ↑ indicates a positive correlation
with the dimension, a ↓ a negative one.

efficiency, with users finding it “a rapid way to
give an accurate response with fact-checked argu-
ments”. However, this speed came at the cost of
repetition, with feedback indicating that “some of
the answers were pretty repetitive and the dialogue
got stuck”. The interactive strategy emerged as a
promising middle ground, with users appreciating
the “flexibility to create answers” and the “accu-
rate” and “useful” AI-generated responses. One
user particularly highlighted its advantage over the
pre-compiled option, noting that it “facilitates the
job and makes it more efficient but still allows con-
trols from a human”. While largely positive, minor
issues were noted, such as the system occasionally
generating responses from the wrong persona.

Quantitative: Efficiency. The Interactive modal-
ity demonstrates the highest time efficiency, with
an average annotation time per dialogue of 479.28
seconds and 17.68 words per minute. This is sig-
nificantly faster than both the Manual (1006.06 sec-
onds) and Pre-compiled (825.37 seconds) modal-
ities. The reduced annotation time in the Interac-
tive modality suggests that the ability to provide
alternative turns to choose from streamlines the
annotation process. The Manual modality, unsur-
prisingly, shows the lowest annotation speed (7.92
words/minute, 0.28 turns/minute), reflecting the
inherent time constraints of manual annotation.
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Quantitative: Dialogue Length. The Pre-
compiled modality exhibits the longest dialogues,
both in terms of average turns (6.25) and average
words (162.28) per dialogue. This suggests that
leaving it up to the LLM the possibility to create the
whole material allows obtaining more articulated
dialogues. In contrast, the Interactive modality has
the shortest dialogues (3.98 turns, 141.26 words),
indicating a more concise dialogue style. Still, the
turns are longer than the manual modality.

Quantitative: Grounding Patterns. The aver-
age percentage of turns with grounds is quite con-
sistent across all modalities, ranging from 70.90
(Manual) to 85.88 (Interactive). Turning to the av-
erage number of provided grounds (for the turns
that have a ground), it can be noted that it is around
2.18 for the Pre-compiled, 1.56 for the manual,
while it is notably lower for the Interactive modal-
ity having the lowest percentage (1.10, explained
by the generation modality that is based on only
one ground). This suggests that the ability to pro-
vide even a suboptimal list of grounds to choose
from is helping annotators to provide more evi-
dence per turn. This observation hints that further
investigation into strategies for encouraging more
explicit grounding is needed.

7 Conclusions

This paper introduces First-AID, a novel annota-
tion interface designed to facilitate the knowledge-
driven generation of synthetic dialogues with a
HITL approach. The interface provides three dis-
tinct data collection strategies: manual writing,
post-editing of pre-compiled dialogues, and interac-
tive dialogue creation with LLM assistance. Evalu-
ation results indicate that the interactive modal-
ity offers the highest time efficiency, while the
pre-compiled modality generates the longest di-
alogues. User feedback highlights the platform’s
user-friendliness and intuitiveness, with sugges-
tions for improvements in LLM-generated text
quality and source article relevance. Future work
will focus on refining the system based on user
feedback and exploring its use in other domains.
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