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Abstract

Machine translation (MT) post-editing and re-
search data collection often rely on inefficient,
disconnected workflows. We introduce TRANS-
LATIONCORRECT, an integrated framework de-
signed to streamline these tasks. TRANSLA-
TIONCORRECT combines MT generation us-
ing models like NLLB, automated error predic-
tion using models like XCOMET or LLM APIs
(providing detailed reasoning), and an intuitive
post-editing interface within a single environ-
ment. Built with human-computer interaction
(HCI) principles in mind to minimize cognitive
load, TRANSLATIONCORRECT makes it eas-
ier for annotators to perform annotations, as
confirmed by a user study using NASA Task
Load Indices. For translators, it enables them
to correct errors and batch translate efficiently.
For researchers, TRANSLATIONCORRECT ex-
ports high-quality span-based annotations in
the Error Span Annotation (ESA) format, us-
ing an error taxonomy inspired by Multidimen-
sional Quality Metrics (MQM). These outputs
are compatible with state-of-the-art error de-
tection models and suitable for training MT or
post-editing systems. Our user study confirms
that TRANSLATIONCORRECT significantly im-
proves translation efficiency and user satisfac-
tion over traditional annotation methods.

1 Introduction

Machine translation (MT) has seen significant ad-
vancements with the development of powerful
translation models like Meta’s No Language Left
Behind (Team et al., 2022, NLLB) and evaluation
tools such as XCOMET (Guerreiro et al., 2024).
However, the current translation and data collec-
tion workflows for MT model training remain in-
efficient. Traditional translation procedures often
require human annotators to rely on manual, time-
consuming processes involving tools like CSV files
or Excel sheets (Federmann, 2018). Typically, a
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translator must first generate machine translations
using an external model, then manually collect and
transfer the output into another format for review.
Any subsequent error correction must also be per-
formed manually, resulting in an inefficient and
eITor-prone process.

Similar challenges also exist in the data collec-
tion process for MT research. Datasets used for
training MT systems are often complex to collect,
as they have to undergo the tedious manual process
mentioned earlier. However, to improve the effi-
ciency of the annotation process, annotation tools
like Appraise (Federmann, 2018) have been devel-
oped to facilitate the whole process, making MT
training data collection easier and standardizing
the data collection procedure. However, Appraise
remains a platform dedicated to experienced an-
notators and linguists, enabling them to annotate
data for future research and model training, which
limits its usage to a specific group of users.

To address these limitations, we introduce
TRANSLATIONCORRECT, a framework designed
to streamline both translation workflows and MT
data collection. For translators, TRANSLATION-
CORRECT offers a solution that automatically gen-
erates initial translations using a translation model,
such as NLLB and identifies potential translation
errors using XCOMET or an LLM of choice to pro-
vide more insights into the translation errors, en-
abling efficient post-editing of translations within
the same environment. This approach eliminates
the need for manual data handling through exter-
nal tools, improving both translation quality and
efficiency. For researchers in the MT community,
TRANSLATIONCORRECT also serves as a robust
data collection tool, automatically formatting out-
puts in alignment with state-of-the-art MT dataset
standards, supporting outputs that contain Mul-
tidimensional Quality Metrics (Burchardt, 2013,
MQM) and Error Span Annotation (Kocmi et al.,
2024, ESA) information alongside each translation
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Figure 1: Overview of the TRANSLATIONCORRECT framework. The workflow begins with an annotator fetching
data from a previously populated database we create for en—xx language sets. We process our collections using the
EC-1 error detection model and analyze the MT output to identify potential errors. The user sees these selected
sentences and the relevant predicted errors within the post-edit section, where they can correct the translation based
on these suggestions before submitting the final annotated sentence.

source and target pair. This feature enables anno-
tators to generate high-quality datasets that can be
used directly for training error correction models
like XCOMET or fine-tuning translation systems
like NLLB.

Furthermore, our framework is designed with
human-computer interaction (HCI) principles in
mind, prioritizing ease of use and flexibility for
annotators. The user interface is designed to mini-
mize cognitive load and reduce the difficulty typi-
cally associated with traditional annotation work-
flows, such as those relying on manual data process-
ing (Norman, 1983; Hustak et al., 2015) through
Microsoft Excel. By integrating MT generation,
error prediction, and correction within a single en-
vironment, our framework enables translators to fo-
cus on the translation task itself, rather than having
to work with multiple tools simultaneously. Eval-
uation results from a user study indicate that our
framework significantly outperforms traditional an-
notation methods, resulting in a considerably lower
perceived workload and increased efficiency com-
pared to conventional annotation methods.

Our contributions are summarized as follows:

* TRANSLATIONCORRECT offers an integrated
environment that automatically generates ini-
tial translations using translation models, pre-
dicts potential errors using error detection
models or an LLM of choice, and enables
efficient corrections.

* The framework supports output formats
aligned with state-of-the-art MT dataset stan-
dards, including MQM and ESA, enabling
researchers and annotators to generate high-
quality datasets for training and fine-tuning
MT and translation error detection models.

* Designed with HCI principles in mind,
TRANSLATIONCORRECT prioritizes ease of
use and flexibility, reducing cognitive load for
annotators.

Our repository is MIT Licensed and is publicly
available on GitHub'. Our deployed demo is avail-
able on a website”. A short demo of our framework
is available on YouTube>.

2 TRANSLATIONCORRECT

An overview of TRANSLATIONCORRECT’s work-
flow is illustrated in Figure 1, outlining the user
flow from target language dataset selection to au-
tomatic error detection, user post-edit, and data
export.

2.1 Database View & MT Generation

When users first enter the TRANSLATIONCOR-
RECT framework, they are presented with a

"https://github.com/Mekael Wasti/TranslationCorrect

Zhttps://translation-correct-annotation-git-27a7e8-
mekaelwastis-projects.vercel.app/

3https://youtu.be/j2sp13qyeQM
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Figure 2: Annotators can use the database view to easily
view their target language dataset, select their desired
sentences, and monitor completion status

database view interface to input the source text that
requires translation. Annotators can load sentences
from the view, containing multiple source and MT
pairs. The dataset is stored in MongoDB, which
holds the precomputed pairs of source sentences
and machine-translated sentences. For most of
our datasets, we have used a 600M NLLB model*
to create machine translations; however, as we
add increasingly lower-resource languages, we can
switch to other models that support them. The
source text and translated output are displayed side
by side, as shown in Figure 3, enabling the user
to compare and assess the translation quality eas-
ily. Furthermore, the annotated data is saved to the
same database, permitting easy access.

2.2 Error Detection

Following the MT generation, TRANSLATIONCOR-
RECT integrates an error detection model of the
user’s choice to identify potential errors in the trans-
lated output automatically. For our demo, we offer
two methods, with the first being XCOMET-XL,
the 3.5B parameter variant of XCOMET, which
will be used as a baseline error detection model, and
the other being a custom GPT-4o assistant named
EC-1.

2.2.1 Custom GPT-40 EC-1 Assistant

We offer the option to apply a custom GPT-40 as-
sistant, EC-1, to help users identify potential errors
with an in-depth explanation, as shown in Figure 3.
EC-1 is model-agnostic; other LLMs capable of
structured JSON error-span output could be used
in place of GPT-40. However, 4o is cost-effective,
“https://huggingface.co/facebook/nllb-200-distilled-

600M
>https://huggingface.co/Unbabel/ XCOMET-XL

fast and performs error detection with consistent
accuracy compared to the tested OpenAl models.
We leverage this model as an error detection model,
using prompt engineering techniques to ensure that
the response provided by our custom-crafted EC-1
assistant aligns with our standardized error ruleset,
as outlined in Appendix B. As shown in Figure 3,
translation errors are highlighted in different colors,
present in both the source sentence and the MT out-
put, allowing users to identify potential errors with
minimal effort. Furthermore, a detailed explanation
of the error is displayed when the user hovers their
cursor above the highlighted text. Our human study
shows that this provides a more in-depth analysis
than using only the XCOMET model.

The EC-1 assistant’s response is obtained from
an API endpoint, allowing it to be used in min-
imal client-side and limited computing environ-
ments without requiring additional computational
resources to run local models; however, API calls
to GPT-40 may incur large cloud usage costs de-
pending on usage and the size of input datasets.
Implementation details of our custom EC-1 model
can be found in Appendix C.

2.3 User Post-Editing

Once errors are identified, users can correct trans-
lation errors directly within the system, as shown
in Figure 4. If the suggested errors do not match
the user’s expectations, they are allowed to make
fine-grained edits to modify the detected errors and
the final translated sentence.

Users are also allowed to insert custom new er-
ror spans that the error detection model did not
previously highlight.

Source

Simplel _ computers have always been of academic
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Machine Translation
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™ Error Type: Typography
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Original Text: ,
Reference
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Correct Text: The source comma
should be rendered using Japanese
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Western comma

Figure 3: Predicted errors annotated by our error de-
tection model are highlighted in both the source text
and the machine translation output, with a detailed de-
scription of the error identified and its source-to-MT

mapping.
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Figure 4: The Post-Edit component allows users to make
detailed, fine-grained error edits on top of the potential
error spans generated by our error detection model.

2.4 Data Export

Once the post-editing process is completed, the
user can export the final translation and annotations
into a structured dataset. This feature allows one-
click data export in a format compatible with MQM
and ESA standards.

The exported data can be downloaded from the
interface in multiple formats, including CSV and
JSON. It contains information on the source text,
MT output, corrected text, error spans, error cate-
gories, and error severities.

In addition to annotators manually downloading
the data, the server manager can also fetch the anno-
tated data from the MongoDB database connected
to the server, allowing for easier management and
exportation of the annotated data.

2.5 HCI Considerations

To design an interface that reduces cognitive load,
multiple HCI principles must work in tandem.
TRANSLATIONCORRECT’s interface is simple and
clutter-free. This reduces the likelihood of annota-
tors becoming overwhelmed or fatigued by unnec-
essary content on the screen. We ensured a strict
workflow to minimize noise between annotators’
submissions.

A dark theme was chosen for the application to
reduce visual fatigue from bright colors during long
sessions. This was well received and praised by
participants in our study. Additionally, vibrant and
unique colors were chosen to represent different
error categories, allowing users to quickly associate
colors with categories, which is especially helpful
when viewing error predictions. The interface also
provides quick action shortcuts that appear near
the annotator’s cursor for crucial operations, such

as inserting and deleting spans. The local pop-up
reduces the distance required for mouse movement
and speeds up the annotation process.

A comprehensive user study, further elaborated
in the following section, confirms that users find
the framework more effective, enjoyable, and effi-
cient than traditional spreadsheet-based annotation
workflows.

3 Results and Evaluation

To evaluate the efficacy of TRANSLATIONCOR-
RECT’s interface design and the cognitive workload
compared to manual annotation methods, a user
study was conducted. The NASA Task Load In-
dex (Hart and Staveland, 1988, TLX) was used to
measure workload across six dimensions: Mental
Demand, Physical Demand, Temporal Demand,
Performance, Effort, and Frustration. Overall,
the results indicate that using TRANSLATIONCOR-
RECT, particularly with our EC-1 error detection
model, resulted in significantly lower perceived
workload compared to the traditional Excel-based
annotation method.

The participant pool comprised 12 annotators
across 6 languages (Mandarin, Cantonese, Ben-
gali, French, Japanese, Tamil). All annotators were
native speakers of the respective non-English lan-
guage and participated voluntarily. Details of the
data collection process on the user study can be
found in Appendix E. The study was conducted
under the following conditions:

User Study Conditions Each participant anno-
tated 8 unique sentences, with 2 annotations per
condition, under 4 different conditions:

1. Manual Annotation with Excel: Participants
were provided with a spreadsheet containing
source text, machine translation, and reference
text. A color guide was used to annotate er-
ror categories and severities manually. More
details of the instructions provided to partici-
pants can be found in Appendix D.

2. TRANSLATIONCORRECT without Sugges-
tions: Participants used the TRANSLATION-
CORRECT interface with no model-generated
error detections.

3. TRANSLATIONCORRECT with XCOMET
Suggestions: Participants received automatic
error span suggestions from the XCOMET
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Method Mental () Physical () Temporal () Performance (1) Effort(]) Frustration (])
Excel 4.10+251 3.404+2.88 270 +2.26 7.80 £ 1.55 4.10 +2.38 3.50 £2.92
No Suggestions 4.17 £2.52 242 4+2.57 3.58 £2.02 8.58 £1.16 342 £ 1.16 1.83 £2.41
XCOMET 292+ 156 1.58+1.51 2504 1.68 8.67 + 1.07 2.67 £ 1.07 1.92 £2.31
EC-1 2.67 +1.87 158 +1.08 2.17 + 1.59 8.50 + 1.00 3.08 £ 1.00 1.75 + 2.26

Table 1: Comparison of NASA TLX dimensions across annotation methods, with Excel annotations done following
instructions outlined in Appendix D, and the different error detection settings used within TRANSLATIONCORRECT.
Lower is better ({) for all metrics except Performance (7). Bold indicates the best score for each metric.

model, which were pre-highlighted in the in-
terface.

4. TRANSLATIONCORRECT with EC-1 Sug-
gestions: Participants used the full system
with GPT-40-based error detection, which in-
cluded both span highlighting and explanatory
tooltips.

Composite Workload (NASA TLX) by Annotation Method

30

25 4

Total Load (5 TLX Metrics)

«
L

EC-1 XCOMET No Suggestions Excel

Annotation Method

Figure 5: Composite Total Workload across Annota-
tion Methods, calculated as the sum of five NASA TLX
dimensions (Mental, Physical, Temporal, Effort, Frustra-
tion). Lower scores reflect reduced perceived workload.

Figure 5 presents the composite workload scores
across each annotation method in the study. The
Excel manual annotation method shows the highest
average workload, followed by the “No Sugges-
tions” condition within TRANSLATIONCORRECT.
Both error detection models, EC-1 and XCOMET
conditions, demonstrated substantially lower av-
erage workload scores, indicating a reduction in
cognitive burden on users. The error bars indicate
considerable variability within workload ratings
for the Excel and “No Suggestion” methods, while

the EC-1 and XComet conditions exhibited more
consistent results.

Composite Workload Calculation. The Total
Load in Figure 5 is computed as the simple sum of
the five TLX dimensions—Mental Demand, Physi-
cal Demand, Temporal Demand, Effort, and Frus-
tration—following NASA-TLX guidelines (Hart
and Staveland, 1988). We exclude Performance
from this composite since it measures perceived
success (higher is better), whereas the other five
metrics indicate workload (lower is better). No ad-
ditional weighting or post-processing was applied.

Table 1 presents the results of the user study
from an HCI perspective. Across all NASA TLX
dimensions, TRANSLATIONCORRECT consistently
outperformed the manual Excel-based annotation
method, demonstrating significant reductions in
mental demand, effort, and frustration, while
also improving perceived performance. These
results demonstrate the effectiveness of our frame-
work in streamlining translation workflows and al-
leviating the cognitive burden on annotators.

To better understand the internal relationships
between different workload factors, we computed
Pearson correlation coefficients between TLX di-
mensions. As shown in Table 2, cognitive and
emotional burdens—particularly Mental Demand,
Effort, and Frustration—were positively corre-
lated, confirming the internal consistency of the
TLX framework in our study. Perceived Perfor-
mance was negatively correlated with most work-
load dimensions, most notably with Physical De-
mand (r = —0.44), suggesting that reducing user
effort and fatigue may directly contribute to greater
perceived success.

Statistical Analysis

To assess significance across our four annotation
methods (Excel, No Suggestions, XComet, EC-1),
we applied the Friedman test to each NASA TLX
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Mental Physical Temporal Effort Frustration Performance
Mental 1.00 0.44 046 047 0.52 -0.06
Physical 0.44 1.00 049 034 0.30 -0.44
Temporal 0.46 0.49 1.00  0.37 0.25 -0.20
Effort 0.47 0.34 037  1.00 0.60 -0.26
Frustration 0.52 0.30 0.25 0.60 1.00 -0.28
Performance -0.06 -0.44 -0.20 -0.26 -0.28 1.00

Table 2: Correlation Matrix of the NASA TLX Metrics

dimension. Significant differences were found for
Mental Demand, Physical Demand, and Frustra-
tion (x*(3) = 11.09, p = .011; x%(3) = 10.42, p
=.015; \%(3) = 7.88, p = .049).

For focused comparisons between Excel and EC-
1, we ran Wilcoxon signed-rank tests, which con-
firmed that EC-1 significantly reduced:

¢ Mental Demand (W = 2.5, p =.010),

e Physical Demand (W = 2.0, p =.041),

e Frustration (W = 0.0, p =.027).

NASA TLX scores are ordinal and not nor-
mally distributed, making non-parametric tests ap-
propriate. We thus used the Friedman test for
within-subject comparisons across conditions, and
Wilcoxon signed-rank tests for focused pairwise
contrasts.

These results corroborate that our predictive-
error interface meaningfully lowers the annotator’s
cognitive and emotional workload compared to
a standard spreadsheet baseline. These findings
further support the HCI-driven design choices in
TRANSLATIONCORRECT, such as predictive er-
ror suggestions and minimizing interface friction
through quick action buttons corresponding to cru-
cial post-editing tasks intended to reduce cognitive
and physical load.

4 Conclusions and Future Work

In this work, we introduced TRANSLATIONCOR-
RECT, a unified framework designed to streamline
MT workflows while enhancing data collection for
MT research. By integrating MT generation, er-
ror prediction, and translation post-editing within a
single, user-friendly environment, TRANSLATION-
CORRECT significantly improves translation effi-
ciency and user satisfaction while annotating. Our
framework also ensures that the annotated data col-
lected from human annotators using our framework
can be exported with state-of-the-art MT dataset
standards, following MQM and ESA standards. As
this paper focuses on annotation tooling, no accom-

panying dataset has been published. Conducting
human annotations is a lengthy process, and we
are working on creating a large and quality-assured
dataset with TRANSLATIONCORRECT used for an-
notation. The benefits of our framework assist both
translators by offering a seamless post-editing ex-
perience and researchers by providing high-quality,
standardized datasets for fine-tuning current mod-
els, such as XCOMET and NLLB, as well as newer
models that will be released in the future.

Empirical evaluation demonstrates that TRANS-
LATIONCORRECT outperforms traditional trans-
lation workflows, such as those annotation work-
flows based on Excel, in terms of both efficiency
and user satisfaction. Our user study indicates that
translators find our framework intuitive, efficient,
and enjoyable, highlighting the importance of HCI
considerations in our framework.

4.1 Continuous fine-tuning

While our framework has already enhanced trans-
lation workflows, there is potential to incorporate
continuous fine-tuning improvements into the un-
derlying models when using our framework. One
promising direction is to collect user-corrected data
to fine-tune both the translation model (NLLB) and
the error detection model (XCOMET). This addi-
tional feature would allow the system to dynam-
ically improve based on the specific translation
domain in which users are working, reducing the
number of errors in the initial proposed transla-
tion and the number of errors detected by the error
detection model.

Furthermore, as we have chosen NLLB and sim-
ilar models as our translation model, alongside
XCOMET as our error detection model, we can
employ Low-Rank Adaptation (Hu et al., 2022,
LoRA) and other parameter-efficient strategies to
carry out the fine-tuning process on limited com-
pute. By integrating lightweight fine-tuning tech-
niques, users could personalize their MT pipeline
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while maintaining efficiency on a local machine
without needing to deploy anything on the cloud.

Nevertheless, the collection of data to carry out
the continuous fine-tuning procedures remains dif-
ficult, thus, this direction remains a possible exten-
sion of our framework in the future.

Multimodal Extensions

While our current framework is focused on text-
based machine translation, we envision future ex-
tensions to support ASR (speech-to-text) and OCR
(image-to-text) modalities. In such cases, the tran-
scribed source (via ASR/OCR) would serve as in-
put to the translation pipeline, followed by the
same error detection and post-editing workflow.
This would make the framework applicable to low-
resource regions or archival content where text is
not readily available. We leave implementation and
evaluation of this multimodal pipeline for future
work.

Limitations

While our evaluation results demonstrate signif-
icant gains in translation efficiency and quality,
some limitations remain:

e Our user study was limited to 12 translators
across 6 languages (Mandarin, Cantonese, Ben-
gali, French, Japanese, Tamil), which may in-
troduce sampling bias and limit generalizabil-
ity. This evaluation was intended as a usability
study to assess the effectiveness of the proposed
framework, rather than a large-scale statistical
evaluation.

* While TRANSLATIONCORRECT streamlines
translation workflows, the final translation qual-
ity ultimately still depends on the skill and exper-
tise of human annotators.

e Although TRANSLATIONCORRECT supports
low-resource MT models like NLLB, our cur-
rent evaluation does not validate performance on
low-resource languages.

* Our custom GPT-4o assistant might not perform
as expected when the source or target language
is a low-resource language, as it is not trained
intensively in those languages.

* The EC-1 assistant relies on OpenAl’s GPT-40
API, which may incur usage costs and raise data

privacy concerns. Future work will explore open-
weight LLMs such as Mixtral or LLaMA to miti-
gate these limitations.

By addressing these limitations, TRANSLATION-
CORRECT has the potential to become an adap-
tive, user-driven translation framework, continu-
ously improving through feedback while maintain-
ing high usability and annotation efficiency. We
hope that our framework will set a new standard
for both translation workflows and MT data col-
lection, bridging the gap between human expertise
and machine translation systems.
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A Related Works

NLLB (Team et al., 2022), a translation model re-
leased by Meta Al, addresses translation task chal-
lenges by expanding translation capabilities to over
200 languages. NLLB demonstrates a significant
advancement in MT performance over multiple
metrics included in the WMT Shared Task (Freitag
et al., 2023).

To evaluate the translation qualities of MT sys-
tems, metrics such as the MQM and ESA offer
systematic approaches to analyze translation out-
puts. MQM (Burchardt, 2013) is a comprehensive
framework that categorizes translation errors based
on predefined typologies and severity levels. MQM
formalizes an analytic evaluation method by assign-
ing translation errors to categories such as accuracy,
fluency, and style, allowing for more thorough qual-
ity assessments. The framework has been widely
adopted in the MT community with multiple vari-
ants (Blain et al., 2023; Rei et al., 2020; Guerreiro
et al., 2024; Kocmi et al., 2024), serving as one of
the most widely used human evaluation metrics for
MT tasks.

While MQM offers detailed insights, it is time-
consuming and often requires expert annotators,
making large-scale evaluations and data collection
costly and resource-intensive. To address these lim-
itations, the ESA (Kocmi et al., 2024) framework
was introduced as a more efficient alternative. ESA
combines elements of Direct Assessment (Ben-
tivogli et al., 2018, DA) with error span marking
alongside clear annotation instructions, enabling
annotators to highlight specific error spans and as-
sign severity scores. This method retains much of
MQM’s specificity while reducing the cognitive
load on annotators, as it provides clear guidelines
to distinguish between different errors, allowing
for more efficient and meaningful data collection.
Extensive studies by Kocmi et al. show that ESA
can match MQM’s effectiveness in system ranking
while significantly reducing the time and expertise
required for annotations.

As the demand for scalable MT evaluation
grows, automatic metrics capable of providing in-
terpretable and fine-grained assessments on MT
outputs have gained more attention. XCOMET
(Guerreiro et al., 2024) represents a significant ad-
vancement in this domain by combining traditional
sentence-level evaluation with detailed error span
detection. Building on the foundations of earlier
neural translation metrics like COMET (Rei et al.,

2020), which focus on generating a single sentence-
level quality score, XCOMET introduces the capa-
bility to detect and underline specific translation er-
rors within a sentence. This improvement, specific
to XCOMET, enables it to highlight error spans
and assess their severity, in addition to a single
sentence-level quality score, providing more inter-
pretable evaluations that closely align with human
evaluations.

Recently, efforts were also placed into utilizing
LLMs to provide a detailed analysis of translation
errors. XTower (Treviso et al., 2024) is one such
example that gives detailed descriptions and ex-
planations of translation errors spans provided to
the model. Treviso et al. have demonstrated that
xTower can enhance the interpretability of transla-
tion errors identified by XCOMET.

While tools like Appraise (Federmann, 2018)
and MT-EQuAl (Girardi et al., 2014) remain widely
used in shared tasks and research settings due to
their lightweight interface and support for MQM-
style annotations, they are limited in functionality.
For example, Appraise does not offer predictive
error suggestions or integrated LLM-based assis-
tants. In contrast, our framework assists annota-
tors through interactive error span detection and
correction workflows powered by models such as
XCOMET and GPT-40, making it more suitable
for real-time annotation and educational use.

Although Appraise has long supported struc-
tured MT annotation workflows, our study used
Excel as a baseline because it reflects a widely
used but friction-heavy process many annotators
and researchers may adopt due to a lack of access
to specialized annotation tools. We selected Ex-
cel to represent a realistic baseline for comparison.
Future work may evaluate our framework more di-
rectly against Appraise and other task-specific tools
to assess annotation quality and efficiency in more
detail.

B Standardized Error Definition and
Ruleset

In our study, we define several error categories to
assess the quality of translations. TRANSLATION-
CORRECT allows the annotator to categorize any
error spans under these given categories, enabling
them to easily select one category to associate with
an error span.

To avoid having too many categories with sim-
ilar definitions, and to ensure that each error cat-
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egory is distinct and easily identifiable given an
error span, we have simplified the existing cate-
gories that MQM (Burchardt, 2013) provides into
the following:

» Addition, where content that is not present in the
target text appears in the source.

e Omission, which refers to content from the
source that is missing in the target

» Mistranslation, where the target text inaccurately
represents the source content

 Untranslated, where a segment intended for trans-
lation is omitted

¢ Grammar, which covers violations of grammati-
cal rules in the target language

* Spelling, where words are misspelled

* Typography, which addresses visual presentation
issues such as incorrect punctuation, inconsistent
capitalization, or spacing errors

* Unintelligible, where the text is garbled or in-
comprehensible

C Custom GPT-40 assistant dubbed EC-1

To supplement traditional error detection models
like XCOMET, we implemented a custom GPT-40
assistant named EC-1. This assistant is designed to
analyze translation outputs with detailed reasoning
and character-level span annotations, offering a
more interpretable alternative for translation error
detection and annotation.

Prompt Design EC-1 is prompted as a profes-
sional linguist specializing in machine translation
evaluation. Given a source sentence and its corre-
sponding machine translation, EC-1 is instructed
to:

* Detect fine-grained translation errors.

* Label each error with a type from a predefined
taxonomy: Addition, Omission, Mistransla-
tion, Untranslated, Grammar, Spelling, Ty-
pography, Unintelligible.

* Assign each error a severity level: Minor or

Major.

* Provide precise, non-overlapping character-
level spans in both source and translation
texts.

* Justify each detected error with a brief expla-
nation.

The assistant returns structured, ESA-
compatible JSON output for each error. This
format is directly compatible with our annotation
interface and error span alignment.

Example Use A sample input passed to the EC-1
APl is structured as follows:

Source: "Today Romani is spoken by small
groups in 42 European countries.”

MT: "Todayen Romani 1XRRMN42mFH T/
TN —TTEONTWET.”

EC-1 returns:

{

"error_spans”: [
{

"original_text"”: "Today",
"error_type": "Spelling"”,
"error_severity": "Minor”,
"start_index_orig": 0,
"end_index_orig": 5,
"start_index_translation”: 9,
"end_index_translation”: 7,
"correct_text”: "The word 'Today' is
incorrectly rendered as 'Todayen'..."

}’

Our prompt emphasizes:
* Non-overlapping spans,
* Strict 0-based character indexing,

* A consistent structure aligned with MQM and
ESA principles.

EC-1 responses are integrated directly into the
TRANSLATIONCORRECT interface, offering users
interpretable, guided suggestions for post-editing.

D Excel Annotation Instructions

To assess the efficacy of traditional annotation
methods, we have designed a ruleset for the user
study participants to annotate on the given test en-
tries.

As shown by Figure 6, we have asked the an-
notators to highlight text using multiple different
colors to indicate different error categories, as out-
lined in Appendix B. The annotators are also told
to use bold font to indicate if the identified error is
a Major error, and a non-bold font to indicate that
the error is a minor error.
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Error Categories Error Severities

Addition

Omission
Mistranslation
Untranslated

Grammar

Spelling

Typography Major

N/A

Figure 6: Format that was given to annotators to anno-
tate our test entries with

E User Study Details

We collected our user study data through Google
Forms, created the survey using a standard NASA
TLX format, and exported user submissions to a
CSV format. We then performed statistical analy-
ses on the collected data programmatically using
Python and its scientific and numerical packages. A
sample of the form © used to collect the data in the
user study is available. Participants were volunteer
student annotators who were native speakers of the
respective non-English language they were annotat-
ing and were not involved in the authorship of this
paper. No monetary compensation was provided.

®https://forms.gle/NJcNSPyEBfSUKMVCS
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