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Abstract

Clinical notes contain crucial information
about medical decisions such as treatments,
diagnoses and follow-ups. However, these
decisions are embedded within unstructured
text, making it challenging to computa-
tionally analyze clinical decision-making
patterns or support clinical workflows. We
present MedDecXtract: an open-source
and interactive system that automatically
extracts and visualizes medical decisions
from clinical text. The system implements
a RoBERTa-based model for identifying ten
categories of medical decisions (e.g., diagnosis,
treatment, follow-up) according to the Decision
Identification and Classification Taxonomy for
Use in Medicine (DICTUM), and provides
an intuitive interface for exploration, visual-
ization, and annotation. MedDecXtract and
its source code can be accessed at https:
//mohdelgaar-clinical-decisions.hf.
space. A video demo is available at
https://youtu.be/19j6-XtIE_s.

1 Introduction

Understanding and analyzing medical decisions is
crucial for improving healthcare delivery, from sup-
porting clinical encounters to identifying system-
wide patterns in care delivery. While structured
data in electronic health records (EHRs) captures
some clinical decisions through billing codes and
order entries, the rich context and reasoning behind
these decisions is primarily documented in unstruc-
tured clinical notes. These narratives contain cru-
cial details about diagnostic hypotheses, treatment
rationales, and care planning that could inform both
direct patient care and healthcare policies.

Previous work has focused primarily on extract-
ing discrete medical entities such as diagnoses,
medications, and procedures (Nye et al., 2018;
Lehman et al., 2019; Patel et al., 2018). How-
ever, less attention has been given to capturing the

higher-level decision-making processes that mean-
ingfully link these entities. Understanding these
decisions is essential for analyzing clinical reason-
ing, identifying variations in care, and advancing
research on medical decision-making.

To address this gap, we present MedDecXtract,
whose primary novelty lies in its integrated system
that offers a workflow for medical decision detec-
tion and extraction from clinical narratives. Med-
DecXtract combines: 1) automated extraction and
classification of medical decisions based on the De-
cision Identification and Classification Taxonomy
for Use in Medicine (DICTUM) framework (Ofs-
tad et al., 2016); 2) temporal visualization of de-
cision patterns across patient narratives; and 3)
an interactive annotation interface. The extrac-
tion component is based on a fine-tuned RoBERTa
model (Liu et al., 2019). As demonstrated in Sec-
tion 5, specialized fine-tuned models for token clas-
sification show significantly better performance on
precise span extraction for this task compared to
instruction-following large language models. Thus,
while LLMs represent a promising future direction,
fine-tuned token classification models are currently
more suitable for the task. The system uses the
MedDec dataset (Elgaar et al., 2024) for training
the extraction model. A key contribution is the
annotation interface, which is designed to enable
data annotation.

2 Related Work

Recent advances in clinical natural language pro-
cessing have made significant progress in analysis
of medical text (Tran et al., 2024; Nori et al., 2023;
Thirunavukarasu et al., 2023). However, existing
works often focus on entity (Patel et al., 2018) or
relation (Nye et al., 2018) extraction, rather than
higher-level decision analysis. While these tasks
are important, they don’t capture the complex rea-
soning processes documented in clinical narratives.
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Figure 1: Overview of MedDecXtract functionalities: 1) Decision Extraction and Classification: Highlights key
medical decisions using color-coded labels for different decision categories. 2) Patient Visualization: Aggregates
multiple clinical notes into a timeline to visualize decision sequences over time. 3) Interactive Narrative Annotator:
Allows manual labeling of medical decisions with support for pseudo-annotations to expedite the process.

Clinical text summarization has emerged as an
important area of research to address information
overload in healthcare settings (Pivovarov and El-
hadad, 2015; Wang et al., 2021; Keszthelyi et al.,
2023). Several approaches have been developed
for summarizing clinical information, including ex-
tractive methods (Alsentzer and Kim, 2018; Liang
et al., 2019) and problem-oriented summariza-
tion (Gao et al., 2022; Liang et al., 2021). Systems
like HARVEST (Hirsch et al., 2014) have demon-
strated the value of longitudinal patient record sum-
marization with temporal visualization, while oth-
ers have focused on query-focused summarization
for specific clinical tasks (McInerney et al., 2020).

Interactive tools for clinical data exploration and
visualization have also been developed, such as Pa-
tientExploreR (Glicksberg et al., 2019) for dynamic
visualization of patient clinical history, Clinical-
Path (Lima et al., 2022) for improving evaluation of
EHRs in clinical decision-making, and CERC (Lee
and Uppal, 2020) for interactive content extraction
and construction. These systems highlight the im-
portance of user-friendly interfaces for clinical data
analysis, though they primarily focus on structured
data or general text processing rather than specific
medical decision extraction.

The conceptual foundation for clinical informa-
tion summarization has been established through
frameworks that emphasize the importance of
problem-oriented views and temporal organiza-
tion (Feblowitz et al., 2011; Adams et al., 2021).
Recent work has also explored unified documen-
tation and information retrieval systems (Murray
et al., 2021), demonstrating the value of integrated

approaches to clinical information management.
The Decision Identification and Classification

Taxonomy for Use in Medicine (DICTUM) (Ofstad
et al., 2016) provides a structured framework for
categorizing clinical decisions. These categories,
detailed in Table 1, cover a range of decision types
from concrete actions like ordering tests (Gathering
info) and prescribing medications (Drug related)
to cognitive processes like formulating diagnoses
(Defining problem) and setting care goals (Treat-
ment goal).

3 System Architecture

MedDecXtract fine-tunes the transformer model
RoBERTa (Liu et al., 2019), using token classifi-
cation, to extract and classify decision spans into
ten DICTUM categories. The model assigns IOB
(Inside, Outside, Beginning) tags to each token to
identify decision spans. The system processes clin-
ical narratives using the MedDec dataset (Elgaar
et al., 2024), sourced from the MIMIC-III clinical
database (Pollard and Johnson III, 2016), which
provides 451 annotated discharge summaries con-
taining 1.4M tokens and 56,759 annotated medical
decisions.

Medical Decision Extraction and Classifica-
tion enables users to input a clinical note to receive
highlighted medical decisions, categorized into pre-
defined types according to DICTUM. To handle
long clinical documents that exceed the model’s
input length limit, we segment the text into non-
overlapping chunks. A post-processing step then
merges fragmented decision spans predicted across
chunk boundaries. Specifically, if two adjacent or
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Table 1: Medical Decision categories in MedDec (El-
gaar et al., 2024)

Category Description

Contact related Admit, discharge
Gathering info Ordering test, consulting
Defining problem Diagnosis, prognosis
Treatment goal Quant./Qual. Goal
Drug related Start, stop, alter
Therapeutic procedure Start, stop, alter
Evaluating test Positive, negative
Deferment Transfer, wait
Advice/precaution Advice or precaution
Legal/insurance Sick leave, refund

overlapping text segments are predicted with the
same decision category, they are merged into a sin-
gle span. Interactive Visualization: The extracted
decisions are presented through an interactive inter-
face that enables temporal analysis and exploration.
Users can track decision patterns across multiple
clinical notes, filter by decision types, and gener-
ate structured summaries. Annotation Interface:
To support ongoing improvement of decision ex-
traction models, the system includes an annotation
interface that combines automatic pre-annotation
with efficient tools for expert refinement.

3.1 Model Design

MedDecXtract employs the span extraction and
classification architecture introduced in Elgaar et al.
(2024) for clinical decision extraction. Key innova-
tions include: a sliding window approach for han-
dling long documents while maintaining context
and segment-level data augmentation. MedDecX-
tract additionally implements post-processing to
merge overlapping and fragmented decision spans.

MedDecXtract is deployed using Gradio (Abid
et al., 2019) to provide an interactive web inter-
face, and is hosted on Hugging Face Spaces (Face,
2024), enabling real-time interaction and visualiza-
tion. The system is designed to be lightweight; the
fine-tuned RoBERTa model requires low computa-
tional resources compared to larger LLMs. Aver-
age processing time is 3.6 seconds on the hosted
platform, though this varies with note length. The
system is open-source, and the code is available
alongside the demo on Hugging Face Spaces.

The interface is organized into three main tabs,
as shown in Figure 2, corresponding to the core
functionalities: Decision Extraction & Classifica-
tion, Patient Visualization, and Interactive Narra-
tive Annotator.

4 Features and Functionality

MedDecXtract implements three primary modules:
(1) automated medical decision extraction and clas-
sification, (2) temporal visualization and analysis
of patient histories, and (3) an interactive annota-
tion interface for dataset creation and validation.
Each module is designed to address specific chal-
lenges in clinical decision analysis.

4.1 Decision Extraction and Classification

The core extraction module employs a token clas-
sification approach using a fine-tuned RoBERTa
model. The system processes clinical narratives
through the following pipeline:

First, documents are tokenized and chunked into
overlapping segments to handle length constraints
while preserving context. Second, the model iden-
tifies decision spans and classes using token-level
classification. Third, a rule-based system merges
overlapping spans and resolves boundary conflicts.

The output is presented with color-coded high-
lighting corresponding to different decision cate-
gories, enabling rapid visual analysis of decision
patterns within the text.

4.2 Temporal Analysis and Visualization

The temporal analysis module enables longitudinal
study of clinical decision-making, and summarizes
the decisions that have been made for a patient.

The system accepts multiple clinical notes in or-
der to extract the decision sequences for a patient.
Decisions are visualized on a temporal axis using
Plotly (Inc., 2015), with customizable filters for de-
cision categories (single or multiple selection), date
ranges with flexible formatting, and demographic
and clinical factors. The system also generates a
structured summary, grouped by dates and decision
categories. An example summary of decisions for
a patient is shown in Appendix A.

4.3 Interactive Annotation Interface

The annotation module facilitates the creation of
expert-labeled data through an easy-to-use web in-
terface. The interface provides comprehensive key-
board shortcuts for efficient annotation:

The interface provides category assignment keys
for different decision types: ‘c’ for contact related
decisions, ‘g’ for gathering information decisions,
‘p’ for defining problem decisions, ‘t’ for treatment
goal decisions, ‘d’ for drug related decisions, ‘p’
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Figure 2: The header interface of MedDecXtract showing the three main tabs corresponding to the core function-
alities: 1) ‘Decision Extraction & Classification‘ for processing individual notes, 2) ‘Patient Visualization‘ for
analyzing decision sequences across multiple notes over time, and 3) ‘Interactive Narrative Annotator‘ for manual
annotation and refinement of model predictions.

Figure 3: The annotation toolbar available in the ‘Inter-
active Narrative Annotator‘ tab. It provides buttons for
each of the ten DICTUM medical decision categories,
along with ‘Remove‘ (q) and ‘Undo‘ (z) functions. Each
category button displays a distinct icon and corresponds
to a keyboard shortcut (shown in parentheses) for effi-
cient annotation.

for therapeutic procedure decisions, ‘e’ for evaluat-
ing test result decisions, ‘f’ for deferment decisions,
‘a’ for advice and precaution decisions, and ‘l’ for
legal and insurance related decisions. Control keys
include ‘q’ to remove annotation from selected text
and ‘z’ to undo the last annotation action. The user
simply highlights the text and press the correspond-
ing key to annotate the text (or remove annotation).

The system provides text selection with auto-
matic span boundary detection, real-time visual
feedback with category-specific highlighting, and
undo/redo functionality for error correction. Each
category is visually distinguished using a unique
color scheme: Contact related (green), Gathering

information (yellow), Defining problem (light pur-
ple), Treatment goal (red), Drug related (blue),
Therapeutic procedure (orange), Evaluating test
(light green), Deferment (pink), Advice/precaution
(gray), and Legal/insurance (purple).

The annotation interface provides an intuitive
toolbar (Figure 3) with distinct icons and keyboard
shortcuts for each decision category. The toolbar
is designed for efficient annotation through both
mouse clicks and keyboard shortcuts, with addi-
tional tools for removing annotations (q) and undo-
ing actions (z).

Figure 4 illustrates the complete annotation
workflow supported by the interface, from raw
text input through model-assisted pre-annotation
to final human refinement and structured output
export. This process enables efficient creation of
high-quality training data while maintaining expert
oversight.

4.4 System Documentation and Web Interface

The system is documented through the web in-
terface, which provides comprehensive guidance
across the three main tabs:

Each component includes contextual help text ex-
plaining its functionality and usage. The interface
employs a modern, responsive design that adapts
to different screen sizes and provides immediate
visual feedback for user actions. All features are
accessible through both mouse interaction and key-
board shortcuts, with tooltips providing additional
guidance for complex operations.
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Initial Annotation

Model Prediction as Pseduo-annotation Refined by Human

Export to JSON

Figure 4: The annotation workflow demonstrating the progression from initial text to final annotations: (1) Initial
text input, (2) Model-generated pseudo-annotations to assist the annotator, (3) Human refinement of annotations,
and (4) Export of structured annotations in JSON format for further analysis or model training.

Model Token Level Span Level
(Accuracy) (F1)

ELECTRA 78.2 34.7
BioClinicalBERT 77.8 34.5
RoBERTa 79.9 34.8
DeBERTa v3 77.4 31.9
ALBERT v2 74.6 27.8

BINDER 71.2 30.3
PIQN 69.5 28.9
DyLex 67.7 27.8
Instance-based 66.2 27.0

Llama-3.1-8B (zero-shot) - 3.8
Llama-3.1-8B (one-shot) - 4.8

Table 2: Token classification accuracy and span de-
tection F1 score (exact match) of different models on
MedDec. LLM results are for span extraction only and
do not provide token-level accuracy.

The system also includes example clinical notes
to demonstrate different decision types and annota-
tion patterns.

5 Experimental Results

5.1 Dataset and Model Evaluation
We evaluate MedDecXtract’s core extraction model
(fine-tuned RoBERTa, Section 3.1) on the MedDec

dataset (Elgaar et al., 2024), using its standard test
split (10% of patients). MedDec is a large-scale
dataset of 451 discharge summaries annotated with
56,759 medical decisions according to DICTUM,
created using detailed annotation guidelines. The
dataset curators reported substantial inter-annotator
agreement (Cohen’s Kappa = 0.74), ensuring data
quality (Elgaar et al., 2024). Our primary evalua-
tion metrics are token-level classification accuracy
(based on IOB tags) and span-level F1 score (exact
match) for the identified decision spans.

We fine-tuned the RoBERTa model using the
following hyperparameters: a learning rate of 4e-
5, a batch size of 8, and the AdamW optimizer.
The number of training epochs was determined by
monitoring performance on the validation set and
selecting the best-performing checkpoint. We used
a maximum sequence length of 512 tokens.

We compare our model against several strong
baselines, including other fine-tuned transformer
models: ELECTRA, BioClinicalBERT, DeBERTa
v3, ALBERT v2; specialized span detection ap-
proaches: BINDER, PIQN, DyLex, Instance-based;
and Llama-3.1-8B-Instruct (AI@Meta, 2024) as an
instruction-following LLM.
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As shown in Table 2, our RoBERTa-based
model achieves the best performance among the
tested models across both token-level classification
(79.9% accuracy) and span-level detection (34.8%
F1 score, exact match). The results indicate that
transformer-based token classification approaches
generally outperform specialized span detection
models on this task. This suggests that the contex-
tual understanding provided by transformers com-
bined with token-level granularity is particularly
beneficial for medical decision extraction, where
precise boundary detection is crucial.

Among the transformer models, RoBERTa
shows the strongest performance, followed closely
by ELECTRA and BioClinicalBERT. The special-
ized span detection approaches exhibit lower per-
formance, possibly due to the complexity and vari-
ability of medical decision spans compared to tra-
ditional NER tasks.

5.2 LLM Comparison
To evaluate the potential of large language mod-
els for medical decision extraction, we com-
pared our fine-tuned RoBERTa model against
Llama-3.1-8B-Instruct (AI@Meta, 2024) using
zero-shot and one-shot prompting approaches.

Experimental Setup: We evaluated the LLM on
10 discharge summaries randomly selected from
the MedDec test set. The LLM was prompted to
extract decision spans for each of the ten DICTUM
categories separately for each note using the fol-
lowing prompt structure:
[[[System]]]
Extract all substrings from the following clinical
note that contains medical decisions within the
specified category. Print each substring on a new
line. If no such substring exists, output "None".

[Clinical Note]: {Discharge summary}

# IF: one-shot setting
[[[User]]]
[Category]: {Demonstration Decision category}

[[[Assistant]]]
{Demonstrations}
# End IF

[[[User]]]
[Category]: {Target Decision category}

[[[Assistant]]]
{Response}

In the one-shot setting, demonstrations consist
of all annotated decision spans for a single category
within the same note. The demonstration category
was chosen as the one with the most annotations

in that specific note, excluding the target category
being prompted.

Evaluation Metrics: Since LLMs generate free-
form text, token-level accuracy comparable to clas-
sification models cannot be directly computed. We
report span-level F1 scores based on exact match
between predicted and gold standard spans. We
also computed fuzzy match F1, where a match was
considered positive if either span was a substring of
the other and their lengths (in words) differed by no
more than 10. This more lenient metric accommo-
dates generative outputs that might be semantically
similar but not identical to the gold span.

Results: As shown in Table 2, the LLM achieved
span-level F1 scores of 3.8 (zero-shot) and 4.8 (one-
shot) using exact match. Even with fuzzy matching,
which yielded improved scores of 10.4 (zero-shot)
and 17.9 (one-shot), the LLM performance remains
substantially lower than the fine-tuned RoBERTa
model (34.8 exact match F1).

This performance gap can be attributed to several
factors: (1) challenges LLMs face with long clini-
cal contexts (An et al., 2023), (2) the inherent diffi-
culty in constraining free-form generative output to
precisely match specific, pre-defined spans accord-
ing to a structured taxonomy like DICTUM, and
(3) the specialized nature of medical decision ex-
traction which benefits from domain-specific fine-
tuning.

While LLMs offer broad capabilities and excel
at generative tasks, for the specific task of precise
medical decision span extraction within our defined
framework, fine-tuned token classification models
currently provide superior accuracy and reliability.
This justifies RoBERTa’s use as the core extraction
engine in MedDecXtract, prioritizing precision for
this structured information extraction task while
acknowledging LLMs as a promising direction for
future exploration, potentially in hybrid systems or
for related tasks like summarization or reasoning
about the extracted decisions.

6 Conclusion

We presented MedDecXtract, an integrated, inter-
active system designed to support the extraction,
visualization, and annotation of clinical decision-
making documented in narrative text according
to the Decision Identification and Classification
Taxonomy for Use in Medicine (DICTUM). It
combines automated extraction using a fine-tuned
RoBERTa model, interactive temporal visualiza-
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tion, and an intuitive annotation interface into a
seamless workflow (Figure 1). While the RoBERTa
component demonstrates superior performance
for precise span extraction compared to tested
instruction-following LLM approaches on this spe-
cific task (Section 5), the primary novelty lies in the
synergy and integration of these components into
a user-friendly web interface. The impact of this
work extends to several areas including healthcare
policy development, clinical education and train-
ing, and understanding of clinical decision-making
processes.

Future work can investigate approaches that
leverage LLM reasoning capabilities while re-
taining the precision of specialized models like
RoBERTa, potentially informed by the datasets cre-
ated using MedDecXtract’s annotation tool. This
could involve using multi-agent systems, or de-
veloping structured prompting strategies to better
guide LLM outputs for this specific extraction task.
In addition, our underlying extraction model was
trained and evaluated exclusively on discharge sum-
maries from the MIMIC-III database (Pollard and
Johnson III, 2016). This may limit the generaliz-
ability of the extraction model on clinical notes
of different types or from different institutions, di-
verse patient populations, or varying documenta-
tion styles. Future work may develop a diverse
dataset of clinical notes with annotated medical
decisions to improve the generalizability of the ex-
traction model.

Ethics Statement

System Deployment: The public demo of Med-
DecXtract, hosted on Hugging Face Spaces, al-
lows users to input clinical text for analysis. User-
provided text is processed server-side solely for the
purpose of performing inference (extraction, visu-
alization) during the active user session. This input
text is not logged, stored, or used for any other pur-
pose beyond providing the immediate results to the
user within the application interface. However, we
advise users against inputting identifiable patient
information into the public demo.

Dataset: The MedDec (Elgaar et al., 2024)
dataset used for training and evaluation is derived
from MIMIC-III (Pollard and Johnson III, 2016).
Access to MIMIC-III (and subsequently MedDec)
requires completion of ethics training and signing
a data use agreement, ensuring responsible data
handling and patient privacy protection.
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A Example Summary of Decisions

The following is an example summary of decisions
for a patient:

[2/12/2024]
Defining problem
- Heart: RRR, no murmurs, rubs or gallops.
Radial pulses +2 bilateral
- Gen: No acute distress, conversational,
- Lungs: Clear to ascultation bilaterally, no
whee
- Psych: Well-groomed. Non-pressured
speech, linear though process
- Neck: No thyromegaly, no lymphadeopa
Drug related
- Tylenol
[3/18/2024]
Drug related
- a trial of low-dose sertraline
- Improvement
- Started
- dose and
- sertraline
- 3 months
- Tylenol
Defining problem
- Gen: Appears more relaxed than the previ-
ous visit
- Psych: Appears slightly more at ease,
maintains good eye contact, speech and
thought process remain coherent
- Neck: No changes.
- Lungs: Clear to auscultation
- Heart: Unchanged Evaluating test result
ROS: Negative except as noted
H: No changes
Contact related
- Consider referral to therapy for additional
support
Therapeutic procedure related
- breathing
- breathing
[12/29/2024]
Evaluating test result
- H: None
- PMH: No changes
- HX
- ROS: Entirely negative
Defining problem
- Gen:

- Psych:
- Looks healthy and content
- Lungs: Clear
- She feels much better and
- improvement
- SH: Stable and positive home and work
environment
- Neck: No changes
- She remains active at work and home
- Maintained improvement in mental health
- Heart: Unchanged
Therapeutic procedure related
- Continue therapy and supportive measures
Drug related
- Sertraline, with a plan to taper
- gradual medication reduction
- start tapering off sertraline
- medical supervision
- in tapering off medication
- Will initiate a slow tapering process of
sertraline
Contact related
- Next follow-up scheduled in 3 months to
assess progress
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