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Abstract

The rapid advancement of large language mod-
els (LLMs) has unlocked transformative poten-
tial for role-playing emotional companion prod-
ucts, enabling systems that support emotional
well-being, educational development, and ther-
apeutic applications. However, existing ap-
proaches often lack sustained personalization
and contextual adaptability, limiting their ef-
fectiveness in real-world settings. In this pa-
per, we introduce iPET', an LLM-powered vir-
tual pet agent designed to enhance user engage-
ment through rich, dynamic pet behaviors and
interactions tailored to individual preferences.
iPET comprises three core components: a dia-
logue module that instantiates virtual pet agents
for emotionally interactive conversations; a
memory module that stores and synthesizes
records of both agent and user experiences; and
a world simulation module that generates di-
verse, preference-driven pet behaviors guided
by high-level reflections. Deployed for over
200 days in a real-world, non-commercial prod-
uct, iPET has served millions of users — pro-
viding emotional support to psychologically
distressed individuals and demonstrating its ef-
fectiveness in practical applications.

1 Introduction

Recent advances in large language models (LLMs)
(Chang et al., 2024; Achiam et al., 2023; Bai et al.,
2023; Touvron et al., 2023) have unlocked new pos-
sibilities in emotional dialogue and role-playing
systems (Tseng et al., 2024; Chen et al.; Shanahan
et al., 2023; Liu et al., 2024a), with promising ap-
plications in emotional well-being (e.g., alleviating
loneliness and anxiety) (Liu et al., 2021; Zhang
et al., 2024a), educational development (e.g., fos-
tering empathy through simulated teaching) (Li
et al., 2023; Wang et al., 2024), and therapeutic
applications (e.g., supporting cognitive behavioral
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Figure 1: Workflow of the iPET system.

therapy) (Yan et al., 2023; Shen et al., 2024; Kian
etal., 2024). Commercial platforms such as Xingye
AT? and Character AI® have also emerged, offering
human-friendly interactions with virtual characters
for immersive and personalized emotional support
and experiences.

The deployment of emotional dialogue systems
in real-world scenarios presents three critical chal-
lenges. First, sustaining long-term interactions be-

2https://www.xingyeai.com/
3https://character.ai/
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tween users and virtual agents requires the system
to maintain coherent personalization over time (Xi
et al., 2025; Shao et al., 2023; Lu et al., 2023).
This necessitates continuous adaptation to user
preferences and behaviors by synthesizing both
long- and short-term histories of user—agent inter-
actions (Zhong et al., 2024; Zhang et al., 2024b).
Second, existing approaches often overlook the dy-
namic evolution of virtual agents (Park et al., 2023;
Guo et al., 2024). Agents may produce unsatis-
factory responses if they are unable to adapt their
knowledge and behaviors through accumulated, di-
verse experiences (e.g., the rich simulated daily
lives of virtual pets), ultimately diminishing user
engagement (Vedula et al., 2024a; Zhang et al.,
2018; Dunbar et al., 1997; Ceha et al., 2021). Fi-
nally, the scalable, real-world deployment of these
systems across large user populations remains rare.
Moreover, their effectiveness in supporting down-
stream goals — such as alleviating anxiety or psy-
chological distress —requires further empirical vali-
dation (Liu et al., 2021, 2024b; Park et al., 2023).

To address these challenges, we propose iPET,
an interactive virtual PET companion system de-
signed to enhance emotional dialogues through
highly engaging and personalized user—agent in-
teractions. Our iPET system comprises three core
components: a Dialogue module, a Memory mod-
ule, and a World Simulation module.

The Dialogue module serves as an interactive
interface that facilitates user engagement with cus-
tomizable virtual pets. The Memory module en-
ables the pet to dynamically store and synthe-
size both long- and short-term interaction histo-
ries (Zhong et al., 2024). Furthermore, the World
Simulation module generates diverse experiences
from the pet’s everyday life, supporting its progres-
sive evolution based on accumulated memory and
user interactions.

The proposed iPET system has been integrated
into the real-world application RedNote, which
serves a large user base of over 300 million monthly
active users*. An overview of the user experience
is shown in Figure 1. Upon logging in, users can
customize their virtual pets according to personal
preferences, fostering meaningful emotional inter-
actions and companionship over time, reinforced
by ongoing user feedback. A brief live demonstra-
tion of iPET is also available on YouTube”.

4https ://en.wikipedia.org/wiki/Xiaohongshu
Shttps://youtube.com/shorts/1gtKX5LArAw

In summary, our contributions are as follows:

* We design and develop the iPET system,
which comprises three key modules that col-
lectively provide a personalized and evolving
emotional dialogue experience.

* We analyze the importance of incorporating
character activities into emotional dialogue
and propose a three-stage method to enrich
pets’ lives through progressive, interactive ex-
ploration with users.

* Online evaluations highlight iPET’s effective-
ness, showing a 48.6% increase in user en-
gagement time. The system has been success-
fully deployed in a real-world production en-
vironment for over 200 days, serving millions
of users and offering emotional support to in-
dividuals experiencing psychological distress.

2 iPET system

As shown in Figure 2, the iPET system comprises
three core modules: the interactive dialogue mod-
ule, the memory module, and the world simula-
tion module. These components work together to
enable the system’s capabilities as an emotional
companion.

2.1 Interactive Dialogue

As the first module, the interactive dialogue system
enables users to interact with the pet, facilitating
the exchange of information about both the users
and their pet.

Specifically, similar to other role-playing dia-
logue systems (Chen et al., 2024), this module in-
gests the historical dialogue content H, basic infor-
mation about the pet P and the user U, as well as an
instructional prompt I to guide the conversation.
This configuration empowers the language model
to respond to the user while embodying the per-
sona of the corresponding pet. Unlike traditional
systems, the iPET dialogue module introduces two
additional inputs: user-related memories M and
different levels of the pet’s daily life 77, 75 and
T3. These inputs enable the system to address user
curiosity and provide richer conversational content
related to the pet’s life, resulting in more engaging
interactions. The dialogue process with response
R can be formalized as:

R=LLM(Ir,H,T1,T», T3, P,U, M), (1)

where 17, T5, T3 will be introduced in Section 2.3.
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Figure 2: The overall framework of the iPET system.

2.2 Memory Module

To enhance the system’s capacity for delivering per-
sonalized services, we further introduce the mem-
ory module. This module is designed to summarize
user-related information through three stages: col-
lection, management, and utilization.

In the collection stage, inspired by previous
work (Wang et al., 2023; Zhao et al., 2024), this
module uses LLM to summarize key memories M
from dialogues. During this process, the system
simultaneously categorizes content into three dis-
tinct types: permanent memory, long-term memory,
and short-term memory. These categories are dis-
tinguished by their retention stability: permanent
memory preserves enduring user traits and prefer-
ences that remain consistent over time; long-term
memory contains medium-term plans or intentions
such as activity participation or skill acquisition;
and short-term memory captures transient details
like recent events or immediate tasks. To ensure op-
timal relevance, permanent memories are retained
indefinitely, while long-term and short-term memo-
ries are preserved for three months and one month,
respectively. Formally, the memory generation pro-
cess is expressed as:

{M;,Catit<i<ix, = LLM (I, S, P,U), (2)

where I represents the summarization instruction,
S denotes one of dialogue sessions, K denotes
the number of memory entries extracted from ses-
sion S, and Cat; is the category assigned to each

memory entry M,;.

To efficiently organize collected memories, we
introduce a management stage. Memory entries
are stored in a database with their respective cate-
gories and timestamps, while the system periodi-
cally removes outdated entries according to prede-
fined temporal policies to maintain relevance. In
the utilization stage, iPET extracts relevant mem-
ories from the database for integration into core
functionalities. Specifically, the system employs
cosine similarity-based dense retrieval to enhance
user-pet dialogue experiences, while leveraging re-
cent entries to enrich world simulation.

2.3  World Simulation Module

Building on user-related memories and pet’s basic
information, we design a three-stage world simula-
tion module to create a more engaging virtual life
for the pet. This module comprises three sequential
stages: (1) outline generation, (2) schedule gener-
ation, and (3) details generation. To serve distinct
user groups, the system implements two operat-
ing modes. For users without interaction history,
the normal mode generates pet behaviors based on
basic information, establishing consistent baseline
behaviors. For returning users, the memory mode
generates activities by incorporating accumulated
interaction memories, enabling personalized com-
panionship. The complete algorithmic workflow is
illustrated in Figure 2.
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Figure 3: The prompt template of outline generation.

Outline Generation In this stage, we leverage
the reading comprehension and reasoning abilities
of large language models to generate realistic and
character-consistent outlines based on the informa-
tion available about virtual pet, effectively estab-
lishing the framework for their daily lives.

The input template is divided into five parts, as
shown in Figure 3. The basic information includes
the instruction and world rules I, the pet profile
P, and the user profile U, which collectively lay
the foundation for constructing the entire virtual
world. To enhance the diversity of character behav-
iors, we also create a set of randomized character
profiles F' generated by LLMs, which can serve as
virtual friends for generation. These profiles are
randomly selected to form the characters’ social
network. For memory mode, we integrate memory
M (as outlined in the memory module) to capture
a broader range of user-related activities. Formally,
the process of generating a well-guided outline is
described as follows:

Tln = LLM(IlnuP7 U7 F), (3)
Ty = LLM (I, P,U, F, M), 4)

where I1,, and T},, are the instruction and outline
for the normal scenario, and I4,,, and TY,, are the
instruction and outline for the memory mode.

Schedule Generation Building on the direc-
tional guidance from the outline generation phase,
we further adjust the output by listing events in
a timeline with brief descriptions for easy read-
ing. These schedules are brief, with each event
described in 2 to 5 words (e.g., “10:00 Walk in
park”), enabling users to quickly glimpse the vir-
tual pet’s daily activities.

The schedule generation process can be de-

scribed as follows:

{Tonit1<i<k,, = LLM (I3, T1p, P,U, F), (5)
{Tomj hr<j<km = LLM (1o, Ty, P,U, F, M),
(6)

where I, and I, are the specific instructions,
T5,; and T5,,; represent individual schedules for
the day, and K, and K, denote the total number
of schedules for the current outline.

Detail Generation However, brief scheduling
clearly fails to meet some users’ needs for under-
standing the true content of schedules and sacrifices
a portion of the ability for virtual characters to ex-
press themselves to users. Therefore, the detail
generation stage further creates detailed descrip-
tions of approximately 50 words for each schedule
item, which are essential for attracting users’ de-
sire to engage in conversation due to the pet’s rich
life. This stage effectively utilizes the descriptive
capabilities of LLMs, leveraging certain conditions
to extend imagination and generate scenes, con-
tent, inner monologues, and other descriptions that
align with the user’s interests and stylistic prefer-
ences. Therefore, the computational process can
be described as follows:

T3ni = LLM(13n7T1n7T2ni7Pa U) F)7 (7)
T3mj = LLM(Igm,Tlm,TQmj,P, U, F,M) (8)

where i € {1,2,..., K,} and j € {1,2,..., K;, }.
Here, I3, and Is,,, are the specific instructions, 75y,
and 73,,; denote one of the details of this day.

By decomposing the task of world simulation
into multiple levels, our module provides users with
arich and comprehensive virtual pet experience.

2.4 Implementation Details

The overall system implementation is illustrated in
Figure 4, where the modules interact as described
in the preceding section. Since many system func-
tions depend heavily on LLM services, cost op-
timization becomes a critical consideration. To
address this, the iPET system adopts a T+1 oper-
ational strategy, which defers resource-intensive
tasks — such as world construction and memory
summarization — to off-peak hours.

These processes are executed offline once per
day, during periods of minimal user interaction
with the dialogue system. This scheduling strat-
egy helps distribute LLM service calls more evenly

419



&

Memory fetch

User memory

Memory fetch

D/‘Aembory User memory
. afabase > LLM Server
Online
T Tt Memory [ [ Memory || 1 Request | | Responst
Offlme fetch | | update eque esponse
Request ‘%‘
@ World
-2/ Simulation
Memory Server  Response —> Server

Dialogue Server

Request ‘Rasponse

User's query

Dialogue response

Daily world
information
User Daily world
request [| display information
World ~ Request [[ World Display
— Database — - Server
Request Daily world

information
I T+1 update world
Detail generator
K
Schedule generator
'S
Outline generator

Figure 4: The architecture of our iPET system.

throughout the day, alleviating peak-hour compu-
tational loads while preserving overall system effi-
ciency.

3 Experiments

3.1 Experimental Settings

During the offline verification process, we con-
ducted experiments on the Qwen2 family (Yang
et al., 2024). In the online experiments, to ensure
the safety and integrity of the generated content,
we first created a dataset comprising 14,113 entries,
which were generated by LLMs and then filtered
with expert assistance guided by safety standards.
Following data preparation, we conducted Super-
vised Fine-Tuning (SFT) on our proprietary model,
optimizing all parameters. The training process
utilized a context length of 2,048 tokens and em-
ployed a cosine decay learning rate schedule start-
ing at 5e-6 with a 0.1 warmup ratio. We configured
the training with a batch size of 2 and accumulated
gradients over 4 steps. The model underwent three
complete epochs of training on a cluster of 24 A100
80GB GPUs. During the inference phase, we set
the temperature to 0.9 across all model variants to
enhance response diversity.

3.2 Offline Evaluation Baselines & Metrics

To further assess the effectiveness of the world
simulation method, we implement two baseline
approaches for offline evaluation: Basic Informa-
tion and Direct Generation. The Basic Informa-
tion method presents the virtual pet’s profile details
to users, while the Direct Generation method pro-
duces all character behaviors and daily schedules
in a single inference, similar to the world genera-

tion module. Additionally, we evaluate a variant of
the world simulation method that excludes outline
generation, instead producing schedules and details
directly using the same instructions and settings.

For evaluation, we adopt an LLM-as-a-judge
framework, which has shown strong alignment
with human judgments (Chiang and Lee, 2023b,a).
Inspired by prior work on evaluating role-playing
and persona alignment (Chen et al., 2024; Tu et al.,
2024), we randomly selected 50 data samples and
evaluated them using GPT-40° across four dimen-
sions: Realism, Consistency, Richness, and Attrac-
tion. The first two metrics assess alignment be-
tween the character’s persona and their schedule,
while the latter two focus on content appeal and
user engagement (Vedula et al., 2024b; Xu et al.,
2022).

The metrics are defined as follows:

(1) Realism. This metric evaluates the logical co-
herence and realism of the content (Tu et al., 2024),
checking for activity conflicts, schedule feasibility,
and real-life plausibility.

(2) Consistency. This metric evaluates consis-
tency between the expressions of activities and the
character profile, ensuring that the character’s be-
haviors align with their predefined personality and
background (Zhou et al., 2024).

(3) Richness. Based on the analyses of self-
disclosure (Sprecher et al., 2013), rich content ex-
pression is a key factor in creating attraction. There-
fore, this metric assesses the richness of the gen-
erated virtual itinerary with realistic daily stamina
constraints.

(4) Attraction. This metric evaluates the user’s

®https://openai.com/index/hello-gpt-40/
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Type Method Realism Consistency Richness Attraction
Basic Information 0.74 3.12 3.19 2.14
Normal | Direct Generation 4.45 4.55 4.55 3.05
World Simulation 4.57 4.84 4.78 3.39
- w/o outline 4.21 4.80 4.62 3.17
Basic Information 0.90 3.30 1.85 2.15
Memory | Direct Generation 4.62 4.60 4.15 2.65
World Simulation 4.68 4.90 4.58 2.90
- w/o outline 4.50 4.75 4.60 2.76

Table 1: Offline experimental results.

Metrics Previous System  iPET System
Dialogue Engagement Rate 56% 66% (+17.9%)
User Usage Time 3.5 min 5.2 min (+48.6%)

Table 2: Online A/B test results.

desire for dialogue regarding pet’s life content (Xu
et al., 2022). It considers factors such as the rele-
vance of dialogue topics and emotional resonance.

To achieve more accurate evaluation results, we
adopt the “analyze-rate” approach from a recent
study (Chiang and Lee, 2023b). This method re-
quires the LLM to analyze the samples based on
these criteria before assigning ratings, which we
use to assess all results.

3.3 Offline Experimental Results

The overall results are shown in Table 1. From a
comprehensive perspective, the world simulation
module demonstrates commendable performance,
scoring well across all four metrics in both sce-
narios. Additionally, it shows a noticeable en-
hancement in user attraction compared to basic
information display and direct generation, indicat-
ing iPET’s potential to increase user engagement.
Moreover, when compared to a variant without the
outline generation stage, the module delivers com-
parable content richness while exhibiting marked
improvements in realism, character consistency,
and user attraction. This emphasizes the crucial
role of the outline stage in the output construction
process, as it mitigates uncontrolled content gener-
ation and provides a more consistent and realistic
user experience (Yang et al., 2023; Xie and Ried],
2024). Additionally, after incorporating memory
content, there is a decrease in richness and attrac-
tion. This may be because generating content that
is more closely tailored to the user can, to some
extent, constrain the inherent diversity and interest
of the pet’s simulated life (He et al., 2024).

Number of memory entries
4 5 6 7 8 10

W

—e— Dialogue
Memory

~
~
\.
-
=~

S L

o
S ey g mmme

T
’,\03
W

O 2 D NS ©

R N
T QN 8 A o
Number of user dialogue turns

o
&

»
S

™

Figure 5: The distribution of user groups based on the
number of user dialogue turns and memory entries.

3.4 Online Evaluation

To demonstrate the effectiveness of this method
in real-world scenarios, we conducted a seven-day
online A/B test (Young, 2014) that compares our
iPET system against the previous system, which
includes only a dialogue module. In order to better
evaluate the effects, we present the two key metrics
in our experiment. The first metric is dialogue en-
gagement rate, which measures the percentage of
users who initiate conversations, while the second
is user usage duration, which tracks the average
time users spend on iPET. As shown in Table 2, in-
troducing a simulated world significantly enhances
user interest and engagement with the conversation,
while also extending their overall usage duration,
thereby demonstrating the effectiveness of iPET.

3.5 User Statistics

We further examine the relationship between user
dialogue frequency and memory generation. As
shown in Figure 5, both curves exhibit similar
trends, suggesting a positive correlation between
the number of dialogue rounds and the amount
of memory extracted by the iPET system. This
indicates that more extensive user interactions fa-
cilitate the extraction of relevant memory content,
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Figure 6: Case study of a real user using our system.

thereby helping to strengthen the user—pet relation-
ship. This distribution is also consistent with be-
havioral patterns commonly observed in real-world
user interactions.

3.6 Case Study

To showcase iPET’s emotional companionship ca-
pabilities, Figure 6 presents a case study, which
is based on notes publicly shared by real users
on the RedNote App’. In this case, a user suf-
fering from severe depression and anxiety seeks
support from the iPET system. The schedule dis-
played on the main interface naturally guides the
user to explore the virtual pet’s world, while the
pet’s schedule page offers rich and engaging details
that help foster a more positive attitude toward life.
Moreover, the daily interactions and conversations
with the pet are designed to be emotionally engag-
ing, enabling the user to form a strong, reciprocal
bond. Over time, the user’s emotional well-being
improves through the pet’s consistent companion-
ship. By presenting meaningful life details and
enabling emotional interaction, iPET offers effec-
tive companionship and supports the development
of a more positive outlook.

4 Conclusion

We present iPET, an emotional dialogue system that
integrates world simulation to enhance user engage-
ment. Its effectiveness has been validated through
both offline experiments and online evaluations

"While the notes are publicly available, we have chosen
not to disclose the URLSs or any user-specific details in order to
respect user privacy and avoid drawing unnecessary attention
to individual users.

with real users. We believe this work highlights
the potential of advanced language technologies
to deliver meaningful benefits and hope it inspires
future research in related directions that promote
social good.

Limitations

Although the iPET system offers rich world sim-
ulation and emotional companionship, it may not
fully meet the complex social needs of human users.
Resource and cost constraints have limited our abil-
ity to explore more advanced memory utilization
by virtual pets, such as complex reasoning based
on accumulated experiences. Moreover, maintain-
ing behavioral consistency over extended periods
(e.g., a year or more) with substantial interactive
engagement remains a significant challenge. These
limitations highlight opportunities for future ad-
vancements to deepen the emotional connection
and social complexity that iPET can provide.

Ethical Considerations

When dialogue systems emulate pet-like charac-
teristics and offer emotional companionship, users
may develop emotional dependence on Al pets. Itis
essential to clearly position Al pets as supplements
to, rather than substitutes for, real animal compan-
ionship. To mitigate potential psychological risks
associated with excessive reliance or inappropriate
use, users should be encouraged to engage with
these systems in moderation. In addition, we un-
derscore the importance of enforcing strict privacy
protection standards in the collection and process-
ing of user data to safeguard personal information
and ensure user trust.
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