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Abstract

As the demand for artificial intelligence (AI)
grows to address complex real-world tasks, sin-
gle models are often insufficient, requiring the
integration of multiple models into pipelines.
This paper introduces Bel Esprit, a conversa-
tional agent designed to construct AI model
pipelines based on user requirements. Bel
Esprit uses a multi-agent framework where
subagents collaborate to clarify requirements,
build, validate, and populate pipelines with ap-
propriate models. We demonstrate its effec-
tiveness in generating pipelines from ambigu-
ous user queries, using both human-curated
and synthetic data. A detailed error analysis
highlights ongoing challenges in pipeline build-
ing. Bel Esprit is available for a free trial at
https://belesprit.aixplain.com1.

1 Introduction

A single AI model is often insufficient for complex
tasks, especially with multiple inputs or outputs,
e.g., multimodal content moderation or multilin-
gual video dubbing (Figure 1). Such tasks can be
better addressed by integrating different models; by
constructing a pipeline of interconnected models,
we can automate intermediate steps and facilitate
seamless task transitions. This approach, known as
cascading models into a pipeline, has been widely
used in applications like speech translation (Ney,
1999; Matusov, 2009) and voice conversion (Wu
et al., 2018; Huang et al., 2020).

This paper presents Bel Esprit2, a conversational
assistant that implements sophisticated pipeline so-
lutions composed of diverse AI models. Here are
our main contributions:

• We formally define the task of model pipeline
building as a graph generation problem involv-
ing scientific reasoning.

1Demo video: https://youtu.be/3KFSvrOPObY
2French for “beautiful mind”
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Figure 1: Query and model pipeline for multilingual
video dubbing.

• We design a multi-agent framework that sys-
tematically enhances pipeline quality and
alignment with user intent.

• We establish a rigorous evaluation scheme for
pipeline building, including a data preparation
protocol and automatic metrics.

2 Related Work

Automated Machine Learning Efforts to sim-
plify machine learning for non-experts have fo-
cused on automating model selection (Kotthoff
et al., 2017), neural architecture search (Jin et al.,
2019; Zimmer et al., 2021), hyperparameter tun-
ing (Bischl et al., 2023), and ensembling (Erickson
et al., 2020; Shchur et al., 2023): mainly aiming to
train a single model for atomic tasks. In contrast,
Bel Esprit does not train models but assembles off-
the-shelf models into pipelines, integrating various
AI components for more complex tasks.

Agentic Workflow Generation Modern AI
agents use multiple tools and subagents to break
down complex tasks into subtasks and assign tools
accordingly (Xi et al., 2023; Wang et al., 2024b).
Existing workflow generation methods largely fo-
cus on writing LLM prompts for a few general
agents or ordering simple utility functions, with
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Figure 2: Agentic flow of Bel Esprit.

evaluations limited to classical reasoning tasks like
math, coding, or QA (Chen et al., 2023; Zeng et al.,
2023; Li et al., 2024; Zhuge et al., 2024; Zhang
et al., 2024; Hu et al., 2024; Niu et al., 2025).

Bel Esprit expands this scope by integrating >70
AI functions across modalities (Appendix A) and
devising tools for missing functionalities. It en-
sures pipeline reliability through conversational re-
quirement clarification and formal graph-based ver-
ification. Also, the generated pipelines can serve as
advanced tools within agents, reducing redundant
planning and accelerating recurring tasks (Qian
et al., 2023; Wang et al., 2024a; Cai et al., 2024).

3 Task Definition

Pipeline generation is a structured prediction task,
where the input is a user query describing a com-
putational task, and the output is a pipeline of AI
functions to solve it. Each AI function may have
parameters, e.g., language in speech recognition.
The final output is basically a graph, with nodes
representing inputs/outputs/functions, and edges
denoting the data flow between them. To enhance
the functionality of a pipeline, we introduce three
special node types:

• Router: Directs the input data to different
paths based on its modality.

• Decision: Sends data to different paths ac-
cording to specific input values.

• Script: Executes an arbitrary task by running
Python code.

Pipeline generation can be viewed as deductive
reasoning where the AI functions exist as premises
about data entities (Yu et al., 2023). Each premise
conveys scientific knowledge from specific input to
output. Given a user query as a new comprehensive
conclusion, the objective is to find a reasoning path

Hello, I’m Bel Esprit. How can I 
assist you today?

I want to dub my video in French, 
German, and Spanish

What language is the original 
audio in the video clip?

English

To summarize: You want an AI 
solution that takes one input, 
which is a video clip with audio in 
English, and produces three 
outputs: dubbed audio tracks of 
the video in French, German, and 
Spanish. Shall we proceed with 
building it?

To clarify, do you want the AI 
solution to generate three 
separate output video clips, each 
with the original video but dubbed 
in a different language (French, 
German, and Spanish)?

yes, separate files, but dubbed 
audio tracks are fine for the output

proceed

Confirmation
Stage

Figure 3: Example conversation between Mentalist and
a user. The refined query is colored in blue.

comprising multiple premises (Saha et al., 2020;
Creswell et al., 2022; Saparov and He, 2022).

4 Framework

In this work, we use an LLM to process user queries
and generate pipeline structures through guided
prompts. Instead of producing the pipeline in a sin-
gle step, the framework follows a flow of multiple
subagents (Figure 2). The process begins with Men-
talist, followed by Builder, which creates an initial
pipeline. This pipeline is then reviewed by Inspec-
tor. If the review fails, it loops back to Builder for
revisions until an error-free pipeline is generated or
the maximum iteration limit is reached. Once the
pipeline passes inspection, it proceeds to Match-
maker, completing the final pipeline.

4.1 Mentalist

Mentalist is the agent responsible for interacting
with the user and analyzing their requirements.
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Name Modality Language

Input Video file Video English

Output
Audio track 1 Audio French
Audio track 2 Audio German
Audio track 3 Audio Spanish

Table 1: Specification example.

4.1.1 Query Clarifier
User queries are often too ambiguous to build a
correct solution. For example, they may lack de-
tailed context, such as how “risk” is defined in a
risk management system, or omit data properties,
like the language of the input text. Query Clarifier,
a chat interface, converts potentially ambiguous
user queries into fully developed solution specifica-
tions. It identifies missing information and prompts
the user to fill in the gaps. Once all necessary de-
tails are gathered, the system summarizes the con-
versation into a refined query that clearly outlines
the solution’s inputs and outputs, along with their
modalities and relationships (Figure 3).

4.1.2 Specification Extractor
After the user confirms the clarified query, Specifi-
cation Extractor extracts its technical details like
name, modality, and required parameters for each
input and output (Table 1). Such structured infor-
mation offers clear guidance on which input and
output nodes must be included, providing a strong
foundation for constructing the intermediate flows;
relying solely on long natural language queries of-
ten results in errors when building a solution.

4.1.3 Attachment Matcher
We found that many users begin by attaching a file,
e.g., “I want to work with this text file to extract
named entities and identify grammatical errors.”
Once a solution is generated, users need to know
which input node in the pipeline graph corresponds
to the attached file. While matching is straight-
forward for only a single input node, it becomes
challenging when there are multiple input nodes,
especially when some share the same modality.

In such cases, semantic analysis of the conversa-
tion is necessary to determine the specific charac-
teristics of each input. Files may also be attached
mid-conversation, with contextual clues before and
after the attachment providing critical information
for accurate matching. Attachment Matcher detects
these associations and assigns each attached file to

Hello, I’m Bel Esprit. How can I 
assist you today?

I have a speech clip to work with: 
@moon.wav

What do you want to do with this 
audio file?

Change the voice of this audio 
@star.wav like the one above

⠇

Name Attachment

Input
Input speech @star.wav

Reference voice @moon.wav

Output Converted speech N/A

Figure 4: Attachment matching example.

the appropriate input node. Note that file names
themselves are not passed to the builder, as they
may not be directly relevant to the solution.

4.2 Builder
Builder constructs the pipeline graph based on
the refined query (Section 4.1.1) and the extracted
specification (Section 4.1.2). Builder is an LLM
prompted with information on data types, function
identifiers, node types, and graph constraints (Ap-
pendix B). Given the complexity of this task, a few
example pipelines are included in the prompt to
guide the generation process (Brown et al., 2020).
Builder’s output can be in any structured format,
such as DOT or JSON.

4.2.1 Chain-of-Branches
Building a large graph in a single step is highly
challenging. Generating token sequences in struc-
tured formats often leads to issues like hallucina-
tion and loss of consistency within the structure
(Poesia et al., 2022; Beurer-Kellner et al., 2024;
Tam et al., 2024). Inspired by the chain-of-thought
(Wei et al., 2022b), we decompose the solution
graph into distinct branches. Each branch repre-
sents a path from one or more input nodes to an
output node; a pipeline with N output nodes will
have N branches. These branches can be stan-
dalone solutions to subproblems derived from the
user query. New branches can often reuse nodes
from existing branches, reducing the number of
totally new nodes to be generated for each branch.
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Figure 5: Example of generation using chain-of-
branches. Gray dashed arrows indicate connections
to previously generated nodes in existing branches. The
final pipeline is in Figure 1.

We prompt the LLM to generate one branch at
a time, completing all nodes and edges for that
branch before moving to the next (Figure 5). At
each branch, we instruct the model to generate
a brief comment to clarify the subproblem it ad-
dresses, ensuring the boundaries between branches.

4.3 Inspector

LLMs are particularly vulnerable to errors in sci-
entific reasoning on lengthy contexts (Ahn et al.,
2024; Ma et al., 2024). Even with a clarified query,
errors may still occur due to the solution complex-
ity. Similarly to critic models for LLM outputs (Ke
et al., 2023; Xu et al., 2024; Gou et al., 2024), we
developed Inspector, which analyzes the builder’s
output to identify errors in both the graph structure
and semantic alignment with user requirements.

4.3.1 Syntax
First, we assess the structural integrity of the gen-
erated graph, independent of its intended function.
We check violations of graph constraints (Appendix
B), often due to improper node connections.

Some violations can be mechanically corrected
immediately upon detection. Figure 6a illustrates
such a case in generating Branch 1 of Figure 5. The
output from a function node should connect to one
output node, but multiple output nodes are linked
to the same function output. This often arises when
the user specifies multiple outputs in the solution.
Such errors can be resolved by retaining only one
output node and removing the duplicates.

Figure 6b illustrates an example where no sim-
ple correction is feasible. The machine translation
(MT) node requires text input, yet audio extracted
from a video input is routed directly to it. Resolv-
ing this modality mismatch involves either locating
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Figure 6: Example of syntax errors (highlighted in red).
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Figure 7: Example of semantic errors in a branch (high-
lighted in orange).

an existing node producing the necessary text out-
put or creating a new node for the required transfor-
mation. Such complex corrections require an LLM
to reconstruct the graph (Section 4.2).

4.3.2 Semantics
Next, we verify whether the graph semantically
fulfills the user requirements. For each branch,
we provide an LLM with a natural language sum-
mary that lists the nodes sequentially, outlining the
path and its context within the pipeline. The LLM
then identifies the corresponding requirements in
the specification (Section 4.1.2) and flags any un-
matched or missing steps in the branch path.

Figure 7 shows an example where the branch
passes structural checks but fails in semantic align-
ment. In this case, the English transcription is
routed directly to a French text-to-speech (TTS)
node, assuming the same text modality suffices
for synthesis; the builder overlooked the necessary
translation step, resulting in a mismatch between
the automatic speech recognition (ASR) output lan-
guage and the intended TTS language.

4.4 Matchmaker
A pipeline from the Builder specifies only the data
flow without assigning specific models to function
nodes. Matchmaker gathers any additional infor-
mation about the model selection in the query and
finds the model that best align with the user’s pref-
erences, e.g., the latest MT model from Google
or an ASR model specialized in medical domain.
When no specific preference is provided, Match-
maker defaults to a predefined model choice.
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Query: I want to understand English news clips more easily

Audio ASR
en LLM Text

texttextaudio Rewrite in 
plain English:

Figure 8: Example pipeline using a generic node.

Query: If I give you a summary, extend it to a long article; if
it’s an article, then summarize it.

Text > 100? Text
Summarizer Text

Text

Word
Counter

number text

text
no

yestext

LLM
Lengthen with 
more details:

def script(text: str):
    words = text.split()
    return len(words)

Figure 9: Example pipeline with a script node.

If a node requires a task for which no suitable
model exists—often due to a complex user query or
gaps in the platform’s model library—Matchmaker
employs the following fallback strategies.

4.4.1 Generic Nodes
Recent LLMs can perform generic tasks beyond
their specific training when given a clear prompt
(Brown et al., 2020; Wei et al., 2022a). For unavail-
able AI functions, we insert a custom LLM node
with a prompt derived from the relevant part of the
user query (Figure 8). This approach is useful for
tasks like domain mixing or creative writing, where
specialized models are scarce.

4.4.2 Script Generator
Some nodes are designated not for AI tasks but for
simpler functions, such as counting words or ex-
tracting text from a PDF: a short script is sufficient
(Figure 9). In such cases, we use an LLM to gener-
ate scripts; we begin by providing a script template
that defines the input/output and their modalities,
allowing the LLM to complete the method part
based on the task description.

5 Experiments

To evaluate pipeline generation, we prepared query-
pipeline pairs with evaluation metrics.

5.1 Data

Manual creation Given the high-level scientific
nature of the task, we recruited five AI solution en-
gineers at aiXplain, Inc. to create 82 realistic tasks
and their corresponding pipelines. Each pipeline
was then reviewed and, if necessary, revised by at
least one other expert.

Structured synthesis with human correction
To scale data collection, we automated the ini-
tial pipeline creation using rule-based expansion:
nodes in a pipeline are expanded by adding others
that match the input-output specifications. Starting
with one or more input nodes, we constructed a tree-
like structure that can branch into multiple output
nodes. To manage complexity, we parameterized
the number of AI function nodes and restrict each
node to have a maximum of two children.

An LLM generates specifications and clear
queries that enumerate the inputs and outputs. To
simulate realistic user interactions, we then synthe-
sized an initial user query by intentionally introduc-
ing ambiguity into the LLM prompt. In this way,
we synthesized 500 data entries, retaining 359 after
human review.

In total, we curated a dataset of 441 pipelines. For
further details of the data, see Appendix C.

5.2 Metrics

Exact Match (EM) First, we count cases where
the generated pipeline exactly matches the refer-
ence pipeline. Two nodes are considered a match
if their types are identical and, if applicable, their
functions and parameters are the same. For LLM
nodes, we match prompts based on cosine similar-
ity of their sentence embeddings, with a threshold
of 0.5. For script nodes, we consider two code snip-
pets a match if an LLM determines they perform
the same task. Edges are matched if they connect
the same source and target nodes with identical pa-
rameters. Determining such an exact match (EM)
requires solving the graph isomorphism problem.
To implement this, we adapted the VF2 algorithm
(Cordella et al., 2004) to account for our problem.

Graph Edit Distance (GED) In our initial study,
we found that many non-matching pipelines dif-
fer only slightly, typically by a single node or
edge. Assigning a full penalty to such cases is
too severe, as EM fails to capture incremental im-
provements. Therefore, we adopt graph edit dis-
tance (GED), which counts the number of edit
operations—insertion, deletion, or substitution of
nodes or edges—required to convert the generated
graph to its reference. We apply the same matching
conditions for nodes and edges as used in EM.

We used the depth-first GED algorithm (Abu-
Aisheh et al., 2015) implemented in NetworkX
(Hagberg et al., 2008). The edit operations have an
equal weight of 1.0 for simplicity. We limited the
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GPT-4o Llama 3.1 405B Llama3.1 70B

Framework setup EM [%] GED [%] EM [%] GED [%] EM [%] GED [%]

Builder 15.7 65.1 13.6 71.7 14.1 70.7
+ Query clarifier 25.1 44.4 21.5 52.8 19.0 54.4
+ Specification extractor 26.0 41.4 21.9 52.6 21.1 52.7
+ Chain-of-branches 25.2 40.3 21.9 52.6 19.0 53.9

+ Syntactic inspector 25.6 38.3 22.7 48.2 19.4 49.8
+ Semantic inspector 25.2 37.0 20.3 48.9 19.4 53.9

Table 2: Pipeline generation performance across framework configurations and Builder LLMs.

running time for each pipeline pair to 60 seconds
on Macbook Pro 2023 (with M2 Pro).

5.3 Models

Mentalist’s query clarifier (Section 4.1.1) and
Builder (Section 4.2) utilize GPT-4o (OpenAI,
2024), while the rest of the framework, including
data synthesis and evaluation, relies on the Llama
3.1 70B model (Dubey et al., 2024) when LLM as-
sistance is required. Prompt similarity is computed
using the all-MiniLM-L6-v2 model of Sentence
Transformers (Reimers and Gurevych, 2019).

5.4 Results

Table 2 shows the pipeline generation performance
across various framework configurations. Starting
with a baseline pipeline builder, we incrementally
incorporate components from Mentalist, Builder,
and Inspector, achieving +9.5% EM and -28.1%
GED overall. For the Builder, GPT-4o outperforms
open-source alternatives, with performance declin-
ing as model size decreases. Smaller models like
Llama 3.1 8B yielded unacceptable performances,
with EM rates below 3%.

Each component’s contribution is evident in
GED improvements for GPT-4o but less consis-
tent for weaker models, while EM fails to capture
the nuanced improvements. As a side note, se-
mantic inspection occasionally confuses weaker
Builders, leading to unnecessary graph repetitions
and sporadic performance drops.

5.5 Qualitative Example

Figure 10 illustrates an example of incremental im-
provements in pipeline generation. The initial user
query is ambiguous, as it does not specify the in-
put language. The plain Builder assumes English
as the input language and generates a pipeline ac-
cordingly. Mentalist refines the query to explicitly
indicate that the input language is unknown, re-
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Figure 10: Examples of generated pipelines across dif-
ferent framework configurations.

sulting in a pipeline that first performs language
identification and passes the detected language to
the ASR function.

However, this version redundantly includes sep-
arate ASR nodes for French and German outputs.
The chain-of-branches technique resolves this re-
dundancy by generating one path at a time, en-
abling the reuse of the ASR node. Despite this
improvement, the MT nodes lack source language
parameters. The final configuration, which incorpo-
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Figure 11: GED over increasing query ambiguity.

Figure 12: GED over increasing pipeline size.

rates Inspector, identifies this issue and adds edges
from the language identifier to the MT nodes, pro-
ducing a complete and correct pipeline.

6 Analysis

Ambiguity of query As shown above, ambiguity
in user queries is a primary factor for poor pipeline
generation performance. We used GPT-4o to rate
the ambiguity of queries in three levels: unam-
biguous, ambiguous, and very ambiguous. Figure
11 shows performance computed for each level;
pipeline generation becomes increasingly challeng-
ing with higher ambiguity. The Mentalist subagent
significantly improves performance in such cases
by clarifying missing information in queries and
concretizing input and output requirements.

Pipeline size We also measured performance
as a function of reference pipeline size, shown in
Figure 12. As expected, larger pipelines—–such as
simultaneous processing of the same input across
multiple paths—are more challenging to construct.
However, the chain-of-branches technique proves
to be effective in handling these cases by breaking
the graph into manageable subgraphs.

Error Types We analyzed errors in generated
pipelines using detailed logs of GED. Figure 13
shows that most errors stem from node substitu-
tions, often due to parameter mismatches or incor-

Figure 13: Distribution of edits required to align gener-
ated pipelines with reference pipelines.

Figure 14: Causes for node substitution errors.

rect node types (Figure 14).
Node insertions occur when the builder fails

to address all query requirements, often in large
pipelines. Node deletions typically result from re-
dundant function repetitions in separate paths. Both
edits are also required when a misplaced node must
be relocated to another path in the graph, which in
turn needs corresponding edge insertions and dele-
tions. These errors are generally less significant
compared to node substitutions.

Edge errors often involve missing connections
when a function require multiple inputs. While the
Inspector can readily detect these, resolving them
remains challenging as it requires comprehensive
semantic understanding of the graph and query to
locate the correct node supplying the missing data.

7 Conclusion

This paper introduces a novel task of generating AI
solution pipelines from user queries and proposes
Bel Esprit, a multi-agent framework consisting of
Mentalist, Builder, and Inspector, which incremen-
tally improve pipeline quality through query clari-
fication, stepwise construction, and validation.

Future work includes employing retrieval-
augmented generation (RAG) with a pool of valid
pipelines and extending the framework to generate
autonomous agents beyond static pipelines.
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Limitations

Although the Mentalist (Section 4.1) enhances per-
formance in ambiguous scenarios, the system still
struggles with highly ambiguous queries, espe-
cially when critical input or output requirements
are missing.

Pipeline building (Section 4.2) and matchmaking
(Section 4.4) are restricted to a predefined pool of
AI functions (Appendix A). Expanding this pool
and incorporating their parameter details increases
the prompt length, leading to higher computational
costs. Generic nodes (Section 4.4.1) address this
partially but are currently limited to text-to-text
functions.

The Inspector (Section 4.3) does not verify the
generated code for script nodes (Section 4.4.2),
requiring custom test cases tailored to each script,
which is not yet automated.
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Text Image Audio
Translation Image Captioning Speech Recognition

Summarization Optical Character Recognition Speech Synthesis
Text Generation Document Extraction Voice Cloning

Text Transformation Image Generation from Text Audio Forced Alignment
Question Answering Image-to-Image Translation Audio Generation
Text Classification Image Manipulation Audio-to-Audio Translation

Topic Classification Image Classification Subtitling
Sentiment Analysis Image Expression Detection Multilingual Subtitling
Emotion Detection Object Detection ASR Quality Estimation

Language Identification Image Content Moderation Audio Transcript Analysis
Text Spam Detection Visual Question Answering Audio Transcript Improvement

Offensive Language Identification Depth Estimation Audio Classification
Text Content Moderation Image Segmentation Audio Language Identification

Token Classification Mask Generation Audio Speaker Diarization
Named Entity Recognition Image Compression Voice Activity Detection

Entity Linking Image Embedding Speech Classification
Entity Sentiment Analysis Video Speech Embedding

Coreference Resolution Video Generation from Text Tabular
Syntactic Parsing Video Generation from Image Tabular Classification
Semantic Parsing Viseme Generation Tabular Captioning

Slot Filling Extract Audio From Video Tabular Regression
Text Normalization Video Speaker Diarization Table Question Answering

Text Denormalization Video Classification Time Series Forecasting
Diacritization Video Label Detection Others

Text Embedding Video Content Moderation Similarity Search
Video Expression Detection Model Likelihood

Table 3: AI functions used in Bel Esprit, categorized by their primary modality.

A List of AI Functions

AI functions in Table 3 are considered as possible
nodes of a pipeline in this work.

B Graph Constraints

Nodes
• An input node should have no previous nodes
• An input node should have only one output

parameter
• An output node should have no next nodes
• There should be no multiple output nodes with

the same incoming link
• A router node should have a single input node

as its predecessor
• A router node should have two or more out-

put parameters, each of which has a different
modality

• A router node should not be connected with
another router node

• A function name should exist in the predefined
list of functions

• Parameters of a function node should exist in
the predefined list of parameters

• A function node should have all its required
input parameters

Edges

• An input parameter should have only one in-
coming edge

• An output parameter should have at least one
outgoing edge if it is not an output node

• Every node should be reachable from an input
node

• An edge should connect existing parameters
• The connected parameters should have the

same modality

C Query-Pipeline Dataset

Domain Coverage The dataset demonstrates
strong coverage of practical applications across
various domains (Figure 15):
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Figure 15: Distribution of applications domains of the data entries.

• Business & Customer Intelligence: Analyze
company documents or customer feedbacks
to gain business insights.

◦ I’m looking for a solution that can iden-
tify and categorize customer feedback
into different themes, such as product
quality, customer service, and delivery
experience.

• Content Creation & Accessibility: Enhance
content accessibility across languages and
modalities.

◦ I am looking for a solution to convert
my French book into an audiobook in the
original language as well as in English,
Spanish, and Portuguese.

• Information & Knowledge Management:
Extract structured information from unstruc-
tured data.

◦ How to generate a 10K rows high-quality
Modern Standard Arabic (MSA) corpus
for sentiment analysis from an unlabelled
text format English dataset?

• Safety & Compliance: Conduct content mod-
eration and safety applications.

◦ I need a pipeline that can detect and
redact sensitive information like per-
sonal identifiers from texts, audios, and
videos.

• Educational & Research: Assist students or
generate educational materials.

◦ I need a pipeline to assess the readabil-
ity of documents. The documents are in
various languages. Please also provide
suggestions for simplification.

35%

28%

20%

17%

10%

Text

Image & Video

Speech & Audio

Multimodal

Others

Figure 16: Distribution of modalities involved across
the data entries.

Input

Output
Text Audio Image Video

Text 25% 18% 12% 8%

Audio 15% 10% 5% 3%

Image 14% 7% 12% 4%

Video 10% 6% 5% 7%

Figure 17: Heatmap of modality conversions in the
dataset’s reference pipelines.

Modality Coverage We categorize the task
modality of each dataset entry in Figure 16. The
“Image & Video” and “Speech & Audio” categories
include basic transformations to and from text, such
as speech recognition. The “Multimodal” category
represents more advanced integrations involving
multiple modalities, such as functions that process
both image and text inputs.

Figure 17 illustrates the frequency of modality
conversions required to solve the queries in the
dataset, showing that all types of transformations
between the four modalities are well covered.
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