
Proceedings of the 63rd Annual Meeting of the Association for Computational Linguistics (Volume 3: System Demonstrations), pages 22–30
July 27 - August 1, 2025 ©2025 Association for Computational Linguistics

MERaLiON-AudioLLM:
Advancing Speech and Language Understanding for Singapore

Yingxu He*, Zhuohan Liu*, Geyu Lin*, Shuo Sun*,
Bin Wang*, Wenyu Zhang*, Xunlong Zou*, Nancy F. Chen, Ai Ti Aw

Institute for Infocomm Research (I2R), A*STAR, Singapore
{sun_shuo,wang_bin}@i2r.a-star.edu.sg

Abstract

We introduce MERaLiON-AudioLLM, the
first general-purpose multitask audio-based
large language model designed to understand
Singlish, a colloquial and code-switched vari-
ety of English spoken in Singapore. Trained
on 62 million multimodal instruction sam-
ples spanning over 260,000 hours of audio,
MERaLiON-AudioLLM exhibits strong perfor-
mance across diverse tasks including automatic
speech recognition, spoken question answer-
ing, speech translation, and paralinguistic anal-
ysis. We benchmark MERaLiON-AudioLLM
across a broad range of multilingual and multi-
task scenarios, and it demonstrates competitive
performance against existing open-source mod-
els. The model achieves significant gains in
local speech recognition and task-specific un-
derstanding, underscoring its utility for region-
specific AI applications. We develop an inter-
active demo interface to enable user-friendly
access, supported by a back-end with custom
caching and load-balancing mechanisms. The
interactive demos, model weights and video are
publicly available for both the first release of
MERaLiON-AudioLLM1 and the recent sec-
ond release of MERaLiON-22. This paper fo-
cuses exclusively on the development and eval-
uation of the first release.

1 Introduction

Large Language Models (LLMs) have rapidly ad-
vanced, showcasing exceptional capabilities in un-
derstanding and generating human-like text. Re-
cent progress in transformer-based LLMs, pre-
trained on web-scale text corpora, has significantly
improved their linguistic comprehension and gener-
ation abilities (Minaee et al., 2024; Cui et al., 2023).
However, while these models excel in text-based

*Equal contributions, listed in alphabetical order by last
name.

1MERaLiON-AudioLLM: Demo, Model Card, Video
2MERaLiON-2: Demo, Model Card

tasks, their effectiveness in spoken language under-
standing remains limited, particularly in scenarios
with non-standard accents, code-switching, and cul-
turally specific linguistic patterns. This limitation
presents a major challenge in multilingual regions
such as Singapore, where speech-based AI systems
must handle mixed languages and diverse accents.

AudioLLMs (Fang et al., 2025; Défossez et al.,
2024; Gong et al., 2024; Ghosh et al., 2024; Chu
et al., 2024, 2023; Tang et al., 2024; Hu et al., 2024;
Lu et al., 2024; Nguyen et al., 2024) incorporate
speech processing capabilities into the LLM frame-
work, enabling the seamless integration of speech
and text. AudioLLMs facilitate applications such
as spoken dialogue systems, speech-based trans-
lation, and audio-driven reasoning. However, ex-
isting AudioLLMs are predominantly optimized
for high-resource languages and struggle with re-
gional linguistic adaptations, leading to suboptimal
performance in real-world speech applications.

To address this challenge, we introduce
MERaLiON-AudioLLM (Multimodal Empathetic
Reasoning and Learning in One Network), a
speech-text model designed to enhance speech
recognition and language understanding in Singa-
pore’s multilingual and multicultural environment.
Developing a model that accurately understands
local accents and contextual nuances is essential to
create more inclusive and effective AI systems. To
support multimodal LLM training, we have built
a robust distributed data pipeline capable of pro-
cessing more than 30 TB of speech-text datasets
and scalable training workflows deployed across
high-performance H100 GPU clusters. Given the
challenges of low-resource datasets, particularly in
spoken question answering and dialogue summa-
rization, we have enhanced our pipeline with syn-
thesized and augmented data to improve linguistic
diversity. These innovations enable MERaLiON-
AudioLLM to balance computational efficiency
and task-specific accuracy within a scalable 10-
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billion-parameter architecture. Our key contribu-
tions are as follows:

• Regionally adapted speech-text model:
MERaLiON-AudioLLM is specifically
designed for multilingual and accent-adaptive
speech understanding. By leveraging large-
scale speech-text data with synthesized and
augmented samples, the model effectively
handles regional accents, code-switching, and
culturally specific linguistic patterns. The
model weights are open-sourced to encourage
further research and development.

• State-of-the-art performance across multiple
tasks: MERaLiON-AudioLLM achieves state-
of-the-art results in local speech recognition
and spoken language understanding, reduc-
ing word error rates (WER) and improving
semantic alignment for regional accents.

• Interactive demo system for real-time ex-
ploration: We present an interactive demo
that enables seamless real-time interaction
with MERaLiON-AudioLLM, allowing re-
searchers and developers to evaluate its per-
formance across diverse linguistic scenarios.

2 Overview of Interactive Demo System

To enable rapid experimentation, we designed and
deployed an interactive demo on HuggingFace. We
adhered to the conventional model-view-controller
(MVC) design paradigm, dividing the system into
three key components: 1) a user-friendly front-end
interface built with Streamlit (view), a backend
powered by vLLM for efficient language model
inference with MERaLiON-AudioLLM (model),
and a carefully designed interaction pipeline to
manage the complex logic between the user and
the model (controller).

2.1 MERaLiON-AudioLLM Playground
The landing page of our demo system is
MERaLiON-AudioLLM Playground, which pro-
vides an interactive and intuitive interface that
allows users to upload audio clips, inspect and
listen to the audio content, and interact with the
MERaLiON-AudioLLM backend in real time.

As shown in Figure 1, the interface includes
a navigation panel that enables users to explore
different configurations. For example, the cas-
cade system channels the output of MERaLiON-
AudioLLM to other text-based LLMs for further

inference, while the voice chat feature allows users
to engage with the system through spoken inter-
action, eliminating the need for text prompts. To
enhance the user experience, the interface offers a
variety of speech samples, including standard En-
glish, Singapore-accented English, and Singlish.
Users can also choose from multiple variants of the
MERaLiON-AudioLLM model. We would update
the selection progressively as new models become
available.

2.2 Model-Serving Backend
To enhance the efficiency of processing audio in-
puts, we have integrated MERaLiON-AudioLLM
with vLLM (Kwon et al., 2023), a LLM fast infer-
ence framework that leverages PagedAttention to
optimize memory allocation and minimize latency.
It supports Audio Input Processor and provides the
flexibility to integrate customised model architec-
tures. By developing a custom vLLM integration
plugin, MERaLiON-AudioLLM can now handle
up to 16 concurrent requests. As is illustrated in
Table 1, running on NVIDIA H100 GPU, perfor-
mance benchmarks show a Time-To-First-Token of
0.149 seconds, with an Inter-Token Latency of 16
milliseconds. This results in a throughput of 867
tokens per second. The model weights, together
with the vLLM plugin, are fully open-sourced on
our Hugging Face page.

2.3 Interaction Pipeline
When a user submits an audio clip and text prompt
by clicking the send button, the web interface trans-
mits the inputs via HTTP connections to our back-
end infrastructure, which is hosted on a GPU server
and managed by a FastAPI application. We have
implemented carefully designed logics to dynam-
ically route incoming user requests to multiple
model instances and orchestrate the complex pro-
cesses required for our AI system. The core compo-
nent, MERaLiON-AudioLLM, processes the audio
and text inputs, generating appropriate responses
that are sent back through HTTP connections to the
frontend for display to the user.

3 Model Architecture

MERaLiON-AudioLLM is designed to take a pair
of inputs (audio, text) and generate text outputs. As
shown in Figure 2, MERaLiON-AudioLLM con-
sists of three components: 1) an audio encoder that
transforms speech or audio inputs into sequences
of vector representations; 2) an adapter module
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Figure 1: Demo Workflow: 1) Audio Input: Users can either upload an audio clip or use sample audio clips; 2)
Text Input; 3) Multimodal Understanding: The audio and direct text input are processed together to understand user
intent; 4) Output: The model generates a text response based on the user’s inputs.

Concurrent Requests 30s Audio 1min Audio 2mins Audio

TTFT (ms) ITL (ms) TTFT (ms) ITL (ms) TTFT (ms) ITL (ms)

1 85.8 9.9 126.4 9.6 214.5 9.7
4 96.9 11.4 159.6 11.1 258.1 11.2
8 109.6 13.0 206.5 12.7 261.9 13.0
16 149.9 16.3 236.7 16.2 299.0 16.8

Table 1: vLLM Performance benchmark for MERaLiON-AudioLLM running on a single H100 GPU. We report
average Time To First Token (TTFT, unit: ms) together with Inter-Token Latency (ITL, unit: ms), over 120 trials
for each input audio length and concurrency combination.

to align the speech or audio embeddings with the
embedding size of the text decoder; 3) and a text
decoder that interprets and responds to natural lan-
guage instructions.

3.1 Audio Encoder

The audio encoder of MERaLiON-AudioLLM is
initialized from the encoder of Whisper-large-v2
(Radford et al., 2022), which has demonstrated
strong performance across various speech recog-
nition tasks, to develop our in-house MERaLiON-
Whisper. To adapt Whisper to local accents and
linguistic contexts, we further fine-tune the model
using a mixture of publicly available and in-house
automatic speech recognition (ASR) datasets.

3.2 MLP Adapter Module

Since the output dimension of the audio encoder
(1280) is significantly smaller than the embedding
size of the text decoder (3584), we employ a two-
layer MLP adapter module, referred to as the MLP-

100 adapter, to align the speech (or audio) embed-
dings with the text instruction embedding space.
The adapter module consists of two hidden layers.
The first layer transforms the sequence of encoder
outputs into 100 audio token embeddings, while
the second layer upscales the hidden size of these
token embeddings to match the dimensionality of
the text decoder. Our experiments show that this
simple adapter module outperforms other alterna-
tives, such as the Q-former (Tang et al., 2024) and
ConvMLP (Li et al., 2021).

3.3 LLM Decoder

The text decoder of MERaLiON-AudioLLM in-
gests a concatenated sequence of audio context
tokens and text instruction tokens, and then gener-
ates a text-based response. For this purpose, we
leverage on SEA-LION V3 (Singapore, 2024), a
state-of-the-art localized large language model for
the Southeast Asia region. SEA-LION V3 was
built upon the 9B version of Google’s Gemma
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Figure 2: Architecture of MERaLiON-AudioLLM: 1) Audio Encoder: Fine-tuned Whisper-large-v2 encoder on a
collection of local dataset; 2) Text Decoder: SEA-LION V3; 3) MLP-100 Adaptor Module: Consists of two hidden
layers that reshape and project the audio embedding to match the dimension size of the text decoder.

2 (Team et al., 2024) by continual pre-training it
on an additional 200 billion tokens sourced from
diverse datasets. We use the instruct version of
SEA-LION V3,3 which was further fine-tuned on
approximately 500,000 English instruction-tuning
pairs and approximately 1 million instruction tun-
ing pairs in various ASEAN languages.

3.4 Training Data

We curated an extensive collection of speech-text
instruction-tuning pairs totaling 260,000 hours of
data. A significant portion of this dataset is derived
from IMDA’s National Speech Corpus (NSC) (Koh
et al., 2019), which is licensed under the Singapore
Open Data License.4 To enhance the diversity of
the collection, we further augmented it with both
in-house and open-source datasets, covering a wide
range of audio tasks, including Automatic Speech
Recognition (ASR), Spoken Dialogue Summariza-
tion (SDS), Speech Translation (ST), Spoken Ques-
tion Answering (SQA), Audio Question Answering
(AQA), Audio Captioning (AC), Speech Instruc-
tion (SI), and Paralinguistic Question Answering
(PQA). We standardized all training samples into
a unified schema consisting of an audio context, a
text instruction, and a corresponding text answer.
Examples of the datasets are illustrated in Figure 3.

3https://huggingface.co/aisingapore/
gemma2-9b-cpt-sea-lionv3-instruct

4https://data.gov.sg/open-data-licence

ASR:{’context’: [-0.0201416, ..., 0.02240472], ’instruc-
tion’: "Please transcribe.", ’answer’: "Groves started writ-
ing songs when she was four years old."}
SQA:{’context’: [-1.22070312e-04, ..., -0.07333374], ’in-
struction’: "Why does the woman buy a new bike?", ’an-
swer’: "The old one is broken."}

Figure 3: Examples of our training data

As the National Speech Corpus contains misla-
belled data, we polished the dataset by performing
extensive data cleaning and filtering. Addition-
ally, we expanded it by synthesizing examples for
various tasks, such as Speech Question Answer-
ing (SQA) and Gender Recognition (GR). The fi-
nal dataset, which we named Multitask National
Speech Corpus (MNSC), has been released for
open access (Wang et al., 2025).

3.5 Training Strategy

This speech-text instruction-tuning supports multi-
ple tasks and facilitates multimodal instruction fine-
tuning, enabling MERaLiON-Whisper and SEA-
LION V3 to perform cross-modal reasoning and
achieve improved task-specific performance.

With a global batch size of 640, we train the cur-
rent release of MERaLiON-AudioLLM for around
200,000 steps, which took 2 days to complete using
128 H100 GPUs. During the training, we minimize
the autoregressive loss function that measures the
difference between the predicted and ground truth
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Models ASR-PART1/2 ASR-PART3/4/5/6 SQA-PART3/4/5/6 SDS-PART3/4/5/6 Accent Gender

Cascade Model 20.0 29.7 66.9 53.2 16.8 23.0

SALMONN-7B 25.8 50.8 42.2 14.4 1.3 51.25
WavLLM 18.2 69.6 51.2 39.5 1.5 47.9
Qwen2-Audio-7B 13.2 35.6 46.7 35.3 1.8 65.0
MERaLiON-AudioLLM 4.5 20.0 59.2 53.6 42.8 80.0

Table 2: Results for Singlish understanding datasets, reported as unweighted averages across subsets. The best
result for each dataset is underlined, while the top-performing end-to-end AudioLLM is highlighted in bold.

sequences. The model predicts for the output se-
quence yi,j =

{
y
(1)
i,j ,y

(2)
i,j , . . . ,y

(L)
i,j

}
autoregres-

sively, where L is the output sequence length. The
autoregressive loss for a sample is formulated as:

Li,j =

L∑

ℓ=1

− logP
(
y
(ℓ)
i,j | y(<ℓ)

i,j ,xaudio
i,j ,xtext

i,j

)

(1)
where y

(<ℓ)
i,j represents the output tokens before

the current prediction token. This loss encourages
the model to accurately predict each token in the
output sequence, conditioned on the prior output
tokens and the multimodal input representations.

Besides, we fully fine-tune the audio encoder
and adaptor module, while partially fine-tuning
the SEA-LION V3 text decoder by adding LoRA
(Low-Rank Adaptation) (Hu et al., 2022) layers
with a rank of 8 to all MLP layers. We used the
fused AdamW optimizer in PyTorch, along with
a linear learning rate scheduler that includes 100
warm-up steps and a peak learning rate of 5e-5. To
mitigate overfitting to artifacts in the input audio
log-Mel spectrograms, we find it helpful to apply
spectrogram augmentation (Park et al., 2019) by
randomly masking a sequence of 20 time steps with
a probability of 5%.

4 Performance Evaluation

To systematically evaluate the performance of Au-
dioLLMs, we incorporated the AudioBench (Wang
et al., 2024) evaluation framework and evaluated
tasks covering speech, audio, and paralinguistic
tasks (Achiam et al., 2023). Additionally, we use
the MMAU (Sakshi et al., 2024) dataset as a gen-
eral performance evaluator for audio understanding
and reasoning tasks.

For comparison, we include end-to-end mod-
els that present a comprehensive understanding
of audio content and cascaded models that pro-
vide a strong baseline for speech semantic tasks.
The included AudioLLMs comprise recent and

Dataset MERaLiON Qwen2-Audio-7B Cascaded Model

Automatic Speech Recognition (↓)
LibriSpeech-Test-Clean 0.03 0.03 0.03
LibriSpeech-Test-Other 0.05 0.06 0.05
Common-Voice-15-En-Test 0.10 0.11 0.11
Earnings21-Test 0.17 0.19 0.11
Earnings22-Test 0.20 0.24 0.14

Speech Translation (↑)
CoVoST 2 En → Id 32.6 16.3 27.6
CoVoST 2 En → Zh 38.0 25.8 35.3
CoVoST 2 Id → En 37.1 6.3 46.8
CoVoST 2 Zh → En 15.0 16.5 15.2

Spoken Question Answering (↑)
CN-College-Listen-Test 85.0 74.5 91.9
Singapore-Public-Speech-SQA 60.3 58.3 73.1
SLUE-SQA-5 82.9 80.1 88.6
Spoken-SQuAD 70.3 64.9 88.6

Speech Instruction (↑)
OpenHermes-Audio 71.4 44.8 72.2
Alpaca-GPT4-Audio 73.4 52.6 73.8

Paralinguistics (↑)
VoxCeleb-Gender-Test 99.5 99.1 35.3
VoxCeleb-Accent-Test 46.4 29.2 24.6
MELD-Sentiment-Test 42.3 53.5 56.7
MELD-Emotion-Test 30.2 40.5 47.4

Table 3: Detailed experimental results on general-
purpose evaluation datasets. The best result for each
dataset is underlined, while the top-performing end-to-
end AudioLLM is highlighted in bold.

widely adopted models including Qwen2-Audio-
7B (Chu et al., 2024), WavLLM (Hu et al., 2024),
and SALMONN (Tang et al., 2024) as well as
GPT4o-Audio (Achiam et al., 2023) and Gemini-
1.5-Flash (Team et al., 2023). For the cascaded
model, we feed the transcriptions recognized by
Whisper-large (Radford et al., 2022) along with
the instruction prompt to Gemma2-9B-CPT-SEA-
LIONv3-Instruct model. For ASR tasks, we report
the Whisper-large outputs for cascaded models.

4.1 Singlish Spoken Understanding

For Singapore-Accented English datasets, we
leveraged the standard benchmark from MNSC
datasets (Wang et al., 2025) where we evaluated
multiple speech and voice understanding tasks in-
cluding ASR, spoken question answering, spoken
dialogue summarization, and paralinguistic ques-
tion answering tasks.

The results are shown in Table 2. For ASR tasks,
we observe that Singlish exhibits many unique
words and usage patterns that deviate from stan-
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Models MMAU-Mini Speech Music Sound

Cascade Model 55.6 60.7 44.0 53.5

GPT4o-Audio 40.6 54.4 29.0 38.4
Gemini-1.5-Flash 58.2 57.1 58.7 58.9

SALMONN-7B 48.4 38.1 56.0 51.1
Phi-4-Multimodal-Instruct 59.4 44.7 68.9 64.6
Qwen2-Audio-7B 58.9 53.5 60.2 63.1
MERaLiON-AudioLLM 64.6 59.2 64.4 70.3

Table 4: Results for MMAU dataset. The best result
for each dataset is underlined, while the top-performing
end-to-end AudioLLM is highlighted in bold.

dard English. As a hybrid of multiple languages
and dialects, it presents significant challenges for
conventional models. Without proper adaptation,
both ASR systems and multitask AudioLLMs strug-
gle to interpret the content accurately. In con-
trast, MERaLiON-AudioLLM has undergone care-
ful fine-tuning on both general English data and a
Singlish corpus, enabling it to adapt effectively to
this linguistic domain and deliver reliable transcrip-
tions in both sentence-level and dialogue contexts.

For SQA and SDS tasks, we observe that MER-
aLiON achieves performance comparable to cas-
caded models when trained on synthesized data.
This suggests that the alignment-based approach is
capable of reasoning directly over speech tokens,
eliminating the need for ASR-based conversion
to text. Moreover, the end-to-end model enables
broader capabilities, such as paralinguistic analysis,
which can be challenging for cascaded systems to
handle holistically. This is evident in the results for
accent and gender recognition tasks.

4.2 General Speech and Audio Understanding

Beside Singlish spoken understanding, we also in-
clude a series of other tasks to benchmark the gen-
eral capability of our model. The results are shown
in Table 3 and the detailed experimental setup fol-
lows Wang et al. (2024). The ASR capabilities of
our model outperform other audio-based LLMs and
are comparable to strong ASR systems like Whis-
per. However, performance drops on long-audio
transcriptions, as the model is optimized for inputs
under 30 seconds and may introduce errors due to
unnatural truncation; further optimization is needed
for handling longer audio more effectively. In
speech translation, our model outperforms Qwen2-
Audio in Indonesian, likely because Qwen2-Audio
is primarily optimized for Chinese and English.
MERaLiON also demonstrates strong capabilities
in speech understanding tasks, such as spoken ques-
tion answering and speech instruction following.

At the same time, cascaded models establish solid
baselines in these tasks, benefiting from high ASR
accuracy and the instruction-following strengths of
text-based LLMs. Additionally, cascaded systems
excel in gender and accent recognition—tasks that
remain challenging for current end-to-end models.
Emotion recognition, however, continues to be a
difficult area for AudioLLMs, largely due to limita-
tions in data quality and availability and encoder’s
capabilities.

4.3 MMAU Evaluation

Table 4 shows the results on MMAU (mini) datasets
which contains 1000 multiple choices questions
covering speech, sound and music understand-
ing (Sakshi et al., 2024). From the results, we
observe that MERaLiON-AudioLLM achieves the
highest average performance, outperforming both
closed-source and open-source models. GPT-4o-
Audio tends to abstain from answering when un-
certain, which negatively impacts its final score. A
similar pattern is observed in cascaded models for
speech tasks, which, despite their generally strong
performance, also experience penalties due to non-
responses. Although MERaLiON is not specifi-
cally fine-tuned for music tasks, its performance
in music understanding ranks just behind the Phi-4
model. This suggests that multitask training and
broad coverage in the training data can significantly
enhance a model’s zero-shot capabilities.

5 Conclusion and Future Work

We introduce MERaLiON-AudioLLM, the first
audio-centric large language model tailored specif-
ically for speech and audio comprehension within
Singapore’s local context. Utilizing multitask learn-
ing, it demonstrates impressive performance across
a range of speech and audio-related tasks. This
advancement underscores the effectiveness of com-
bining large-scale multimodal datasets with sophis-
ticated model architectures.

For future work, we plan to expand AudioLLM
to support Singapore’s other official languages —
Chinese, Malay, and Tamil — along with additional
languages from the Southeast Asia region. We are
also exploring methods to enhance the instruction-
following capabilities of these models while pre-
serving their performance in core audio tasks, such
as ASR. Future updates to the model will be pro-
gressively rolled out through our Hugging Face
page and interactive demo system.
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Limitations

Context Length. Our demo is optimal for 30 sec-
onds of audio context and can handle audios up
to 2 minutes. We plan to enhance its ability to
handle long-range dependencies in both conversa-
tional speech and complex narratives. Additionally,
we are improving its capacity for multi-turn inter-
actions and processing interleaved text and audio
inputs.
Safety Considerations. Our demo is not specifi-
cally fine-tuned for safety alignment; instead, its
safety characteristics are inherited from the inte-
grated pre-trained LLMs, which may be impacted
during fine-tuning. Enhancing multimodal safety
alignment remains a promising direction for future
work.
Instruction Following. Fine-tuning AudioLLM
end-to-end for tasks like speech recognition and
translation has caused certain level of catastrophic
forgetting, reducing its ability to follow text instruc-
tions. To address this, we are exploring mitigations
by incorporating more diverse multimodal datasets
and better alignment strategies.
Multilingualism and Empathetic Reasoning.
While the model and demo can handle non-English
speech and non-speech tasks. It is still limited to
the pre-trained capability from Whisper’s multilin-
gual encoder. We believe its performance can be
improved with more data sources, especially for
low-resource languages. We are actively exploring
strategies to scale up data collection efficiently.
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