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Abstract

The ever-growing number of papers in natural
language processing (NLP) poses the challenge
of finding relevant papers. In our previous pa-
per, we introduced GenGO (Takeshita et al.,
2024b), which complements NLP papers with
various information, such as aspect-based sum-
maries, to enable efficient paper exploration.
While it delivers a better literature search ex-
perience, it lacks an interactive interface that
dynamically produces information tailored to
the user’s needs. To this end, we present an ex-
tension to our previous system, dubbed GenGO
Ultra, which exploits large language models
(LLMs) to dynamically generate responses
grounded by published papers. We also con-
duct multi-granularity experiments to evaluate
six text encoders and five LLMs. Our system
is designed for transparency — based only on
open-weight models, visible system prompts,
and an open-source code base — to foster further
development and research on top of our system:
https://gengo-ultra.sotaro.io/!.

1 Introduction

The rapid increase in the number of scientific pub-
lications is observed in various fields (Bornmann
and Mutz, 2015), and the field of natural language
processing (NLP) is no exception. The main pa-
per repository of NLP, ACL Anthology (Bollmann
et al., 2023), has grown its number of stored papers
by 70% from 2019 to 2023. Such information over-
load makes paper discovery for researchers more
challenging. Researchers need to spend more time
in finding papers relevant to their research interests.
To tackle this challenge, the NLP community has
developed various methodologies from both a theo-
retical and an empirical perspective. Automatic re-
search paper summarization aims to produce short
texts that encompass the essential information of
the paper to allow researchers to grasp quickly

"Demo video: https://youtu.be/6r4CBgHoGLU

overviews (Cachola et al., 2020; Takeshita et al.,
2024a). Information extraction methods can pro-
vide structure to a collection of papers by extracting
keyphrases (Augenstein et al., 2017) or named en-
tities (Jain et al., 2020). From a more practical
perspective, various system demonstrations have
been developed, putting the research artefacts, e.g.,
summarization models, together with a user inter-
face (Schopf and Matthes, 2024; Zheng et al., 2024;
Lin et al., 2024).

In our previous work, we introduced GenGO
(Takeshita et al., 2024b)?, a system where users
can retrieve ACL Anthology papers using seman-
tic text encoders enriched with various additional
information, such as aspect-based summaries and
extracted named entities. While GenGO helps re-
searchers quickly discover relevant papers, it has
several limitations: (i) lack of query-focused per-
sonalized summarization: aspect-based summaries
in GenGO are generated per paper and do not sup-
port user-specific requests such as Summarize pa-
per X from an efficiency perspective. (Vig et al.,
2022; Su et al., 2021). (ii) no support for multi-
document summarization: the system cannot syn-
thesize information across multiple papers, e.g.,
Generate an overview of different MT evaluation
metrics. (Fabbri et al., 2019; Cui and Hu, 2021).
(iii) no flexible question answering: GenGO does
not allow users to ask direct questions grounded in
the content of papers, such as Does ROUGE use
word overlap? (Nguyen, 2019).

To tackle these limitations, we present a new sys-
tem, dubbed GenGO Ultra, which uses state-of-the-
art large language models (LLMs) to dynamically
provide responses to user-provided queries using
NLP papers stored in GenGO’s database. This
solves the three aforementioned limitations of the
previous system with one unified user interface.
Differently from other running LLM-powered sys-
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Figure 1: A system overview. Our system first rewrites
user-provided query into a retrieval-friendly text which
also takes the interaction history into account. This
query is then used to retrieve N relevant papers from
our vector database (N is set to ten by default but it
is adjustable between one and fifteen.) The retrieved
papers are fed together with the system prompt and the
initial user query to the LLM to produce the response,
which is finally presented to the user.

tems, we build our system transparently by using
open-weight models and open-sourced system code
in which users can examine how the response is
generated. Finally, we perform both component-
level and end-to-end evaluations to measure system
performance with different LLMs.

2  GenGO Project

Our present system extends its predecessor sys-
tem, namely GenGO (Takeshita et al., 2024b), a
system for NLP researchers to efficiently explore
papers published in ACL conferences. It integrates
several NLP models to achieve its goal. Each pa-
per is accompanied by three one-sentence sum-
maries which convey the paper’s essential infor-
mation on different aspects (Challenge, Approach,
and Outcome) (Takeshita et al., 2024a). We also
apply a scientific domain named entity recognizer
(Jain et al., 2020) and the field-of-study classifier
(Schopf et al., 2023) to attach metadata to papers
to enhance search and filtering functionalities. Fi-
nally, the system provides a semantic search feature
by using a lightweight contrastively trained text en-
coder.

While these features can improve researchers’
paper discovery experience compared to the orig-
inal paper repository, there are still three ma-
jor limitations in functionalities that are hinder-
ing the system from being more useful. Dy-
namic query-focused summarization: while pre-

computed aspect-based summaries can provide a
multi-dimensional overview of a paper to enable
researchers to quickly understand the essence of
the paper, the current system cannot generate a per-
sonalized summary for a user-provided query on
the fly. Multi-document summarization: current
system shows summaries for each paper indepen-
dently, i.e., they cannot provide an overview of a
topic in NLP by gathering information from multi-
ple relevant papers. Flexible QA: while GenGO’s
semantic search feature can provide a list of rele-
vant papers given a user query, it cannot directly
answer a question using the information from pa-
pers.

In the remainder of this paper, we describe how
our new system, GenGO Ultra, addresses these
limitations by integrating LL.Ms.

3 GenGO Ultra

GenGO Ultra is a retrieval augmented generation
(RAG) system, i.e., the underlying LLM uses the
relevant papers as contexts to generate a response
to a user-provided query. By complementing LLMs
with retrieval, RAGs can improve LLMs’ perfor-
mance on knowledge-intensive tasks (Lewis et al.,
2020) and enable them to incorporate up-to-date
information (Ovadia et al., 2024). In our case, it al-
lows us to implemented features that are described
in the following section.

3.1 Features

Generation with citations. By prompting the
LLM to include references from which the model
extracts the information, our system allows users
to quickly jump from the generated response to
the corresponding paper, enabling researchers to
validate the output by reading the source document
(Gao et al., 2023; Li et al., 2024).

Collection-specific querying. By default, the
system considers the whole collection of papers to
respond to the user-provided query, however, it is
also possible to query for a specific conference pro-
ceeding. This enables users to, for instance, have
an overview of a conference they are participating
in. To do so, users can first open a conference
proceeding in GenGO? and click the ‘Load this
conference in GenGO Ultra’ button.

3Example, AACL 2022: https://gengo.sotaro.io/
collections/2022.aacl
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GenGO Ultra

List limitations of ROUGE evaluation metric.

System

Limitations of ROUGE evaluation metric include:

Setting About

Lack of semantic understanding, relying on direct overlap of n-grams [2]

Sensitivity to lexical overlap, rather than capturing semantic similarity [3]

Inability to fairly evaluate summaries with lexical variations and paraphrasing [4]

Poor correlation with human judgments when reference texts diverge from the information in the corresponding semi-

structured data [5]

Bias towards lexical similarity, as well as sub-optimal accounting for fluency and readability of the generated abstracts [6]1

Critical evaluation decisions and parameters are routinely omitted, making most reported scores irreproducible [1]

Figure 2: A screenshot of one system-user interaction. GenGO Ultra generates a concisely formatted response with

references to published papers.

Customizability. Users can choose the underly-
ing LLM from multiple options to enable the quali-
tative comparison on our system. Currently, users
can select from five popular LLMs. We plan to add
more models in the future.

Interaction export. Similar existing RAG-based
systems hide how the LLMs are provided with dif-
ferent system prompts or the list of contexts fed
to the LLM as context, making the response gen-
eration process opaque. In our system, users can
easily export the entire interaction, including the
system prompt as well as the context composed
of retrieved papers. This provides transparency to
our system and enables users to examine how their
queries result in the generated responses.

3.2 System Description

Overview. Fig. 1 shows an overview of our sys-
tem, composed of two main components in our
system, namely an LLLM and a vector database.

Query rewriting. Instead of directly using a user
query as a search input to retrieve relevant papers,
we first re-write it using an LLM similarly as done
in Ma et al. (2023). This lets us (i) obtain more
search-friendly text, and (ii) take the previous in-
teractions between the system and the user into
account. When the user writes a follow-up query re-
garding the previous interactions like Tell me more
about this from an empirical perspective., directly
using this as a search query will not return any
meaningful results. This re-writing process with
the interaction history is required to achieve consis-
tent interaction.

Paper retrieval. Relevant papers are retrieved
by computing cosine similarity between paper vec-
tors and search query converted from the user pro-
vided query. At the time of writing, we are using
a lightweight encoder, snowflake-arctic-embed-s,
introduced by Merrick et al. (2024). To store the
paper data, we use the same database as the prede-
cessor GenGO project in our present system. See
more details about the construction of this database
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LitSearch SciDocs SciFact
Model Params (M) nDCG@10 MAP@10 nDCG@10 MAP@10 nDCG@10 MAP@10
snowflake-m-v1.5 109 0.5172 0.4764 0.2149 0.1296 0.7472 0.6689
snowflake-arctic-m 109 0.5124 0.4738 0.2109 0.1269 0.7465 0.6858
e5-small-v2 33 0.3781 0.3348 0.1771 0.1031 0.7078 0.6435
bge-small-en-v1.5 33 0.4283 0.3850 0.2164 0.1229 0.7469 0.6681
snowflake-arctic-xs 23 0.4475 0.4110 0.1835 0.1092 0.6769 0.5978
all-MiniLM-L6-v2 23 0.5045 0.3053 0.2309 0.1294 0.6602 0.5959

Table 1: Retrieval performance by six lightweight text encoders on three scientific domain datasets. The performance
is measured by nDCG@ 10 and MAP@ 10. Higher scores indicate better performance. The best models on each

metric and dataset are in bold.

SGiTLDR ACLSum
Challenge Approach Outcome
Model S R-2 R-K R-2 R-K R-2 R-K R-2 R-K
LL3.3 70162 55.1 9.4 86.5 184 84.8 13.8 85.2
LL3.1 816.8 51.1 7.6 83.4 152 856 12.1 84.3
Mi3 24 16.1 509 10.1 72.7 17.8 83.9 12.5 80.7

Mix 8x22 143 57.1 8.1 86.5 16.5 88.3 12.4 86.7
Mix 8x714.2 58.0 7.7 829 14.7 86.3 12.6 88.6

Table 2: Performance of five open-weight LLMs on two
summarization datasets. ACLSum is an aspect-based
summarization dataset with three aspects. The number
of Parameters is shown in billions. The Mixtral models
are based on mixture-of-experts architecture; 8x22 in
parameter count means the model has 8 experts with
22 billion parameters each. LL, Mi, and Mix stand for
LLaMA, Mistral, and Mixtral, respectively.

in our previous paper (Takeshita et al., 2024b).

Response generation. After the retrieval, we
feed the list of relevant papers to an LLM together
with the original user query and our system prompt.
Our current system prompt covers the following
instructions in its essence: the final response must
(i) be concise and accurate, (ii) cite the relevant
papers from the context, (iii) be contained within
150 words, (iv) use the markdown syntax, (v) not
contain URLSs or links. See Table 7 for our full
system prompt. While users can select from multi-
ple LLMs, by default, our system uses LLaMA 3.3
with 70B parameters from Meta*. Our LLMs are
hosted using Together AI°.

4 Evaluation

In this section, we evaluate six text encoders on
three paper retrieval datasets (§4.1), and five LLMs
on paper summarization and instruction-following

4https ://github.com/meta-1lama/llama-models/
blob/main/models/11ama3_3/MODEL_CARD.md

Shttps://www.together.ai/

tasks (§4.1), and their combinations on end-to-end
response generation task (§4.2).

4.1 Component-level evaluation

Retrieval. We evaluate the retrieval performance
of six text encoders (Merrick et al., 2024; Wang
et al., 2022; Xiao et al., 2023)6, on three scientific
domain datasets (Cohan et al., 2020; Wadden et al.,
2020; Ajith et al., 2024). All models are small com-
pared to the current state-of-the-art text encoders
such as E5-Mistral by Wang et al. (2024). This is
because we encode the query text on the user’s de-
vice (e.g., laptop or smartphone), where computa-
tional resources are limited. We take this on-device
encoding approach to reduce our cost to run the
system (i.e., we do not need to send the query text
to hosted APIs that require fees). More specifically,
two models have 109 million parameters, and the
other four have fewer than 33 million parameters.
The results are shown in Table 1. Between the two
larger models, snowflake-m-v1.5 outperforms the
other model in almost all cases, and we observe a
large performance gap between the larger models
and the smaller models. As it is still possible to
run 109M parameter models on mobile devices, we
currently opt for the snowflake-m-v1.5.

Summarization. While our system mainly aims
to provide multi-document summarization func-
tionality, due to the lack of high-quality multi-
document summarization datasets in the scientific
domain, as a proxy assessment, we evaluate a set
of five open-weight LLMs on two single-document
summarization datasets, namely SciTLDR (Ca-
chola et al., 2020) and ACLSum (Takeshita et al.,
2024a). The former contains pairs of paper ab-
stracts from machine learning conferences and one-
sentence summaries written by paper authors. The

6https://huggingface.co/sentence—transformers/
all-MinilM-L6-v2
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Model  Params (B) T1 T2 T3 T4 TS TS T6 T6’ T7 T8 T8  Avg
LL3.3 70 480 219 623 335 831 695 510 529 280 475 354 485
LL3.1 8 464 130 422 211 692 541 530 462 53 43.0 412 395
Mi3 24 523 168 63.6 269 791 597 58.0 499 09 415 309 436
Mix 87 463 137 439 181 717 544 520 456 182 381 261 389

Table 3: Performance of instruction-following ability evaluated on SciRIFF benchmark. The complete names of
tasks and the corresponding papers are listed in Table 6 in the Appendix. Differently from our other evaluations
of LLMs, Mixtral 8x22B is omimited due to its large memory consumption and the long context of tasks in the

benchmark.
Model Params(B) Coh Con Flu Rel
LL3.3 70 354 340 256 3.08
LL3.1 8 3.52 2.36 2.83 2.77
Mi3 24 296 248 233 250
Mix 8x22 1.20 2.48 2.74 2.74
Mix 8x7 1.11 1.20 243 1.23

Table 4: Results of end-to-end evaluation. We use the
quantized Qwen2.5-32B-Instruct as the evaluator, and
the evaluation prompt is based on Liu et al. (2023).

latter is an aspect-based summarization dataset
where each data point is composed of the paper
content and three sentences summarizing the corre-
sponding paper from different perspectives (Chal-
lenge, Approach, and Conclusion). We use two
evaluation metrics, namely ROUGE-2 (Lin, 2004)
and its keyword-oriented extension, ROUGE-K
(Takeshita et al., 2024¢). We list the evaluated
LLMs in Table 5 in the Appendix. The results of
our summarization evaluation are shown in Table
2. While LLaMA 3.3 marks the highest number
of best scores among the five models, the results
are mixed, and it is hard to determine the best-
performing model in this experiment. However,
interestingly, models from the LLaMA family out-
perform the Mistral family on all the datasets when
measured by ROUGE-2, and the result is the oppo-
site on ROUGE-K, i.e., Mistral models are better
at including more keywords than LLaMA counter-
parts.

LLM Instruction-following General-purpose
LLMs often lack domain-specific scientific knowl-
edge and may not be well-suited for scientific
tasks (Li et al., 2025). To identify models capable
of handling instruction-following tasks relevant to
researchers, we perform evaluation using the SciR-
IFF benchmark (Wadden et al., 2024). SciRIFF
is a collection of diverse tasks spanning multiple
scientific domains, with human-annotated inputs
and outputs. Successfully completing these tasks

requires models to reason over long input contexts,
making this benchmark suitable for our interests.
We select 4,622 samples covering 8 tasks that re-
quire structured output in JSON format. In prelimi-
nary experiments, we observed that many incorrect
predictions resulted from parsing errors caused by
free-form output. By enforcing a specified format
through constrained decoding, we significantly re-
duced the number of invalid JSON outputs. To
achieve such constrained generation, we make use
of outlines introduced by Willard and Louf (2023).
This adjustment allows for a more accurate assess-
ment of a model’s ability to follow instructions.
LLaMA 3.3 achieves the highest average perfor-
mance across all tasks. This result encourages us
to set it as the default LLM in our system.

4.2 End-to-end evaluation

While our previous experiments evaluate LLMs
and encoders individually, in this section, we aim
to evaluate our RAG system as a whole with dif-
ferent LLMs. To this end, we employ LLM-as-
a-judge as our evaluation strategy, where the out-
put from the system is evaluated automatically by
an LLM (Liu et al., 2023). Although there are
works which report biases in this evaluation schema
(Raina et al., 2024; Chen et al., 2024), we opt for
this evaluation framework due to the lack of suit-
able existing datasets and the financial resources
to perform more robust evaluation, such as man-
ual evaluation (Chen et al., 2024; Chiang and Lee,
2023). To reduce one of the issues currently known
for this evaluation strategy, namely self-preference
bias (Liu et al., 2024), our evaluator LLM (Team,
2024) is not one of our considered models. For
the prompting strategy, we take the prompt used by
Liu et al. (2023), which instructs an evaluator LLM
to assess model outputs on four aspects, namely
coherence, consistency, fluency, and relevance. We
constructed a dataset composed of 25 questions and
responses generated by the targeted models for this
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evaluation. Table 4 shows the results. Contrary to
the summarization evaluation in §4.1, we observe
a clear dominance of LLaMA 3.3, the model with
the largest active parameter size. Given this and the
results from the previous instruction-following ex-
periments in §4.1, we set LLaMA 3.3 as the default
LLM in GenGO-Ultra, however, users can change
to the other four models in the setting page.

5 Limitations

While we believe GenGO Ultra can assist NLP re-
searchers to efficiently explore published papers,
there are some limitations. (i) limited instruction-
following ability: we observe that the system some-
times does not fully capture the intent of the instruc-
tion, which is also observed with more powerful
proprietary models (Wadden et al., 2024). (ii) hal-
lucination: in some cases, even when the context
papers do not provide relevant information to the
user query, LLMs still generate an answer with
claims that are not present in cited papers. (iii)
retrieval performance: the current system does not
implement the most powerful text encoders (Wang
et al., 2024) and iterative retrieval strategies (Shao
et al., 2023) due to the limited computation re-
sources. (iv) limited LLM availability: due to the
limited budget, we set a monthly upper limit on
LLM usage, after which our system shuts down
until the beginning of the following month.

While the last two points are inevitable due to
our limited resources, we plan to improve our sys-
tem in the first two points by incorporating ad-
vanced LLM prompting strategies. Kirstein et al.
(2025) propose a multi-LLM framework where
two LLMs assess and provide feedback so that the
response-generating LLM can iteratively improve
its output quality. To combat the hallucination prob-
lem, Dhuliawala et al. (2024) introduce a multi-step
prompting pipeline composed of drafting and ver-
ifying steps. The authors show that this approach
helps to reduce hallucination by LLMs on various
tasks, including longform text generation.

6 Conclusion

In this paper, we described GenGO Ultra, a RAG
system which enables NLP researchers to have
flexible interactions with publications to foster
an efficient literature search. It effectively con-
nects LLMs to our publication vector database as a
source of NLP knowledge to enhance the LLM’s
ability to achieve flexible interactions. We also

performed a series of model evaluations on differ-
ent granularities and tasks to determine the most
suitable sets of NLP models for our system.
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Name Licence URL

meta-llama/Llama-3.3-70B-Instruct Llama 3.3 Community License https://huggingface.co/meta-llama/Llama-3...
meta-llama/Llama-3.1-8B-Instruct Llama 3.1 Community License https://huggingface.co/meta-llama/Llama-3....
mistralai/Mistral-Small-24B-Instruct-2501 Apache license 2.0 https://huggingface.co/mistralai/Mistral-Small...
mistralai/Mixtral-8x22B-Instruct-v0.1 Apache license 2.0 https://huggingface.co/mistralai/Mixtral-8x22B...
mistralai/Mixtral-8x7B-Instruct-v0.1 Apache license 2.0 https://huggingface.co/mistralai/Mixtral-8x7B...

Table 5: List of LLMs from our experiments with their licenses and URLs.

Task ID Task Name Evaluation Metric Publication

Tl BioASQ exact F1 Tsatsaronis et al. (2015)
T2 Evidence Inference string overlap approximate F1 ~ DeYoung et al. (2020)
T3 MultiCite exact F1 Lauscher et al. (2022)
T4 SciERC (NER) exact F1 Luan et al. (2018)

T5 SciFact entailment evidence token F1 Wadden et al. (2020)
TS’ SciFact entailment label F1 Wadden et al. (2020)
T6 CovidFact entailment  evidence token F1 Saakyan et al. (2021)
T6’ CovidFact entailment  label F1 Saakyan et al. (2021)
T7 DataFinder exact F1 Viswanathan et al. (2023)
T8 HealthVer evidence token F1 Sarrouti et al. (2021)
T8’ Health Ver label F1 Sarrouti et al. (2021)

Table 6: List of datasets used in our instruction-following evaluation.

You are a helpful search assistant.

Your task is to deliver a concise and accurate response to a user’s query, drawing from the given research papers.

Your answer must be precise, of high-quality, and written by an expert using an unbiased and journalistic tone.

It is EXTREMELY IMPORTANT to directly answer the query. NEVER say ’based on the search results’ or start your answer
with a heading or title.

Get straight to the point.

Your answer MUST be less than 150 words.

You MUST cite the relevant papers that answer the query.

Use PUIDs to cite the relevant papers AT THE END of a sentence.

Do not mention any irrelevant papers.

You MUST ADHERE to the following instructions for citing papers:

to cite a paper, enclose relevant paper’s PUIDs at the end of the output sentence, like *(PUID:1)(PUID:3)’

NO SPACE between the last word and the citation, and ALWAYS use brackets. Only use this format with PUIDs to cite
search results.

DO NOT write a References section.

Ignore the papers that are not relevant to the query.

You MUST ADHERE to the following formatting instructions:

Use headings level 2 and 3 to separate sections of your response, like '## Header’, but NEVER start an answer with a
heading or title of any kind (i.e. Never start with #).

Use single new lines for lists and double new lines for paragraphs.

NEVER write URLs or links.

Research papers:
<Relevant Papers>

Query: <User-provided Query>
Use markdown list to structure the output.

Make sure to cite relevant papers using PUIDs, like *(PUID:1)(PUID:3)’.
Do not include reference section at the end.

Table 7: System prompt used to generate the response the user query using retrieved papers.
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