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Abstract

Large Language Models (LLMs) reasoning pro-
cesses are challenging to analyze due to their
complexity and the lack of organized visual-
ization tools. We present ReasonGraph, a
web-based platform for visualizing and ana-
lyzing LLM reasoning processes. It supports
both sequential and tree-based reasoning meth-
ods and extended inference outputs while in-
tegrating with major LLM providers and over
fifty state-of-the-art models. ReasonGraph in-
corporates an intuitive UI with meta reasoning
method selection, configurable visualization pa-
rameters, and a modular framework that facili-
tates efficient extension. Our evaluation shows
high parsing reliability, efficient processing,
and excellent usability across various down-
stream applications. By providing a unified
visualization framework, ReasonGraph reduces
cognitive load in analyzing complex reasoning
paths, improves error identification in logical
processes, and enables more effective develop-
ment of LLM-based applications. The platform
is open-source, facilitating accessibility and re-
producibility in LLM reasoning analysis. 1

1 Introduction

Reasoning capabilities have become a cornerstone
of Large Language Models (LLMs), yet analyz-
ing these complex processes remains a challenge
(Huang and Chang, 2023). While LLMs can gener-
ate detailed text reasoning output, the lack of pro-
cess visualization creates barriers to understanding,
evaluation, and improvement (Qiao et al., 2023).
This limitation carries three key implications: (1)
Cognitive Load: Without visual graph, users face
increased difficulty in parsing complex reasoning
paths, comparing alternative approaches, and iden-
tifying the distinctive characteristics of different
reasoning methods (Li et al., 2024, 2025); (2) Error
Identification: Logical fallacies, circular reasoning,

1https://github.com/ZongqianLi/ReasonGraph

and missing steps remain obscured in lengthy text
outputs, impeding effective identification and cor-
rection of reasoning flaws; and (3) Downstream
Applications: The absence of standardized visual-
ization frameworks restricts the development of log-
ical expression frameworks and productivity tools
that could improve and enrich LLM applications.
These challenges highlight the essential need for
unified visualization solutions that can illustrate di-
verse reasoning methodologies across the growing
ecosystem of LLM providers and models.

To solve these challenges, we present Reason-
Graph, a web-based platform for visualizing and
analyzing LLM reasoning processes. The platform
implements six mainstream sequential and tree-
based reasoning methods and integrates with ma-
jor LLM providers including Anthropic, OpenAI,
Google, Grok, and Together.AI, supporting over
50 state-of-the-art models. ReasonGraph provides
user-friendly UI design with intuitive components,
real-time visualization of reasoning methods and
extended outputs from reasoning models, meta rea-
soning method selection, and configurable param-
eter settings. The platform’s modular framework
enables easy integration of new reasoning methods,
models, and languages while maintaining consis-
tent visualization and analysis capabilities.

Our work makes three main contributions:
• Unified Visualization Platform: The first web-

based platform that enables real-time graphical
rendering and analysis of LLM reasoning pro-
cesses, facilitating comparative analysis across
different methods.

• Modular and Extensible Design: A flexi-
ble framework with modular components for
easy reasoning methods and model integrations
through standardized APIs.

• Multi-domain Applications: An open-source
platform that bridges academia, education, and
development needs, facilitating accessibility and
reproducibility in LLM reasoning analysis.
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The paper is organized as follows: Section 2
reviews related work in LLM reasoning methods
and visualization approaches. We then detail our
UI design principles and layout organization in
Section 3, followed by a presentation of our visual-
ization methodology for tree-based and sequential
reasoning methods, and extended inference outputs
in Section 4. Section 5 elaborates the platform’s
modular framework and implementation details,
while Section 6 demonstrates the platform’s ver-
satility through various applications in academia,
education, and development. After evaluating the
platform from six aspects in Section 7, we conclude
in Section 8 with a discussion of future directions.

2 Related Work

LLM reasoning methods can be categorized into
sequential reasoning and tree-based search ap-
proaches. Sequential reasoning, pioneered by
Chain-of-Thought prompting (Wei et al., 2022),
demonstrates step-by-step problem decomposition
and has been improved through multiple vari-
ants: Self-consistency (Wang et al., 2023) employs
majority voting across multiple reasoning chains,
Least-to-Most (Zhou et al., 2023) decomposes com-
plex problems into ordered sub-questions, and
Self-refine (Madaan et al., 2023) implements it-
erative reasoning refinement. Complementarily,
tree-based approaches offer broader solution space
exploration: Tree-of-Thoughts (Yao et al., 2023)
enables state-based branching for parallel path ex-
ploration, while Beam Search reasoning (Freitag
and Al-Onaizan, 2017) comprehensively evaluates
solution paths based on scoring mechanisms, en-
abling efficient exploration of the reasoning space
while maintaining solution diversity.

Visualization approaches for LLM reasoning
processes have developed along two main direc-
tions: model behavior analysis and reasoning pro-
cess illustration. In model behavior analysis, tools
such as BertViz (Vig, 2019) and Transformers In-
terpret (Pierse, 2023), while providing detailed vi-
sualizations of attention mechanisms and internal
states, are limited to low-level model behaviors
without showing higher-level reasoning character-
istics. For reasoning process illustration, frame-
works such as LangGraph (LangChain.AI, 2025b)
in LangChain (LangChain.AI, 2025a) offer only ba-
sic flow visualization for LLMs without supporting
diverse reasoning methodologies, while general-
purpose tools such as Graphviz (GraPHP, 2023)

and Mermaid (Mermaid.js, 2025), though flexible
in graph creation, lack adaptions for LLM reason-
ing analysis. ReasonGraph introduced in this paper
addresses these limitations by providing an open-
source platform that supports multiple reasoning
methods and various models, offers real-time vi-
sualization updates, and enables comprehensive
analysis of reasoning processes.

3 UI Design

The UI of ReasonGraph shown in Figure 1 em-
ploys a two-column layout with a prominent header
section for reasoning process visualization. The
header section contains a central query input field,
a reasoning method dropdown menu for manual
method selection (e.g., Chain-of-Thoughts), and
three buttons: "Meta Reasoning" for meta reason-
ing method selection by the model, "Start Reason-
ing" for using the currently selected method, and
"Long Reasoning" for visualizing extended infer-
ence outputs from reasoning models. The main UI
consists of two panels: the left panel combines Rea-
soning Settings for API configuration and model
selection with Raw Model Output that displays the
model’s original text response, while the right panel
pairs Visualization Settings for diagram parameters
with Visualization Results that renders a graph il-
lustration of the reasoning process, complete with
zoom, reset, and export.

The UI design includes four fundamental prod-
uct design principles: (1) Functional complete-
ness: incorporating comprehensive model options,
reasoning methods, and parameter settings to sup-
port diverse analytical needs; (2) Organized layout:
maintaining a clear visual organization with the
query input prominently positioned in the header,
followed by parallel columns for text and graph
outputs; (3) Universal usability: offering both man-
ual method selection and model-recommended ap-
proaches to accommodate users’ decision-making
preferences; (4) Visual aesthetics: utilizing an ele-
gant header background and alternating gray-white
sections to create an organized appearance while
preserving functional clarity (Li and Cole, 2025).

4 Reasoning Visualization

Figure 2 illustrates the contrast between traditional
text output and our organized visualization for a
tree-based search method, beam search. In its
visualization, each node denotes a reasoning step
with a designated score, and each level maintains a
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Figure 1: The ReasonGraph UI with a query input header and dual-panel layout.

consistent branching width, allowing for compre-
hensive exploration of solution spaces. The cumu-
lative path scores guide the final solution selection,
with the optimal path determined by the highest
total score across all levels. While this method
shares similarities with Tree-of-Thoughts visual-
ization, the latter differs in its variable branching
number and focus on state-space exploration rather
than score-based progression. The visualization
approach demonstrates clear advantages over raw
text output: it provides immediate layout compre-
hension, enables quick identification of decision
points, and facilitates direct comparison of alterna-
tive reasoning paths. The graphical illustration also
makes the scoring mechanism and path selection
process more clear, allowing users to trace the de-
velopment of reasoning and understand the basis
for the final solution.

Sequential reasoning processes are visualized
through directed graph layouts, as demonstrated in
Figure 3. The visualization illuminates the step-
by-step progression of different reasoning meth-
ods: Chain-of-Thoughts (top-left) displays a lin-
ear sequence of deductive steps leading to a final
solution; Self-refine (top-center) shows the ini-
tial attempt followed by iterative improvements
with refinement steps; Least-to-Most (top-right)
demonstrates problem decomposition into simpler

sub-questions with progressive solution building;
and Self-consistency (bottom-left) illustrates mul-
tiple parallel reasoning paths converging to a final
answer through majority voting. Each method’s
unique characteristics are exhibited through distinct
visual layouts: linear chains for Chain-of-Thoughts,
refinement loops for self-refine, leveled decompo-
sition for Least-to-Most, and converging paths for
self-consistency reasoning.

Extended inference visualization (Figure 5)
integrates linear and tree-based formats to display
both thinking processes and results from reasoning
models. To address extensive model outputs, each
node follows a "Step Name: Content Description"
format that summarizes content, enabling rapid
comprehension of model thinking without full text
review.

5 Framework

ReasonGraph employs a modular framework
that facilitates extensible reasoning visualization
through separation of components.

The frontend tier encapsulates visualization
logic and user participation handling. The layer
implements an asynchronous event handling mod-
ule, where user involvements with method selection
and parameter configuration trigger corresponding
state updates. The visualization module leverages
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Figure 2: Comparison between plain text (bottom) and organized tree visualization (top) for the same reasoning
process using beam search method. The blue box is the initial question, the darker blue box highlights the selected
reasoning path, and the final solution is shown in a green box.

Mermaid.js for dynamic graph rendering, with con-
figurable parameters for node density and layout
optimization, enabling real-time updates of reason-
ing process visualizations.

The backend framework is organized around
three core modules implemented in Flask: a Con-
figuration Manager for state update, an API Factory
for LLM integration, and a Reasoning Methods
module for reasoning approach encapsulation. The
backend employs a RESTful API layer that ensures
component connectivity and robust error handling,
making it suitable for both academia and produc-
tion scenarios.

The framework implements modularity at both
API and reasoning method levels. The API Factory

provides a unified API for multiple LLM providers
through the BaseAPI class, while each reasoning
method is encapsulated as an independent module
with standardized API for parsing and visualization.
This design enables dynamic switching between
providers and reasoning methods, facilitating plat-
form extension without framework modifications
and ensuring adaptability to LLM capabilities.

6 Applications

ReasonGraph serves diverse use cases across
academia, education, and development domains.
For academic applications, it enables thorough
analysis of LLM reasoning processes, facilitating
comparative studies of different reasoning meth-
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Figure 3: Visualization examples of four sequential reasoning methods: Chain-of-Thoughts (top-left), Self-refine
(top-center), Least-to-Most (top-right), and Self-consistency (bottom-left). In Self-refine, yellow boxes indicate
reflection and improvement steps; in Least-to-Most, light blue boxes are original and decomposed questions while
green boxes show intermediate and final answers.

ods and evaluation of model capabilities across
various tasks. In educational contexts, the plat-
form serves as an efficient tool for teaching logi-
cal reasoning principles and demonstrating LLM
decision-making processes, while helping students
understand the strengths and limitations of different
reasoning approaches. For development purposes,
ReasonGraph helps prompt engineering optimiza-
tion by visualizing how different prompts influence
reasoning paths and assists in selecting optimal
reasoning methods for specific task types.

7 Evaluation

We evaluated ReasonGraph across four user cat-
egories (Junior and Senior participants with Be-
ginner and Experienced backgrounds) to assess
whether the platform is beneficial to users with
varying abilities. Results in Table 1 demonstrate
the robustness of the platform in three key aspects:
(1) parsing reliability, with our rule-based XML
approach achieving near-perfect accuracy (4.9/5.0)
in extracting and visualizing reasoning paths from
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Figure 4: The framework of ReasonGraph, consisting of four main layers: UI Components for user involvement,
Client-side for frontend processing, RESTful Routes for API bridge, and a modular backend comprising Configura-
tion Manager, API Factory for LLM integration, and Reasoning Methods implementation.

Dimension Metric Junior Senior Avg. Plain
Beg. Exp. Beg. Exp. Text

Functionality Model Variety, Reasoning Method Coverage, Output Visualization 4.8 4.8 4.6 4.4 4.65 1.65
Accuracy Text Parsing, Graph Generation, Code Implementation 4.8 5 5 4.8 4.9 -
Usability Installation Complexity, Operation Difficulty, Code Comprehension 4.4 4.8 4.8 5 4.75 4.7
Aesthetics Web UI Design, Generated Visualizations, Code Design 4.6 5 4.8 5 4.85 -
Efficiency Web Performance, Visualization Rendering, Framework Extensibility 5 4.8 5 4.6 4.85 -
Potential Model Integration, Reasoning Method Support, Downstream Applications 5 4.8 4.8 4.4 4.75 1.9

Table 1: Evaluation of ReasonGraph across user categories (Junior or Senior levels and Beginner (Beg.) or
Experienced (Exp.) background) on six dimensions using a 1-5 scale (higher is better), compared against plain text
API. The detailed descriptions of the evaluation metrics are introduced in Table 2.

properly formatted LLM outputs; (2) processing
efficiency, where the Mermaid-based visualization
generation time (4.85/5.0) is negligible compared
to the LLM’s reasoning time, maintaining consis-
tent performance across all six reasoning meth-
ods; and (3) platform usability, with high scores
(4.75/5.0) confirming that most users successfully
used the platform without assistance, while the
minimal variance in junior and senior groups indi-
cates a smoothing of the learning process. Notably,
the platform outperformed plain text, validating
ReasonGraph’s usefulness in facilitating LLM rea-
soning analysis. The open-source implementation
garnered over 400 stars on GitHub at the time of
paper submission, further indicating community
interest and adoption.

8 Conclusions

This paper introduces ReasonGraph, a web-based
platform that enables visualization and analysis of
LLM reasoning processes across six mainstream

methods and over 50 models. Through its modular
framework and real-time visualization capabilities,
the platform achieves high usability across diverse
applications in academia, education, and develop-
ment, improving the understanding and application
of LLM reasoning processes.

Future work will pursue four key directions.
First, we will leverage the open-source commu-
nity to integrate additional reasoning methods and
expand model API support. Second, we plan to de-
velop the platform based on community feedback
and user suggestions, improving platform usabil-
ity and functionality. Third, we will continue ex-
ploring downstream applications such as reasoning
evaluation, educational tutorials, and prompting
tools. Finally, we aim to implement editable nodes
in the visualization flowcharts, enabling direct mod-
ification of reasoning processes through the graph
workspace.
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Limitations

The current development of ReasonGraph has been
primarily done by individual efforts, which natu-
rally limits its scope. A broader open-source com-
munity effort is needed to improve the platform’s
performance, identify potential issues in usage, and
collaboratively improve the platform’s overall func-
tion completeness.

Ethics Statement

User participation in the evaluation was approved
by MMLL REC, Cambridge.

Availability Statement

The codes related to this paper have been up-
loaded to https://github.com/ZongqianLi/
ReasonGraph. ReasonGraph can be tried on-
line at https://huggingface.co/spaces/
ZongqianLi/ReasonGraph.
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A Appendix

A.1 Extended Inference Visualization

Figure 5 shows an example for visualizing the ex-
tended inference process of reasoning models in
ReasonGraph.
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Figure 5: Visualization of extended inference outputs from reasoning models in ReasonGraph, exemplified by a
career transition pathway. Blue nodes are questions, green indicate answers or conclusions, yellow show refinement
or feedback steps, and red highlight key insights or breakthrough moments. Each node follows the format "Step
Name: Content Description".

Dimension Metric Description

Functionality
Model Variety Range of integrated LLM providers and models supported.
Reasoning Method Coverage Support for various reasoning methodologies.
Output Visualization Visualization capabilities for reasoning processes.

Accuracy
Text Parsing Reliability of extracting reasoning from LLM outputs.
Graph Generation Precision of visualization from text to graphics.
Code Implementation Accuracy and completeness of the codes.

Usability
Installation Complexity Ease of environment creation and platform installation.
Operation Difficulty Intuitiveness of platform operations for users.
Code Comprehension Readability and documentation quality for developers.

Aesthetics
Web UI Design Visual appeal and organization of the UI.
Generated Visualizations Clarity and readability of generated flowcharts.
Code Design Elegance and organization of the codes in the package.

Efficiency
Web Performance Responsiveness and loading speed of the web platform.
Visualization Rendering Speed of flowchart generation processes.
Framework Extensibility Ease of extending with new components and methods.

Potential
Model Integration Adaptability to incorporate new LLM providers and models.
Reasoning Method Support Ability to support additional reasoning methods.
Downstream Applications Utility across different downstream areas and applications.

Table 2: Detailed description of evaluation metrics for ReasonGraph.

A.2 Evaluation Metrics
Table 2 shows the evaluation metrics used to evalu-
ate ReasonGraph across six dimensions.
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