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Abstract

Machine translation (MT) systems that support
low-resource languages often struggle on spe-
cialized domains. While researchers have pro-
posed various techniques for domain adapta-
tion, these approaches typically require model
fine-tuning, making them impractical for non-
technical users and small organizations. To
address this gap, we propose TULUN,1 a ver-
satile solution for terminology-aware transla-
tion, combining neural MT with large language
model (LLM)-based post-editing guided by ex-
isting glossaries and translation memories. Our
open-source web-based platform enables users
to easily create, edit, and leverage terminol-
ogy resources, fostering a collaborative human-
machine translation process that respects and
incorporates domain expertise while increasing
MT accuracy. Evaluations show effectiveness
in both real-world and benchmark scenarios:
on medical and disaster relief translation tasks
for Tetun and Bislama, our system achieves im-
provements of 16.90–22.41 ChrF++ points over
baseline MT systems. Across six low-resource
languages on the FLORES dataset, TULUN out-
performs both standalone MT and LLM ap-
proaches, achieving an average improvement of
2.8 ChrF++ points over NLLB-54B. TULUN is
publicly accessible at bislama-trans.rapha.dev.

1 Introduction

Machine translation (MT) systems have trans-
formed how organizations manage their translation
needs (Stefaniak, 2022; Utunen et al., 2023), yet do-
main accuracy and consistency remain a significant
challenge, particularly for low-resource languages
(Haddow et al., 2022; Khiu et al., 2024; Marashian
et al., 2025). For instance, a health organization we
work with in Timor-Leste struggled to leverage MT
to accurately translate medical education materials
from English to Tetun, despite having a glossary

1Tulun means “assistance” in Tetun, highlighting a philos-
ophy of augmenting rather than replacing human expertise.

Figure 1: System overview with example translation
from English to Tetun (en-tdt). The system components
and data are configurable by end-users.

and a corpus of past translations that could inform
MT output. Tetun, a low-resource language that is
the lingua franca in Timor-Leste, lacks available
corpora in the health domain (Merx et al., 2024),
making in-domain resources particularly valuable
to improve MT accuracy. This case exemplifies a
broader challenge: model adaptation and deploy-
ment requires technical expertise, and commercial
MT providers rarely offer low-resource language
support, let alone terminology customization, leav-
ing no practical option for a small organization to
rely on MT for low-resource in-domain translation.

Translation memories and terminology manage-
ment are well-established tools in professional
translation software, improving translation accu-
racy while reducing cognitive load (Dillon and
Fraser, 2006; Drugan et al., 2023). Research has
demonstrated that lexicons can bring substantial
accuracy gains, particularly for low-resource MT
(Jones et al., 2023). However, existing approaches
to incorporate terminology constraints into neural
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MT systems typically require model fine-tuning
(Niehues, 2021; Reid and Artetxe, 2022), mak-
ing them inaccessible to small organizations (Bane
et al., 2023). Recent advances in large language
models (LLMs) offer a promising alternative: while
LLMs may underperform specialized MT systems
for low-resource languages (Robinson et al., 2023),
their ability to adapt to new contexts at inference
time (Brown et al., 2020) makes them particularly
suitable for terminology-aware post-editing (Rau-
nak et al., 2023).

To address these challenges, we propose TULUN,
a versatile solution that combines neural MT with
LLM-based post-editing, guided by existing glos-
saries and translation memories (Figure 1). TULUN

continuously adapts as new entries are added to the
translation memory and glossary. Packaged as an
open-source2 web platform, it relies on a modu-
lar architecture that allows users to configure their
choice of MT system, LLM, and retrieval options,
as well as create, edit, and rely on terminology
resources. To see a demo video of TULUN, visit
https://youtu.be/fQFwOxzR4MI.

Our system has the following characteristics:
• Accurate: On real-world medical and disas-

ter relief translation tasks for Tetun and Bis-
lama (national language of Vanuatu), our sys-
tem shows impressive improvements of 16.90–
22.41 ChrF++ points over baseline MT sys-
tems (§4.1).3 A broader evaluation across
six low-resource languages on the FLORES
dataset shows TULUN outperforms both stan-
dalone MT and LLM approaches (§4.2).

• User-friendly: Our usability study, based on
the system usability scale (SUS), averages an
excellent score of 81.25, with users rating the
system’s overall usefulness at 5/5 for their
translation tasks (§4.1.2).

• Adaptable: Target language, MT model, and
prompt are all configurable from the user inter-
face (UI). Glossary and translation memories
can be bulk-imported and managed through
the UI (§3.1).

• Transparent: Users can verify how their glos-
sary entries and past translations inform the
current translation.

• Lightweight: Easy to deploy (§3.2), does not
require model training.

2Code: github.com/raphaelmerx/tulun/, MIT license
3ChrF and ChrF++ refer to evaluation metrics for MT

that both apply the F-score for evaluating character n-gram
matches, but the latter metric also includes word n-grams.

Fundamentally, TULUN represents a shift in MT
philosophy, moving away from the paradigm of
users as passive consumers of opaque systems
(Liebling et al., 2022), toward one where users’
expertise and preferences actively shape the trans-
lation process (Liu et al., 2025). By making glos-
sary and translation memory matches explicit to
users, and by allowing configuration of the under-
lying data and systems, TULUN aims to foster a
transparent, collaborative process that respects and
leverages users’ domain knowledge. This approach
benefits low-resource in-domain translation, where
local expertise is often the most valuable resource
for producing accurate, culturally appropriate trans-
lations (Nekoto et al., 2020).

2 Related Work

Glossary and translation memory integration
in MT The integration of custom terminology
and translation memories into MT systems can
deliver more consistent, domain-adapted transla-
tions (Scansani and Dugast, 2021). Recent research
has demonstrated that such lexical customization
brings substantial accuracy gains, particularly for
low-resource MT (Jones et al., 2023). Approaches
to incorporate terminology constraints into neu-
ral MT models include replacing source words
with their target translation in the source (Reid and
Artetxe, 2022), and prepending dictionary entries to
the source text (Niehues, 2021). However, these ap-
proaches typically require either custom models, or
model fine-tuning, which can be resource-intensive
for smaller organizations (Bane et al., 2023), and
prone to catastrophic forgetting (Saunders, 2022).
TULUN addresses this gap by providing a deploy-
able solution that requires no model training while
delivering terminology-consistent translations.

LLMs and Automated Post-Editing (APE) The
ability for LLMs to adapt to new tasks at inference
time (Brown et al., 2020) makes them of interest
to both MT (Moslem et al., 2023a) and related
tasks, such as synthetic data generation and auto-
mated post-editing (Moslem et al., 2023b). While
their MT accuracy can lag behind that of special-
ized MT models when translating into low-resource
languages (Robinson et al., 2023) or in special-
ized domains (Uguet et al., 2024), Raunak et al.
(2023) find that combining specialized MT with an
LLM for APE results in more accurate translations
than each module used in isolation (measured using
COMET on high-resource language pairs). Con-
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Figure 2: Translation View with the MT text, post-edited
text, and the glossary entries and past translations rele-
vant to this translation

firming the potential of LLMs at the post-editing
stage, Ki and Carpuat (2024) give external feed-
back to an LLM to improve MT outputs, and Lu
et al. (2025) find that LLMs can identify and correct
translation mistakes across high and low-resource
language pairs. These findings suggest that LLMs
can be valuable for terminology-aware post-editing,
where their adaptation capabilities are combined
with the robustness of specialized MT systems.

Our contribution Building on research showing
the potential of terminology-aware translation and
LLM-based post-editing, TULUN extends the ap-
plicability of these techniques through a modular
user-friendly interface, and demonstrates their ef-
fectiveness across diverse scenarios, from applied
use cases (§4.1) to systematic evaluation (§4.2).
Our system serves as both a practical tool for im-
mediate use, and as a research platform that demon-
strates how these models can be effectively com-
bined. To our knowledge, it is the only open-
source terminology-aware MT tool that supports
low-resource languages like Tetun and Bislama.

3 System Design & Implementation

3.1 System Design
Translation View When users open TULUN,
they are presented with the Translation View, where
they can enter a sentence or paragraph, and have
it first machine translated, then post-edited using
an LLM (Figure 2). Post-editing changes are high-
lighted in the machine translated text (in red) and in
the post-edited final translation (in green). In addi-
tion, users are presented with the relevant glossary
entries and similar sentences retrieved to guide the

Figure 3: Eval mode: users can browse evaluation re-
sults, and see the reference translation

LLM for post-editing. For example, in Figure 2,
“potable” is translated incorrectly by the MT model,
but the LLM identifies the correct translation (“stret
blong dring”) from the translation memory, and ap-
plies this change at the post-editing phase.

Glossary and Translation Memory View Both
the glossary entries and the translation memories
are editable by end-users (if they are given per-
mission to do so, a setting configured through the
admin). This allows users to iteratively improve
the translation quality, by adding or correcting en-
tries as missing or incorrect entries are found. In
addition, data can be bulk-imported from a CSV,
and a new translation memory can be added from
the current (source, final translation) pair directly
from the Translation View in a dedicated modal.

System Configuration Admin users can set
through the web UI: (1) Site metadata, includ-
ing target language and site title, (2) MT model,
with a choice between Google Translate or any
model available on HuggingFace through its “trans-
lation” pipeline,4 and (3) LLM configuration for
post-editing, including the choice of LLM among
the hundreds of providers supported by LiteLLM,5

the system prompt, and the number of translation
memories retrieved for in-context learning.

Evaluation Mode TULUN includes a dedicated
evaluation feature that allows users to assess trans-
lation quality against reference translations. After
uploading an evaluation dataset through the admin
UI, users can navigate through these test transla-
tions within the Translation View (Figure 3). When

4huggingface.co/models?pipeline_tag=translation
5docs.litellm.ai
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a source sentence from the evaluation set is entered,
the system automatically displays both the system-
generated translation and the human reference for
comparison. This helps users identify areas where
improvements to the glossary, translation memory,
LLM system prompt, or MT model selection might
be beneficial.

3.2 System Architecture

Backend We implement TULUN as a config-
urable Django project, with data models for the
glossary and translation memory, a Translator
class that implements compatibility with either
Google Translate (through the Cloud Translation
API)6 or the HuggingFace Translation pipeline, and
an LLM post-editing layer that supports hundreds
of providers via LiteLLM, with the choice of model
and prompt configurable through the web UI.

Glossary and Translation Memory Retrieval
At the post-edition stage, relevant glossary en-
tries are retrieved using {1,2}-gram overlap with
the input text tokens (tokenization is handled by
spaCy’s en_core_web_sm model). Relevant trans-
lation memories are the top N (where N is config-
urable) BM25 matches between the input text and
the source side of the memory, implemented using
the Tantivy library.7 We select BM25 for retrieval
because of its high performance on retrieving trans-
lation memories for MT through in-context learn-
ing (Bouthors et al., 2024).

Prompt Design The glossary and translation
memories are injected in the LLM prompt to in-
form post-editing (see an example prompt in Ap-
pendix A). For all evaluations in Section 4, we rely
on a system prompt that includes few-shot exam-
ples (Brown et al., 2020) with chain of thought
reasoning (Wei et al., 2022). The prompt can be
manually adjusted in the admin UI.

Deployment We package TULUN using Docker
and Docker Compose, allowing organizations to
run the system on their infrastructure with minimal
setup. The Docker configuration handles dependen-
cies and environment configuration, while Docker
Compose simplifies the orchestration process. This
packaging approach ensures that the system can
be deployed consistently across different environ-
ments.

6pypi.org/project/google-cloud-translate/
7pypi.org/project/tantivy/

4 Evaluation

4.1 Applications: Tetun Medical Translation
and Bislama Disaster Relief Translation

We evaluate TULUN in two real-world low-resource
language settings with distinct domain needs. For
Tetun medical translation, we collaborate with
Maluk Timor,8 a health organization in Timor-
Leste that regularly translates health education ma-
terials from English to Tetun. This translation work
is needed as health workers (particularly nurses
and community health workers) are most comfort-
able learning in Tetun rather than English or Por-
tuguese (Greksakova, 2018). Maluk Timor reports
that professional translation costs represent a sig-
nificant organizational expense, and while they uti-
lize machine translation, MT outputs typically re-
quire substantial post-editing to ensure accuracy
and domain-appropriateness. For Bislama disas-
ter relief translation, we partner with researchers
working on a Pacific Creoles project9 who need
to translate transcripts while maintaining consis-
tent terminology. Both scenarios provide practical
test cases for TULUN’s ability to support organi-
zations working with specialized domains in low-
resource languages.

4.1.1 MT Accuracy Evaluation
Problem Statement From both organizations,
we get a glossary (Tetun medical glossary: 2,698
entries; Bislama dictionary: 5,769 entries) and
a translation memory (1,018 sentences for Tetun,
3,353 utterances for Bislama). We reserve some
of the translation memory for evaluation (451 sen-
tences for Tetun, 841 utterances for Bislama). Both
datasets belong to their respective organizations,
but are available upon request for research purposes
with appropriate data sharing agreements.

Choice of Baseline and Prompt Given that nei-
ther Tetun nor Bislama are part of NLLB, we ini-
tially use MADLAD-400 10B (Kudugunta et al.,
2023) as baseline. We find that it performs poorly
on Bislama, often copying the English source, and
choose to also evaluate OPUS-MT models as an
alternative baseline10 (Tiedemann et al., 2024). For
post-editing, we use Gemini 2.0 Flash (Gemini
Team et al., 2024b,a), with a prompt that describes
the post-editing task and gives a few examples (see
an example in Appendix A).

8maluktimor.org
9anu.edu.au/projects/modelling-pacific-creole-languages

10opus-mt-en-tdt; opus-mt-en-bi
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Method TDT BIS AVG

NMT only
MADLAD-400-10B 35.78 15.22 24.37
opus-mt-en-** 16.01 32.60 24.31

LLM only
Gemini, 0-shot 44.05 37.78 39.63
Gemini, 10-shot 44.59 45.37 44.98

Ours: NMT + LLM APE
MADLAD + Gemini 47.87 47.94 47.91
∆ vs MADLAD +12.09 +32.72 +22.41

opus-mt + Gemini 34.27 48.14 41.21
∆ vs opus-mt +18.26 +15.54 +16.90

Table 1: ChrF++ score comparison on test sets for Tetun
(tdt) and Bislama (bis). LLM only uses the system
prompt from (Caswell et al., 2025), and examples from
the Tetun/Bislama corpus.

Results Our approach demonstrates substantial
translation quality improvements over baseline MT
systems for both settings, with LLM post-editing
yielding ChrF++ gains of 16.90–22.41 points (Ta-
ble 1). Qualitatively, we observe that for both
settings, LLM post-editing helps (1) improve in-
domain terminology translation (see an example
in Figure 2) and (2) repair hallucinations that are
frequent for out-of-domain MT inference (Raunak
et al., 2021), with the latter particularly relevant for
the speech domain covered in our Bislama experi-
ment.

4.1.2 Usability and Usefulness Study
Usability We perform a usability study of the
TULUN interface using the System Usability Scale
(SUS, Brooke, 1996). We collect two responses,
one from the clinical director at Maluk Timor, and
the other from a linguist working with Bislama. We
get an average SUS score of 81.25, corresponding
to an excellent perceived usability (Bangor et al.,
2008).

Usefulness To measure usefulness, we adapt the
technology acceptance model (TAM, Venkatesh
et al., 2003) questions on general usefulness to our
translation context. We get average scores between
4 and 5 for all questions (out of 5), with a 5/5 score
for overall usefulness (“Overall, I find this sys-
tem useful for my translation tasks”), a 4.5/5 score
for the system impact on translation quality (“Us-
ing this system improves the quality of my trans-
lations”), and a 4.5/5 score for the system’s help-
fulness to translate technical content (“Using this
system makes it easier to translate technical/spe-
cialized content”).

We report all questions, with scores for each
annotator, in Appendix B.

4.2 Generalizable Evaluation: FLORES-200

Languages To measure the broader efficacy of
our solution, we work with six low-resource lan-
guages (Tok Pisin TPI, Dzongkha DZO, Quechua
QUY, Rundi RUN, Lingala LIN, Assamese ASM),
spanning four continents and three different scripts.
We select these languages because they are all
(1) low-resource (2) institutionalized, which makes
them more likely to be standardized and in demand
for MT (Bird, 2024), (3) part of the FLORES-200
evaluation benchmark (Costa-jussà et al., 2024) and
(4) represented in the GATITOS glossary project
(Jones et al., 2023).

Data We evaluate on all 1,012 sentences from
the FLORES-200 “devtest” split, using NLLB-54B
as a baseline MT model.11 For populating the post-
editing prompt, we rely on glossary entries from
GATITOS, and on parallel sentences from allenai/n-
llb, which is based on the NLLB data mining strat-
egy.

Models We compare MT performance using
ChrF++ (given the lack of neural metrics available
for the languages we work with) on the following
setups: (1) MT only, using NLLB-54B (2) LLM
only with 10 fixed examples (3) MT + LLM APE
(our solution). We use Gemini 2.0 Flash (Gemini
Team et al., 2024a) as LLM throughout our experi-
ments.

Results Our system achieves higher average ac-
curacy than both baselines, by 2.83 and 2.15
ChrF++ points for NLLB and Gemini respectively
(Table 2). Interestingly, we find that Gemini often
beats NLLB-54, but that our system tends to im-
prove on NLLB or Gemini, whichever is higher.
One exception, Rundi (-1.34 points), is discussed
in Section 5.

This evaluation shows the effectiveness of our
approach, even on general domain benchmarks
like FLORES-200. The sharp difference in accu-
racy gains between this experiment and the spe-
cialized domain evaluation in Section 4.1 shows
that our system is most useful for specialized do-
mains, where adaptation to new terminology and
translation style is needed most.

11We get FLORES-200 translations by NLLB-54B from
tinyurl.com/nllbflorestranslations
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Method TPI DZO QUY RUN LIN ASM AVERAGE

Baselines: NMT / LLM only
NLLB 54B 41.61 34.67 26.87 42.51 47.99 35.91 38.26
Gemini, 10-shot 44.07 30.74 31.28 39.83 49.42 38.29 38.94

TULUN: NMT + LLM APE
NLLB + Gemini APE 46.80 35.76 32.40 41.17 50.58 39.80 41.09
∆ vs NLLB 54B +5.19 +1.09 +5.53 -1.34 +2.59 +3.89 +2.83

Table 2: ChrF++ score comparison on FLORES for 6 low-resource languages, using the Gatitos glossary and
sentences from the NLLB training set in the translation memory

5 Discussion

Accuracy Across Languages While our solution
is effective in both applied and theoretical scenar-
ios, the impact of LLM post-editing on MT accu-
racy varies (Table 2), including a negative effect for
Rundi (-1.34 ChrF++ points). Through qualitative
analysis and evaluation without injecting the glos-
sary in the prompt for Rundi (resulting in +0.25
points compared to NLLB), we find this is due to
incorrect word changes by the LLM using the glos-
sary, highlighting the need for prompt tuning, and
for glossary adjustments. We further discuss this
error mode, and give an example, in Appendix C.

User-friendliness and Adaptability Our usabil-
ity study (§4.1.2) confirms TULUN’s ease of use,
but the system’s configurability (§3.1) presents a
potential trade-off: while it allows users to adapt
the system to their needs, it also requires some un-
derstanding of MT and LLM options. Future work
could explore intelligent defaults and guidance to
improve accessibility, including a system module
for prompt tuning (see also §6).

Explainability The transparency provided by dis-
playing glossary matches and translation memory
hits helps users understand how the system post-
edited translations (see responses to question 5 in
Appendix B), but relies on the LLM’s capability
to use these resources effectively. For extremely
low-resource languages with complex morphology
or rare scripts, where LLMs have minimal prior
language exposure, this assumption might not hold,
resulting in higher rates of hallucination.

6 Conclusion & Future Work

In this work, we present TULUN, an open-source
translation system that combines MT with LLM-
based post-editing for a more accurate and adapt-

able low-resource translation. By leveraging exist-
ing glossaries and translation memories to guide the
post-editing process, our approach achieves signif-
icant improvements over standalone MT, without
requiring model fine-tuning or technical expertise.
It also introduces a change of paradigm in MT,
where end-users are given the opportunity to con-
stantly improve the translation process, fostering
a transparent, collaborative process that respects
local expertise.

Reflecting on our experiences in designing and
developing TULUN, we lay out the following future
research directions:

Prompt Engineering and Optimization While
our current prompt design yields promising results,
future work could explore systematic prompt en-
gineering approaches to maximize post-editing ac-
curacy. This includes automatically generating
language-specific prompts using techniques like
DSPy’s MIPRO (Khattab et al., 2024), optimizing
few-shot examples based on error patterns, and
developing prompts that better handle linguistic
nuances in different target languages.

Offline Deployment Option To better serve
users with limited internet connectivity, we plan
to explore lightweight LLM options that can run
locally. This likely would involve specialized small
models fine-tuned specifically for the post-editing
task, enabling organizations to maintain terminol-
ogy consistency without relying on cloud-based
LLM providers.

Extended Usability Study Future work will in-
clude a larger comprehensive usability evaluation,
with a more diverse set of users across different
language communities. This would enable us to
better understand how different users (translators,
subject matter experts, and community members)
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interact with the system, helping refine the inter-
face and process.

Broader LLM Evaluation While the current
study utilized Gemini 2.0 Flash due to its cost-
effectiveness, future work will extend our evalua-
tions to other state-of-the-art LLMs, including open
models such as DeepSeek-R1 (DeepSeek-AI et al.,
2025).

Ethics and Broader Impact Statement

TULUN is designed to augment human translation
expertise rather than replace it, particularly for low-
resource languages where professional translation
resources are limited. The Tetun medical glossary
and Bislama dictionary used in our evaluations be-
long to their respective organizations and were used
with explicit permission for research purposes. Us-
ability study participants engaged voluntarily in
this research and have been actively using the sys-
tem since its creation. Two of the participants are
co-authors of this paper, ensuring their contribu-
tions are properly acknowledged and used directly
to inform our system design and evaluation.

We recognize that translation technologies can
impact professional translators’ workflows, and
TULUN’s interface aims to give users control over
the translation process while maintaining human
oversight, especially for sensitive domains like
health. We acknowledge that the system’s effec-
tiveness will vary across languages and domains,
and plan to further research language-specific limi-
tations that warrant refinement.
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A Example Prompt for Post-editing

SYSTEM

You are an expert translator. I am going to give you
relevant glossary entries, and relevant past trans-
lations, where the first is the English source, the
second is a machine translation of the English to
Tetun, and the third is the Tetun reference transla-
tion. The sentences will be written
English: <sentence>
MT: <machine translated sentence>
Tetun: <translated sentence>.

After the example pairs, I am going to provide
another sentence in English and its machine trans-
lation, and I want you to translate it into Tetun.
Give only the translation, and no extra commen-
tary, formatting, or chattiness. Translate the text
from English to Tetun.

USER

<glossary entries>
no 0: check -> vt. kontrola.
no 1: burn -> n. keimadura (ahi-haan)
no 2: assessment -> n. avaliasaun.
</glossary entries>

<past translations>
English: Antibiotic prophylaxis for burns, wounds
and bites, and treatment
MT: Profilaxia antibiótiku ba kanek, feridu no
morde, no tratamentu
Tetun: Ba profilaxia antibiotiku kelmadura (ai-han),
kanek, tata, tohar (tohar nakloke), no tratamentu.
...
</past translations>

Text to translate:
English: Always check burn again a couple of
hours after first assessment, unless burn has been
dressed.
MT: Sempre kontrola tan kanek rua oras hafoin
avaliasaun dahuluk, la’ós kanek ne’ebé hetan trata-
mentu
Tetun:

ASSISTANT

Sempre kontrola fali keimadura (ahi-haan) iha oras
balun nia laran depois de avaliasaun dahuluk, se
karik keimadura falun ona.
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B Usability and Usefulness Responses

Statement R1 R2

1. I think that I would like to use this system
frequently.

5 5

2. I found the system unnecessarily complex. 1 1
3. I thought the system was easy to use. 5 5
4. I think that I would need the support of a
technical person to be able to use this system.

1 2

5. I found the various functions in this system
were well integrated.

1 2

6. I thought there was too much inconsistency
in this system.

1 2

7. I would imagine that most people would
learn to use this system very quickly.

5 3

8. I found the system very cumbersome to
use.

1 2

9. I felt very confident using the system. 5 4
10. I needed to learn a lot of things before I
could get going with this system.

2 2

Table 3: Usability ratings (1-5 scale, 1 = strongly dis-
agree, 5 = strongly agree)

Statement R1 R2

1. Using this system improves the quality of
my translations.

5 4

2. Using this system increases my productiv-
ity when translating documents.

5 4

3. Using this system enhances my effective-
ness in maintaining terminology consistency.

4 4

4. Using this system makes it easier to trans-
late technical/specialized content.

4 5

5. The glossary and translation memory fea-
tures are useful for my translation work.

5 5

6. Overall, I find this system useful for my
translation tasks.

5 5

Table 4: Usefulness ratings (1-5 scale, 1 = strongly
disagree, 5 = strongly agree)

C Error Mode: Incorrect Glossary
Applications by the LLM

Through qualitative analysis, we find that LLM
post-editing can sometimes degrade MT accuracy,
in particular when LLMs blindly apply glossary
entries to the translation candidate. These errors
fall into several categories:

1. Glossary conflicts with the translation
memory: in our Bislama and Tetun setups,
we observe that glossaries, put together by
linguists, tend to rely more on native words,
while translation memories, put together by
professionals of the domains studied, tend to
rely more on borrowed terms. This conflicting
information given to the LLM can result in

incorrect post-editing. It also demonstrates
the fluidity of low-resource languages, and
the usefulness of having translations that are
grounded in individual preferences.

2. Glossary entry is not a correct translation
in the current context: Words often have
multiple meanings depending on context, but
glossaries typically provide only one or a
few translations per entry. For example, in
Bislama, the English word “touch“ in “This
touches on a number of topics” was incor-
rectly post-edited from “tokbaot” (discuss/talk
about) to “tajem” (physically touch) because
the glossary contained the entry “touch →
tajem” without contextual information. The
LLM applied this glossary entry literally with-
out recognizing the figurative meaning in this
context, degrading translation quality. Simi-
lar issues occur with idioms and expressions
where literal translations from glossary entries
are inappropriate.

3. Morphological adaptation failures: For mor-
phologically rich languages, the LLM needs
an awareness of inflectional patterns to cor-
rectly adapt glossary entries to their proper
grammatical form. Because glossaries often
only contain base forms (e.g. verbs in infini-
tive form), the LLM must apply appropriate
inflectional patterns to integrate the term cor-
rectly. This issue is particularly pronounced
in agglutinative languages like Rundi.
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