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Abstract

The existing text-to-SQL systems have made
significant progress in SQL query generation,
but they still face numerous challenges. Ex-
isting systems often lack retrieval capabilities
for open-domain databases, requiring users to
manually filter relevant databases. Addition-
ally, their cross-domain transferability is lim-
ited, making it challenging to accommodate
diverse query requirements. To address these
issues, we propose ABACUS-SQL. ABACUS-
SQL utilizes database retrieval technology to
accurately locate the required databases in an
open-domain database environment. It also en-
hances the system cross-domain transfer ability
through data augmentation methods. More-
over, ABACUS-SQL employs Pre-SQL and
Self-debug methods, thereby enhancing the ac-
curacy of SQL queries. Experimental results
demonstrate that ABACUS-SQL performs ex-
cellently in multi-turn text-to-SQL tasks, ef-
fectively validating the approach’s effective-
ness. ABACUS-SQL is publicly accessible at
https://huozi.8wss.com/abacus-sql/. 1

1 Introduction

Text-to-SQL (Yu et al., 2019b) is a natural lan-
guage processing (NLP) technique designed to au-
tomatically convert natural language queries into
SQL statements, thereby lowering the barrier to
data querying. This technique has been widely
applied in areas such as business analytics and cus-
tomer support (Liu et al., 2024; Hong et al., 2024;
Katsogiannis-Meimarakis and Koutrika, 2023).
However, existing text-to-SQL technologies remain
challenging to use due to complex database struc-
tures, ambiguous natural language understanding,
and diverse user query habits (Xue et al., 2024). To
improve usability, it is essential to develop a power-
ful, intuitive and user-friendly text-to-SQL system

*Corresponding author.
1https://github.com/starryneigh/Abacus-SQL

capable of accurately interpreting users’ diverse
natural language queries and generating efficient
and precise SQL statements.

Previous text-to-SQL systems (Zeng et al., 2020,
2023) have demonstrated the potential of natural
language interaction with databases, with notable
innovations from systems such as DB-GPT (Xue
et al., 2024) and PHOTON (Zeng et al., 2020). DB-
GPT possesses powerful SQL generation capabili-
ties, while its novel Retrieval-Augmented Genera-
tion (RAG) knowledge system and adaptive learn-
ing mechanism further enhance query efficiency.
PHOTON enhances the system ability to handle
ambiguous and complex user inputs by integrating
deep learning with a human-in-the-loop correction
mechanism, thereby improving its cross-domain
adaptability and robustness.

Although existing text-to-SQL systems have
made significant progress in SQL query generation,
they still face several limitations (Table 1). Current
systems lack efficient database retrieval capabil-
ity and struggle to automatically locate the required
database in open-domain database environments,
forcing users to manually filter databases, which
reduces the system’s generality and efficiency. Ad-
ditionally, existing systems exhibit limited cross-
domain transferability, as most require pretrain-
ing for specific domains. This constraint restricts
their applicability across different domains, mak-
ing it increasingly difficult to meet the query needs
of specialized databases.

To address the above limitations of existing text-
to-SQL systems, we develop ABACUS-SQL, fo-
cusing on enhancing multi-database retrieval per-
formance and cross-domain transferability while
introducing several innovative methods to optimize
SQL generation. First, ABACUS-SQL supports
retrieval in open-domain databases by leveraging
beam search and query rewriting to accurately
locate the required database. Second, ABACUS-
SQL exhibits robust cross-domain transferability
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System Multi-Turn? Database Retrieval? Cross-Domain?

DBGPT (Xue et al., 2024) × × ×
PHOTON (Zeng et al., 2020) × × ×
SQLChat1 × × ×
Vanna2 ✓ × ×
WrenAI3 ✓ × ×
ABACUS-SQL ✓ ✓ ✓

Table 1: Comparison of ABACUS-SQL with previous systems.

by utilizing data augmentation methods to syn-
thesize demonstrations based on domain-specific
databases, enabling the system to quickly adapt to
diverse domain requirements. Moreover, ABACUS-
SQL integrates pre-SQL and self-debug methods,
ensuring the generation of high-quality SQL even
in complex query scenarios, thereby further enhanc-
ing the system’s practicality and reliability.

Overall, we develop ABACUS-SQL, a robust
text-to-SQL system designed for cross-domain and
open-domain database environments. Our main
contributions are as follows:

• Database retrieval capability: To address
the retrieval challenges in multi-database en-
vironments, ABACUS-SQL employs open-
domain database retrieval method, enabling
efficient retrieval of relevant databases.

• Cross-Domain Transferability: To en-
hance cross-domain transferability, ABACUS-
SQL utilizes data augmentation methods to
synthesize examples from domain-specific
databases, significantly improving cross-
domain adaptability.

• System Optimization: To improve the qual-
ity of SQL query generation, ABACUS-SQL
incorporates multiple innovative methods, sig-
nificantly enhancing the accuracy of results.

2 Related Work

2.1 Multi-turn Text-to-SQL

Early multi-turn text-to-SQL research primarily
relied on deep neural network models, improv-
ing SQL generation accuracy through specialized
architectures. For example, Wang et al. (2020)

1https://github.com/sqlchat/sqlchat
2https://github.com/vanna-ai/vanna
3https://github.com/Canner/WrenAI

proposed leveraging previous SQL queries to en-
hance parsing accuracy and contextual understand-
ing, while RASAT (Qi et al., 2022) introduced a
relation-aware self-attention mechanism within the
Transformer structure to improve dialogue context
integration. However, such models face significant
challenges including high data annotation costs and
complex context management (Gao et al., 2023).

With the advancement of large language mod-
els (LLMs), LLM-based methods have gradually
become the mainstream, achieving high perfor-
mance without additional fine-tuning, thereby re-
ducing dependence on large datasets and compu-
tational resources (Hong et al., 2024). ACT-SQL
(Zhang et al., 2023) utilizes Chain-of-Thought rea-
soning to decompose multi-turn conversations into
single-turn queries, handling dependencies through
query rewriting and context completion. CoE-SQL
(Zhang et al., 2024a) further optimizes this process
by adopting an edit-based strategy that incremen-
tally updates SQL queries, avoiding error accumu-
lation caused by query rewriting, thereby improv-
ing stability and accuracy. Overall, the integration
of LLMs has made multi-turn text-to-SQL more
efficient and versatile, reducing resource demands
while enhancing the coherence and precision of
SQL generation (Zhang et al., 2024a).

2.2 Text-to-SQL System

In recent years, text-to-SQL technology has made
significant advancements, leading to the emergence
of various open-source tools that simplify user-
database interactions and enable non-expert users
to easily access the data they need. DB-GPT
(Xue et al., 2024) is a framework that integrates
LLMs with database interaction technologies. It
supports natural language queries, efficient SQL
generation, multilingual support, and incorporates
privacy protection and multi-agent collaboration
strategies, offering new perspectives for text-to-
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Figure 1: The illustration of ABACUS-SQL, which consists of three steps: 1. Preprocessing: Retrieves open-domain
databases and enhances cross-domain transferability with data augmentation. 2. Multi-turn Text-to-SQL: Improves
the accuracy of multi-turn SQL queries using Pre-SQL and Self-debug methods. 3. Presentation: Shows the
inference process, SQL queries, and real-time execution results to users.

SQL system development. PHOTON (Zeng et al.,
2020) is a cross-domain natural language interface
database system that effectively enhances the han-
dling of complex and ambiguous queries through
deep learning and a human-in-the-loop correction
mechanism. SQLChat1 adopts a conversational in-
teraction model, enabling users to execute database
operations through natural language. WrenAI2

functions as an SQL AI agent, supporting multi-
database environments and integrating semantic
understanding to improve query efficiency. These
tools have significantly driven the development of
text-to-SQL, catering to diverse user needs and ex-
panding the accessibility of database querying.

However, existing systems often lack retrieval
functionality for open-domain databases, increas-
ing user operation complexity and time cost. They
also struggle with cross-domain transferability,
making it hard to adapt to different data structures
and query needs. Therefore, enhancing the sys-
tem’s domain transferability and adaptability in
multi-database environments is a key challenge for
text-to-SQL systems.

3 System Workflow

In this section, we introduce the workflow of our
system, which is designed to address the limitations
of previous systems, including insufficient retrieval
capabilities, limited transferability, and suboptimal

SQL generation. The workflow, as illustrated in
the Figure 1, consists of three core phases: prepro-
cessing, multi-turn text-to-SQL, and presentation.
To overcome the shortcomings of existing systems,
we implemented several optimizations. First, we
employ the Murre method (Section 3.1.1) for auto-
matic retrieval to extract databases relevant to the
given query. Second, we utilize the fused method
(Section 3.1.2) for data augmentation, enhancing
the system’s cross-domain transferability. Finally,
in the SQL generation phase, we introduce Pre-
SQL (Section 3.2.2) and Self-debug (Section 3.2.3)
to improve the accuracy of SQL generation.

3.1 Preprocess

During the initial data preprocessing stage, we pre-
pare for subsequent SQL generation through three
key steps: open-Domain database retrieval, aug-
mentation and selection of demonstration, and ex-
traction of database schema information.

3.1.1 Open-Domain Database Retrieval
We first automatically identify and select the most
relevant database based on the user’s query and
the uploaded databases. This process consists of
two steps: database matching, which aligns the
user query with database schemas and metadata
to determine databases likely containing the tar-
get information; and database prioritization, which
evaluates and ranks multiple relevant databases to
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Figure 2: The interface of ABACUS-SQL: The sidebar provides various functions, such as uploading and viewing
user databases, as well as switching between sessions. The main area facilitates interaction with ABACUS-SQL,
allowing users to generate SQL queries and execute query results.

select the most suitable one. Specifically, we em-
ploy the Murre method from (Zhang et al., 2024b),
iteratively performing database beam scarch and
query-related field elimination. Detailed implemen-
tation can be found in Appendix A.

3.1.2 Demonstration Selection

We select demonstrations (Dong et al., 2024) from
domain-specific datasets to help the model better
align with domain characteristics for effective do-
main adaptation while also providing reference
examples. We first employ data augmentation to
expand either the default domain dataset or user-
provided domain dataset, enhancing data diver-
sity and adaptability to improve the model’s cross-
domain transferability. Here, we adopt the Fused
method from (Wang et al., 2024b), leveraging a
large language model (LLM) to iteratively update
the demonstration pool (detailed implementation
is provided in Appendix B). Subsequently, we
perform demonstration selection using the BM25
(Robertson and Zaragoza, 2009) algorithm, which
incorporates user query requirements, database
schema, and dialogue context to retrieve demon-
stration from the predefined demonstration pool,
providing valuable references for SQL generation.

3.1.3 Schema Extraction
Here, we systematically extract table schema from
the previously selected database and precisely
align the database structure with the user query.
First, we retrieve table names, column names, data
types, and their underlying relationships from the
database and organize them into a format that is
easily interpretable by the LLMs. Then, by align-
ing the fields in the user query with the database
content, we ensure that the model accurately iden-
tifies the query intent, enabling the generated SQL
to correctly map to the relevant tables and fields.

3.2 Multi-Turn Text-to-SQL

3.2.1 Prompt
This section aims to utilize the output from prepro-
cessing to construct high-quality prompts (detailed
in Appendix C), guiding the model in accurately
generating SQL queries within multi-turn dialogue
scenarios. Specifically, it includes: system prompts,
which define the model’s role, task, and output
specifications; few-shot demonstrations, providing
highly relevant references to help the model bet-
ter understand query requirements; schema, which
outline the database structure and relationships;
and multi-turn dialogue, which leverage historical
context to capture semantic associations and intent

121



Dataset Method 7B 32B
QEX IEX QEX IEX

Chase-C Qwen2.5-Coder 40.4 11.1 46.5 18.0
+ ABACUS-SQL 45.5 15.0 53.5 23.1

SParC Qwen2.5-Coder 67.3 45.7 69.0 46.9
+ ABACUS-SQL 68.4 46.9 69.6 47.4

CoSQL Qwen2.5-Coder 69.4 40.3 72.0 41.3
+ ABACUS-SQL 70.6 42.3 73.1 42.7

Table 2: The main experimental results with and without ABACUS-SQL. The best result under each setting is
marked in bold.

shifts, thereby improving query accuracy.

3.2.2 Pre-SQL
Considering that excessive table information in
multi-turn dialogues may interfere with the model’s
understanding of user intent, we first focus on fil-
tering out table information that is irrelevant to the
user’s query. At this stage, we use a prompt as input
to guide the large language model in pre-generating
an SQL query (Li et al., 2024). Subsequently, we
refine the generated SQL query by eliminating un-
necessary table information, ensuring that only rel-
evant tables and fields are extracted. This process
not only guarantees a high degree of alignment
between the SQL query and user intent but also
effectively reduces redundancy, thereby enhancing
query accuracy and execution efficiency.

3.2.3 Self-Debug
Self-debug (Wang et al., 2024a) refers to the pro-
cess of detecting errors in the generated SQL query
and then reintroducing the error information, along
with table schema details and the user query, back
into the model to facilitate error correction. This
approach is inspired by the methodology presented
in (Chen et al., 2023). During this process, the
model leverages syntax error prompts, database
schema information, and the original user query
to generate a revised SQL query. By iteratively
debugging itself, the model not only identifies and
rectifies syntax errors but also improves its under-
standing of the query, thereby optimizing the SQL
generation process.

3.3 Presentation
To enhance user experience, ABACUS-SQL pro-
vides a transparent interaction mechanism, allow-
ing users to clearly understand the SQL generation
process and obtain real-time query results.

Inference Process Visualization The system
provides a step-by-step explanation of the SQL
generation and refinement process to help users
better understand the query.

Real-time execution results SQL query results
are displayed in tabular format, allowing users to
quickly verify the accuracy of the generated SQL
and enhancing the interactive experience.

4 System Design

This section presents the web design of Abacus-
SQL to help users better understand the system’s
features and how to interact with it.

4.1 Frontend

The front-end of ABACUS-SQL (Figure 2) is built
using Streamlit (Streamlit, 2024), designed to pro-
vide a simple and intuitive user interface that en-
hances the overall user experience. As a compre-
hensive text-to-SQL system, ABACUS-SQL incor-
porates a range of core functionalities, including:

User Authentication Integrates a lightweight lo-
gin system supporting account registration and
encrypted password storage, along with Huozi
(Huozi-Team, 2024) account login compatibility,
ensuring privacy protection and seamless access.

Conversation Management Supports multi-
session management, allowing users to store query
history and dialogue context, thereby enhancing
interaction continuity and traceability.

Database Content Visualization Provides an
intuitive interface that clearly displays database
tables, fields, and data, allowing users to easily
browse and verify SQL queries.
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Streaming output Supports real-time streaming
of the SQL generation process, reducing wait time
and allowing users to access partial results earlier,
thereby enhancing the interactive experience.

4.2 Backend
The backend of ABACUS-SQL is built on FastAPI,
providing efficient and flexible service capabilities
while optimizing streaming output support. The
backend utilizes Qwen2.5-Coder-7B (Hui et al.,
2024) for SQL generation. Although it has not
undergone fine-tuning, its strong generative capa-
bilities are sufficient for general text-to-SQL tasks.
Additionally, ABACUS-SQL supports remote LLM
API services (such as GPT-4o (OpenAI et al., 2024)
and DeepSeek-R1 (DeepSeek-AI et al., 2025)), al-
lowing users to securely integrate these models via
API keys to generate more precise SQL queries.

5 Experiment

5.1 Experiment Setup
Dataset The ABACUS-SQL multi-turn text-to-
SQL evaluation benchmark is based on three
datasets: Chase-C (Guo et al., 2021), SParC (Yu
et al., 2019c), and CoSQL (Yu et al., 2019a). Chase
is currently the largest cross-domain, context-
dependent Chinese Text-to-SQL dataset. It consists
of 5, 459 conversational turns (17, 940 questions)
spanning over 280 databases. Unlike other datasets,
Chase-C features manually crafted questions based
on database schemas from scratch, making it more
realistic for practical applications. SParC is a cross-
domain, multi-turn Text-to-SQL English dataset.
It comprises approximately 12, 000+ annotated
natural language question-to-SQL pairs. These
questions are derived from 200 complex databases
covering 138 distinct domains. CoSQL is an-
other cross-domain, multi-turn Text-to-SQL En-
glish dataset. It contains over 3,000 conversational
turns with 10,000+ annotated SQL queries. Each
dialogue in CoSQL is specifically designed to sim-
ulate real-world database interaction scenarios.

Metric To evaluate the performance of ABACUS-
SQL, we use two metrics: Question Execution
Accuracy (QEX) and Interaction Execution Accu-
racy (IEX) (Zhang et al., 2024a). QEX measures
the execution accuracy of single-turn SQL queries,
similar to EX, but focuses on the query result for
individual questions. IEX assesses the execution
correctness of all SQL queries across multiple inter-
action turns, ensuring that the system consistently

generates accurate SQL throughout the entire con-
versation. Together, these metrics provide a com-
prehensive evaluation of the system’s text-to-SQL
capability in multi-turn dialogue scenarios.

Model We used Qwen2.5-Coder 7B and 32B
to evaluate the performance of ABACUS-SQL on
multi-turn text-to-SQL tasks. Qwen2.5-Coder (Hui
et al., 2024) is a code generation model based on
Qwen2.5, equipped with powerful code understand-
ing and generation capabilities. It is suitable for
tasks across various programming languages, in-
cluding SQL query generation. We set the infer-
ence to 3-shot with a temperature of 0.

5.2 Main Result

As shown in Table 2, ABACUS-SQL demonstrates
improvements across all datasets compared to the
baseline, with significant enhancement observed in
the Chase-C dataset, highlighting its strong com-
petitive edge in this domain. We also conducted ab-
lation experiments on the pre-SQL and self-debug
methods, finding that both approaches can improve
system performance, with particularly more signif-
icant effects on Chinese datasets, thereby validat-
ing the effectiveness of the methods. (Appendix
D). This result underscores ABACUS-SQL’s excep-
tional ability in multi-turn dialogue understanding
and SQL generation, indicating its immense poten-
tial in applications that combine database querying
and natural language processing.

6 Conclusion

We propose ABACUS-SQL, a novel multi-turn
dialogue-oriented text-to-SQL system designed to
enhance database retrieval, cross-domain trans-
ferability, and SQL generation accuracy and effi-
ciency. ABACUS-SQL tackles existing challenges
in current systems, such as the inability to ef-
ficiently retrieve relevant databases from open-
domain database environment and the difficulty
in transferring across diverse domains. By inte-
grating the Murre method for efficient database
retrieval, the Fused method to improve data gener-
alization, and a combination of Pre-SQL and Self-
debug to optimize query parsing, ABACUS-SQL
demonstrates exceptional adaptability and stability
in handling complex query tasks. These results
validate its effectiveness in real-world applications.
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A Murre

In terms of implementation, we adopted the multi-
round retrieval method proposed by (Zhang et al.,
2024b), with the following steps:

Retrieval First, we extract table information
from all databases in a multi-database environment
and analyze the relevance of each table to the user’s
query. These tables are then ranked, and the top-k
tables with the highest scores are retrieved.

Removal Next, a large language model (LLM)
is used to rephrase the user’s query, removing in-
formation related to the tables retrieved in the pre-
vious step. This step aims to eliminate tables that,
although similar to the previously retrieved ones,
are not relevant to the user’s query.

Continue The retrieval process is then repeated
from step 1, continuing until all relevant tables
from the related databases have been retrieved, en-
suring comprehensive coverage of all information
pertinent to the user’s query.

By employing this multi-round retrieval and in-
formation removal strategy, ABACUS-SQL can ef-
ficiently locate and extract the most relevant table
information from the databases, thereby generating
more accurate SQL queries.

B Fused

Regarding the specific implementation of data aug-
mentation, we adopted the FUSED method (Wang
et al., 2024b) to augment the dataset. Our specific
implementation process is as follows:
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Qwen2.5-Coder
Chase-C SParC CoSQL

QEX IEX QEX IEX QEX IEX
7B 32B 7B 32B 7B 32B 7B 32B 7B 32B 7B 32B

ABACUS-SQL 45.5 53.5 15.0 23.1 68.4 69.6 46.9 47.4 70.6 73.1 42.3 42.7

- Pre-SQL 45.5 51.9 14.3 21.7 67.1 69.3 45.5 46.9 70.4 72.7 41.3 42.0
∆ −0.0 −1.6 −0.7 −1.4 −1.3 −0.3 −1.4 −0.5 −0.2 −0.4 −1.0 −0.7

- Self-Debug 41.9 48.7 12.3 19.8 67.7 69.1 45.8 47.1 69.8 72.2 40.3 42.0
∆ −3.6 −4.8 −2.7 −3.3 −0.7 −0.5 −1.1 −0.3 −0.8 −0.9 −2.0 −0.7

Table 3: Ablation studies removing Pre-SQL or Self-Debug, The ∆ row represents the differences with respect to
ABACUS-SQL.

Figure 3: The prompt used in Multi-Turn text-to-SQL

User data upload The dataset uploaded by the
user must include database schema and example
SQL queries along with their corresponding natural
language question descriptions. The system will
validate the format of the uploaded data to ensure
it meets the basic requirements for augmentation.
If no user data is uploaded, the system will use a
default dataset for demonstration augmentation.

Sample sampling and clustering The system
clusters the demonstrations based on structural fea-
tures of the SQL queries (such as keywords, opera-
tors, etc.), forming different semantic categories. It
then randomly samples demonstrations from each
category, ensuring that the demonstrations input
into the augmentation process exhibit significant
diversity, thus avoiding overly similar demonstra-
tions.

Sample fusion Using a large language model
(LLM), the sampled demonstrations are used as in-
puts to generate new demonstrations through few-
shot learning. The newly generated demonstra-
tions combine features from multiple demonstra-
tions while maintaining differences from existing
ones, thereby enhancing the diversity of the overall
demonstration pool.

Verification and filtering The system performs
semantic consistency verification on the generated
SQL queries and question descriptions, ensuring
that the generated demonstrations are consistent
with the database schema and the intended query.
Low-quality or redundant demonstrations are re-
moved through automated testing.

Demonstration pool update The augmented
dataset is automatically added to the demonstra-
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tion pool and merged with the existing dataset. The
merged Demonstration pool is used for subsequent
model inference and training, further improving
the accuracy and adaptability of the generated SQL
queries.

C Prompt

The prompt for ABACUS-SQL, shown in Figure
3, mainly consists of the following components:
system prompts, few-shot examples, schema, and
multi-turn dialogue.

D Ablation Studies

As shown in Table 3, we conduct ablation experi-
ments on Pre-SQL and Self-debug methods, draw-
ing the following conclusions:

Both methods improve system performance.
Pre-SQL reduces the interference of irrelevant ta-
bles, decreasing complexity and improving query
efficiency. Self-debug addresses post-generation er-
rors, reducing mistakes caused by input ambiguity
or understanding bias, further optimizing accuracy.

The results are particularly significant on Chi-
nese datasets. Experiments show that when test-
ing the Chase-C dataset on the Qwen2.5-Coder 32b
model, Pre-SQL improves by 1.4 points on the IEX
metric, while the Self-Debug method enhances the
IEX metric by 5.1 points. Due to the ambiguity and
complexity of the Chinese language, the system’s
semantic understanding requirements are higher.
Pre-SQL helps reduce interference from irrelevant
information, while the Self-Debug method corrects
understanding biases. The synergy between these
two methods significantly improves query accuracy
and reliability, demonstrating a distinct advantage
in handling Chinese natural language queries.
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