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Abstract

This paper presents the VLSP 2025 MLQA-
TSR - the multimodal legal question answering
on traffic sign regulation shared task at VLSP
2025. VLSP 2025 MLQA-TSR comprises two
subtasks: multimodal legal retrieval and multi-
modal question answering. The goal is to ad-
vance research on Vietnamese multimodal le-
gal text processing and to provide a benchmark
dataset for building and evaluating intelligent
systems in multimodal legal domains, with a
focus on traffic sign regulation in Vietnam. The
best-reported results on VLSP 2025 MLQA-
TSR are an F2 score of 64.55% for multimodal
legal retrieval and an accuracy of 86.30% for
multimodal question answering.

1 Introduction

Multimodal Question Answering (QA) is a chal-
lenging task in Natural Language Processing (NLP)
that requires systems to understand and integrate
multiple data types—such as text and images—to
extract the correct information. Multimodal QA
plays an important role in building intelligent
systems because it offers a natural, user-friendly
way for humans to search for information (Luu-
Thuy Nguyen et al., 2023). Moreover, legal text
processing is also difficult for NLP: legal language
is highly formal, structurally complex, and rich
in specialized terminology that presupposes sub-
stantial knowledge of legal concepts and princi-
ples (Anh et al., 2023). To answer legal questions
correctly, systems must not only have an in-depth
understanding of legal documents but also perform
reasoning over legal information to arrive at the
correct conclusions.

In recent years, many competitions have been
organized on legal text processing to boost research
in artificial intelligence for legal text processing.
The COLIEE (Goebel et al., 2024) is an annual
competition about legal text processing that targets
the in-depth legal text understanding tasks like legal

entailment and legal question answering in the En-
glish language. Similar to the COLIEE series, the
ALQAC (Do et al., 2024) and VLSP-2023-LTER
(Tran et al., 2024) are two shared tasks about le-
gal text processing, including legal retrieval, legal
question-answering, and legal textual entailment
in Vietnamese legal documents. These competi-
tions provide valuable benchmark datasets and a
forum for research attempts in legal processing.
However, these competitions focus on text only for
legal domains, which motivates us to construct a
multimodal competition about legal processing.

Building on previous Vietnamese legal NLP
competitions such as ALQAC (Do et al., 2024),
VLSP 2025 MLQA-TSR (VLSP 2025 Multimodal
Legal Question Answering on Traffic Sign
Regulation) introduces a multimodal task centered
on traffic sign regulation. As illustrated in Figure
1, answering a legal question requires understand-
ing both the textual question and the accompanying
image of traffic signs and then consulting the rele-
vant statutes on road traffic and safety (VIETNAM,
2024) as well as the Regulation on Traffic Signs
and Signals (Ministry of Transport, 2024). VLSP
2025 MLQA-TSR aims to spur the development of
intelligent systems that can interpret multimodal
legal inputs and retrieve correct answers to users’
questions. The challenge comprises two subtasks:
Legal Retrieval (SubTask 1) and Legal Question
Answering (SubTask 2), and is hosted on the Cod-
aBench platform (Xu et al., 2022).

Overall, this paper provides an overview of the
VLSP 2025 MLQA-TSR share task. We summarize
two main contributions in this paper as:

* First, we provide a benchmark dataset about
multimodal legal question answering on traf-
fic sign regulation in Vietnam. The dataset
consists of two multimodal tasks: legal re-
trieval and legal question answering.

* Second, we organize the shared task VLSP



Nhirng loai phwong tién n&o bj cdm trén doan dwéng nay
(What types of vehicles are prohibited on this road?)

‘ Xe khéach trén 29 ché (coach with 29 seats)

O 6 con (car) ‘

Xe may (motobike) ‘

X XX <

Xe dap (Bicycle) ‘

Diéu luat lién quan (relevant articles):
Diéu 22 va B.7a trong Quy chuén ky thuat Quéc gia vé bao hiéu dwong b6 QCVN41:2024/BGTVT
(Article 22 and B.7a in National Technical Regulationon Traffic Signsand Signals - QCVN41:2024/BGTVT)

Figure 1: A sample of a legal question about a traffic sign.

2025 MLQA-TSR at VLSP 2025. We ob-
tained 13 team submissions for SubTask 1 and
19 team submissions for SubTask 2.

The remainder of the paper is organized as fol-
lows. Section 2 describes the two subtasks in detail.
Section 3 presents the data construction process
and an overall analysis. Section 4 summarizes par-
ticipant approaches and the baseline used in the
competition. Section 5 reports the results and rank-
ings. Finally, Section 6 concludes the paper and
outlines future directions.

2 Task description

VLSP 2025 MLQA-TSR shared task focuses on
enhancing the ability of computers to understand
legal text in multimodal scenarios about traffic sign
regulation. The shared task includes two subtasks:
multimodal legal retrieval (Subtask 1) and multi-
modal legal question answering (Subtask 2).

2.1 Subtask 1: Multimodal Legal Retrieval

Task definition: Given a multimodal question
¢ = (Gtext> Gimage) coONsisting of two components,
where giex; 18 the question in textual form and gimage
is the query image corresponding to gex—and
a law database D = {d; | i« = 1,...,n} con-
taining articles from legal documents, the goal
is to determine a ranked list of relevant articles
R = {dl | di € D,i =1,...,k k < n} for
the question ¢. Each article d; may be text-only or
multimodal (e.g., text, images, and/or tables).

Evaluation metric: We use the F2-score for as-
sessing the performance of the retrieval model
since the F2-score places more in recall, which
is concerned about false negatives more than false

positives. The F2-score for a question q is com-
puted as Equation 3. The final F2-score is deter-
mined by averaging the F2-score over the evalua-
tion sets.

Fcorrect_retrieved_articles

Precision, =
a F#total_retrieved_articles

ey

F#correct_retrieved_articles
Recall, = - (2)
F#total_relevant_articles

Precisiong x Recall,

F2,=5x 3)

4 x Precisiong + Recall,

2.2 Subtask 2: Multimodal Legal Question
Answering

Task definition: Given a multimodal question
q = (Qtexty Qimage)_With Grext as the textual query
and Gimage as the corresponding image—and a list
of relevant articles R = {d; | di € D,i =
1,...,k, k < n} for g, the objective is to pre-
dict the correct answer a from four multiple-choice
options for the multimodal question q.

Evaluation metric: Subtask 2 is formulated as
multiple-choice question answering. Therefore, we
employ Accuracy as the primary metric, measuring
the proportion of correctly predicted answers over
the evaluation set. The accuracy is determined as
Equation 4

F#total_correct_answers
Accuracy = ; 4)
#total_questions
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Figure 2: Data Creation Process.

3 Dataset

3.1 Data Construction

Figure 2 shows the overview of the data construc-
tion process for the VLSP 2025 MLQA-TSR share
task. The process consists of three main stages as
described follows:

» Stage 1 - Data Collection: We search the
images of traffic signs on streets in Vietnam
on Google search, then we collect them au-
tomatically by using the Selenium tool based
on HTML processing. After stage 1, we have
a raw image set that contains various traf-
fic signs on the street, and also non-relevant
images to traffic signs. We then manually re-
move the images that are not relevant to traffic
signs.

* Stage 2 - Data Annotation: We hire a group
of 8 annotators who are undergraduate stu-
dents and give them the annotation guidelines.
After reading the annotation guidelines, we let
the annotator create a question and an answer
based on the image of traffic signs. First, an-
notators are required to read the Regulation on
Traffic Signs and Signals and the Road Traffic
and Safety Law, then give a list of the most
relevant articles to the question. Second, the
annotators make the correct answer accord-
ing to the question. There are two kinds of
questions: multiple-choice and yes/no ques-
tions. For the multiple-choice, annotators are
required to create four different choices and
mark the correct one. The choices of Yes/No
questions have only two options, including
"Pung" indicating "Yes" and "Sai" represent-
ing "No".

* Stage 3 - Cross-checking: We let the annota-
tors perform cross-checking among the anno-

tated data. One will check the correctness of
the answers and relevant articles to the ques-
tion and traffic sign images, syntax, and typos
of the questions and answers of others. If the
annotator disagrees with an annotated sample,
the disagreement sample will be sent back to
the group of annotators for re-annotating.

» Stage 4 - Validation: We let the annotators
perform final validation of annotated data.
The main criteria for validation include: the
consistency between the question and the traf-
fic signs, the correctness of the relevant arti-
cles and the answers, and the typos and syntax
in the question and answers. If any samples
do not satisfy the criteria, we remove them
from the dataset.

The final dataset is split into three sets: train-
ing, public test, and private test sets to serve for
the shared task. Besides, we also provide the law
database, including the articles in both the National
Regulation on Traffic Signs and Signals (QCVN
41:2024/BGTVT) and the Law on Road Traffic
Order and Safety (36/2024/QH1S5). In the National
Regulation on Traffic Signs and Signals, we rep-
resent the image in the articles with a format «IM-
AGE: image_file.jpg /IMAGE» and the table as the
following format « TABLE: table_html_code /TA-
BLE». The law database is provided to the partici-
pants as a JSON file format along with a directory
containing corresponding images.

3.2 Data Analysis

Table 1 summarizes the overall information
about the two legal documents used in the law
database. It can be seen that the document QCVN
41:2024/BGTVT - "National Regulation on Traffic
Signs and Signals" contains both image and table
data in the article, while the 36/2024/QH1S5 - "Law
on Road Traffic Order and Safety" only has text in



the document. Also, the number of articles in the
National Regulation on Traffic Signs and Signals
is significantly more than the Law on Road Traffic
Order and Safety, since the National Regulation
on Traffic Signs and Signals contains a detailed
description of the technical specifications and the
meaning of various traffic signs in road traffic in
Vietnam.

Next, Table 2 illustrates the overall statistics
about the three sets used in the VLSP 2025 -
MLQA-TSR. In the training and public test sets,
the proportion between multiple-choice and Yes/No
questions is 6/3, while this proportion is 5-5 in the
private test to ensure the objective performance
of the question-answering models for the type of
question. Also, the average length of a question
in the private test set is higher than in the training
and public test sets, challenging the generability of
question answering models in generating correct
answers for the questions (The length of the ques-
tion is computed according to the number of tokens
in the question. We segment the question text into
token-level by using the Pyvi').

Table 1: Overview information about two legal docu-
ments in the law database

Law ID QCVN 41:2024/BGTVT 36/2024/QH15

Law Name National Regulation Law on Road Traffic
on Traffic Signs and Signals. Order and Safety.

# Articles 313 89

# Image 761 0

# Table 212 0

Table 2: Statistics about the provided dataset in VLSP
2025 MLQA-TSR

Train Public Test Private Test

# Total questions 530 100 146
# Total images 304 90 104
# Multiple choices questions 376 65 74
# Yes/No questions 154 35 72
Max length of question 69 42 76
Min length of question 5 5 8
Average length of question 16.95 14.96 27.00
Max relevant articles 8 7 10
Min relevant articles 1 1 1
Average relevant articles 2.31 2.19 2.76

On the other hand, the number of relevant arti-
cles per question on the three sets is similar, with
around two articles for a question. As shown in
Figure 3, most questions in the datasets have two
relevant articles. For the training and public test
sets, the number of relevant articles usually falls

"https://pypi.org/project/pyvi/

into 1 to 2 articles, while it often falls into about 2
to 4 articles in the private test. Overall, the distri-
bution of data in the private test is slightly different
from the training and public test sets to ensure the
objective of the model and avoid overfitting.

4 Method

4.1 Baseline Methods

We adopt BGE Visualized (Zhou et al., 2024) as
a strong and efficient baseline for multimodal re-
trieval. We encode each article in the law database
into a d-dimensional embedding (we use d=1024),
yielding a matrix of shape (K, d), where K is the
number of articles. Given a query consisting of
the textual question and the associated image, we
encode it into a single d-dimensional embedding
and compute dot-product similarities against all ar-
ticle embeddings. We then retrieve the top-5 most
similar articles as candidates for the query.

For QA, we use Vintern (Doan et al., 2024), a
Vietnamese Multimodal Large Language Model
(MLLM). We prompt the Vintern-3B-beta check-
point to generate answers. For the two question
types (multiple choice and Yes/No), we employ the
following prompt templates:

Multiple-choice questions

<image>

<question>

A. Lua chon 1. (English: Choice 1)
B. Lua chon 2. (English: Choice 2)
C. Lua chon 3. (English: Choice 3)
D. Luya chon 4. (English: Choice 4)

Trd 1i bang mot trong bén ddp dn: A, B, C
hodic D. Khong gidi thich thém

(English: Answer by one of four choices: A,
B, C, or D without explanation)

Yes/No questions

<image>
<question>

Trd loi bang mot trong hai ddp dn: Piing
hodic Sai. Khong gidi thich thém.

(English: Answer by one of two values: Yes
or No without explanation)


https://pypi.org/project/pyvi/
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Figure 3: Distribution of relevant articles in three sets

4.2 Proposed Methods by Participants

This section summarizes the methodologies pro-
posed by the top—5 teams for each subtask in
VLSP 2025 MLQA-TSR. Participants were re-
quired to use only open-source LLLMs whose code
and model weights are publicly available (e.g.,
GitHub, Hugging Face); commercial LLMs (e.g.,
ChatGPT, Gemini, Claude) were not allowed. Ad-
ditionally, the use of any external data beyond the
competition resources was prohibited. Below are
the reported approaches:

* SmartbotIC: The team uses Qwen2.5-VL
and InternVL3 with zero-shot prompting to
generate answers from the input question and
image, together with the retrieved articles. To
improve efficiency and quality, they apply sev-
eral preprocessing steps, including concate-
nating multiple images into a single image
and converting HTML tables to Markdown to
reduce input length.

* Berry: For retrieval, the team encodes ques-
tions and choices with Jina Embeddings
(text) and uses C-RADIOv2-B to encode im-
ages, while OWLV2 detects traffic-sign ob-
jects whose features are also embedded. All
vectors are stored in a Qdrant vector database;
subtask 1 results are obtained via vector search
to return the top-k most similar candidates.
For QA, they apply few-shot prompting with
examples retrieved from the vector store and
generate final answers using the Llama 4
Maverick.

Tanka_CDS: The team preprocesses the law
database by converting HTML tables to nor-
malized text, chunking, and embedding ar-
ticles with CLIP. For retrieval, YOLOv8n is
fine-tuned to extract key regions in traffic-sign

images as patches; LLaMA3.2-Vision then
encodes the question with the corresponding
patches. For QA, LLaMA3.2-Vision gener-
ates answers based on the question, image,
and the retrieved articles.

chmod+x: The team models a heterogeneous
graph to represent relationships among im-
ages, text, and tables in the law database. They
then apply the Jina Reranker to re-rank vi-
sual documents and perform graph matching
combined with similarity search to retrieve
the top-k candidates for a given question and
image. They further propose a dynamic top-k
filtering mechanism based on counting rele-
vant traffic signs to adapt the candidate set
size to question complexity. For QA, they
use an ensemble of two multimodal LLMs:
Qwen2.5-VL-7B and InternVL3-8B.

Metamorphic: The team designs a systematic
workflow to produce final answers from user
inputs (question, image, choices). They con-
struct graph representations for images (/m-
ageSubGraph) and for articles (ArticleSub-
Graph) to retrieve enriched information (e.g.,
scene descriptions and fine-grained traffic-
law content). This information is merged into
a unified prompt to guide the LLM. In the
framework, GemmaZ2-27B and DeepSeek are
used to encode and process multimodal inputs
for QA. YOLO is also employed for traffic-
sign detection as an additional feature.

LifelsTough: The team preprocesses the law
database by converting HTML tables to Mark-
down and normalizing text. For database
images, Gemma-3-12B is used to crop re-
gions so that only traffic signs are retained.
Text and images are then encoded with CLIP



and stored in Qdrant. For retrieval, the team
first applies YOLOE to detect traffic signs in
the input image, then validates the detections
against the input question using Gemma-3-
12B. The enriched query is encoded with
CLIP to construct a query vector, which is
used to search the law database (already em-
bedded) for relevant articles. For QA, the re-
trieved knowledge is combined with the ques-
tion in the prompt, and Gemma-3-12B gen-
erates the final answer.

* TechNova: For retrieval, the team imple-
ments a two-branch architecture. The first
branch generates separate image and text em-
beddings for the entire training set. The sec-
ond branch builds a dense corpus retriever by
indexing text-chunk embeddings from the full
law database in a FAISS index. To retrieve rel-
evant articles, the query (image + question) is
fused into a multimodal embedding and com-
pared against article embeddings. The team
uses gme-Qwen2-VL-2B-Instruct to pro-
duce retrieval embeddings. For QA, they em-
ploy Qwen2.5-VL-72B-Instruct with Chain-
of-Thought prompting: first describe the vi-
sual scene, then apply the legal context, and
finally reason to a conclusion.

Overall, the Multimodal Legal Retrieval Task
(Subtask 1) relies on constructing a contextual
multimodal embedding space to perform simi-
larity search or re-ranking. Robust multimodal
embedding models such as CLIP (Radford et al.,
2021), Jina Embedding (Giinther et al., 2025),
C-RADIOvV2 (Heinrich et al., 2025) and multi-
modal LLMs like Gemma-3 (Team et al., 2025)
and Qwen2-VL (Wang et al., 2024). To enhance
the accuracy of the retrieval task, participants of-
ten employ traffic sign detection models like OWL
(Minderer et al., 2023) or YOLO (Yaseen, 2024)
to filter the key information about traffic signs in
the images or crop them by Gemma-3 (Team et al.,
2025). In addition, data preprocessing steps such
as text normalization, image filtering, combination,
concatenation, and HTML table transformation are
also frequently used to enhance the performance
of the model in vector embedding. In addition, the
vector databases, such as Qdrant 2 or FAISS 3, are
usually used in a retrieval task to serve for vector-
space similarity searching. Moreover, several teams

*https://qdrant.tech/
3https://github.com /facebookresearch /faiss

use retrieval and searching on graphs to improve the
performance of the retrieval task by efficiently rep-
resenting the multimodal data in graphs to capture
semantic relation information. For the Multimodal
Legal Question Answering Task (Subtask 2), the
vision LLMs like Qwen2.5-VL (Bai et al., 2025),
InternVL3 (Zhu et al., 2025), Gemma2 (Team et al.,
2024), and LLaMa3.2-Vision (Grattafiori et al.,
2024) are used by almost all participants, indicating
the robustness and efficiency of vision LLMs for
multimodal QA. Zero-shot prompting, Chain-of-
Thought (Wei et al., 2022), and few-shot prompting
are mostly used techniques by participants to in-
struct vision LLMs in generating the answer.

5 Results

Table 3 shows the ranking results of participants
for Subtask 1 on the private test. The top 1 team
- LifeIsTough, with the efficient retrieval method
that filters the key features in the traffic sign im-
age via cropping by LLM and latent vector em-
bedding construction by CLIP (Radford et al.,
2021), achieves the highest results with 64.55%
by F2 score. The chmod+x team is runner-up with
61.13%, and TechNoVa places third with 59.91%
by F2 score. Additionally, there is a significant gap
between the top 5 teams with others in Subtask 1,
where the top 5 teams attain a performance by F2
score of more than 50%, and others obtain lower
than 50% of performance by F2 score. All teams
in Subtask 1 obtain performance better than the
baseline methods, indicating the efficiency of the
proposed method for the legal retrieval task. Since
the highest results for the legal retrieval task are
approximately 65%, there is still room for further
improvement in this task.

Next, Table 4 illustrates the ranking of partic-
ipants for Subtask 2 on the private test*. The
top 1 team - Berry obtains optimistic results for
this task with 86.30% by Accuracy by employ-
ing the LLama4-Maverick with efficient few-shot
prompting. SmartbotIC is the runner-up team
with 83.56%, and TechNova obtains 3" rank with
78.08% by Accuracy. Overall, it can be seen that
the gap between the top 5 teams with others in
Subtask 2 is not as much as in Subtask 1, indicat-
ing the efficiency and robustness of the proposed
methodologies by participants for the multimodal
legal question answering.

*We report the results that performance over the baseline


https://qdrant.tech/
https://github.com/facebookresearch/faiss

Table 3: Results for subtask 1 - Multimodal Legal Re-
trieval

Team name F2 score Rank
LifeIsTough 0.6455361395 1
chmod+x 0.6113748745 2
TechNova 0.5991697165 3
SmartbotIC 0.5790135683 4
Berry 0.5432150682 5
DHDD 0.4511688070 6
Tanka_CDS 0.2459355607 7
AIO_VNM 0.2384666964 8
MealsRetrieval 0.1548250424 9
OpenCubee 0.1533444945 10
Come4Win 0.1413907401 11
LexTraffic 0.1358808937 12
BASELINE 0.1276493485 13

Table 4: Results for subtask 2 - Multimodal Legal Ques-
tion Answering

Team name Accuracy score Rank
Berry 0.8630136986 1
SmartbotIC 0.8356164384 2
TechNova 0.7808219178 3
Tanka_CDS 0.7328767123 4
Metamorphic  0.7260273973 5
Hallucinators 0.7123287671 6
LifelsTough 0.6712328767 7
chmod+x 0.6232876712 8
OpenCubee 0.6095890411 9
LexTraffic 0.5958904110 10
AIO_VNM 0.5684931507 11
NaN 0.5616438356 12
SoftMind_AIO  0.5000000000 13
BASELINE 0.4520547945 14

In comparison with ALQAC 2024 (Do et al.,
2024) in Vietnamese language and COLIEE 2024
(Goebel et al., 2024) in English language - the
two competitions about legal document process-
ing, it can be seen that the best performance on
the legal retrieval task is about 87% by F2 score
at ALQAC 2024, and 44% by F2 score at COL-
IEE 2024 (Task 1), while the performance of legal
question answering task is significantly higher with
98% by Accuracy at ALQAC 2024 and 82% by
Accuracy at COLIEE 2024 (Task 4). In general,
the legal retrieval task is more challenging than
question answering, since legal documents have
a complex structure and specialized legal termi-
nologies that require an in-depth understanding be-

tween the users’ queries and the legal documents
to extract correct and valuable information. In the
scenario of multimodal, the retrieval system not
only focuses on text but is also concerned about the
latent information from the image to provide the
correct answer.

6 Conclusion

This paper introduces VLSP 2025—MLQA-TSR, a
new multimodal shared task in legal text processing
designed to advance research on low-resource lan-
guages, with a primary focus on Vietnamese. The
task comprises two subtasks: (1) multimodal legal
retrieval and (2) multimodal question answering.
The best-performing systems achieve an F2 score
of 64.55% on the multimodal legal retrieval sub-
task and an accuracy of 86.30% on the multimodal
question answering subtask. VLSP 2025—MLQA-
TSR attracted a range of innovative methodologies
leveraging state-of-the-art models across both sub-
tasks, offering valuable momentum for research in
Vietnamese multimodal legal text processing. Fi-
nally, VLSP 2025—MLQA-TSR provides a bench-
mark dataset for building and evaluating intelli-
gent systems in the legal domain and multimodal
tasks in Vietnamese, specifically centered on traffic
sign regulation. The dataset and baseline code are
published at https://github.com/sonlam1102/
VLSP2025-MLQA-TSR.
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