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Abstract

This work investigates two subtasks in tem-
poral reasoning: 1. Date Arithmetic (date-
arith) and 2. Duration Question Answering
(durationQA). For date-arith, we focus on fine-
tuning large language models (LLMs) to di-
rectly extract and compute answers. For dura-
tionQA, the challenge lies in identifying both
explicit and implicit duration expressions in
text and reasoning with world knowledge to
assess correctness. We explore multiple ap-
proaches, from naive supervised fine-tuning
(SFT) to SFT augmented with reasoning-based
synthetic data and GRPO. Our findings high-
light the critical role of carefully constructed
data and appropriate training strategies in en-
abling effective temporal reasoning. Our source
code can be found here.

1 Introduction

Temporal reasoning is a fundamental component
of natural language understanding, yet it remains
a challenging task for current language mod-
els—especially in low-resource languages such
as Vietnamese. Successfully answering temporal
questions requires not only the identification and
normalization of time expressions, but also sym-
bolic reasoning and integration of commonsense
or real-world knowledge.

The VLSP 2025 shared task introduces two sub-
tasks designed to evaluate temporal reasoning ca-
pabilities in Vietnamese:

Subtask 1: Date Arithmetic. This subtask as-
sesses a model’s ability to perform abstract date
calculations. Given a reference date, the model
must compute the correct date that occurs a speci-
fied amount of time before or after it. For example,
the question “Thdi gian 1 ndm va 2 thang trudc
thang 6, 1297 la khi nao?” ("What is the date 1
year and 2 months before June, 12977") should
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yield the correct answer: “Thdng 4, 1296 ("April,
1296").

Subtask 2: Duration Question Answering.
This subtask evaluates a model’s understanding of
event-related temporal knowledge, including typi-
cal durations, frequencies, sequences, and plausible
timelines. Given a context and a temporal question,
the model must classify each answer option as a
plausible duration (“yes”) or implausible (“no”
For instance, given the context “Toi dang sua chita
chiéc xe dap bi hong.” ("I am repairing a broken
bicycle.") and the question “Mat thdi gian bao lau
d€ stia chita chiéc xe dap?” ("How long does it take
to repair a bicycle?"), with candidate answers [“30
phut”, “1 thang”, “10 phut”, “2 gi¢”’], the correct
labels are [“yes”, “no”, “yes”, “yes”].

In this paper, we present our approach to both
subtasks. For Date Arithmetic, we design sys-
tems capable of performing symbolic date com-
putations, such as adding or subtracting tempo-
ral intervals. For Duration Question Answer-
ing, we develop methods to detect explicit and im-
plicit temporal cues in text and assess candidate an-
swers using both linguistic patterns and real-world
knowledge. To tackle these challenges, we explore
a range of techniques, including supervised fine-
tuning (SFT), reasoning-aware data augmentation,
and reinforcement-based prompt optimization. Our
results offer insights into the effectiveness and lim-
itations of current methods for temporal reasoning
in Vietnamese.

2 Related Works

Date Arithmetic The Date Arithmetic task re-
quires models to compute dates by adding or sub-
tracting specified time intervals (years, months,
days) from a given reference date, testing both tem-
poral understanding and arithmetic reasoning. One
approach (Tan et al., 2023) is to finetune TS model
to solve this problem. To deal with this problem,
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(Chu et al., 2024) use LLM with standard prompt-
ing (zero-shot and few-shot) and Chain-of-thought
prompting (Wei et al., 2022).

Duration Question Answering The Duration
Question Answering lies at the intersection of
temporal commonsense reasoning and multiple-
choice QA, requiring models to judge the plausi-
bility of candidate durations for events described
in context. McTACO (Zhou et al., 2019) was in-
troduced to evaluate diverse temporal phenom-
ena—including event duration, frequency, and or-
der—in a multiple-choice QA format. It con-
tains 13000 human-authored questions covering
five temporal dimensions (duration, ordering, typi-
cal time, frequency, and stationarity); the duration
subtask specifically tests whether models can se-
lect plausible durations from foil options. Despite
fine-tuning on transformer models (e.g., ROBERTa
(Liu et al., 2019)), performance on duration ques-
tions lags behind human accuracy by over 20 per-
centage points, highlighting challenges in abstract
duration reasoning. (Zhou et al., 2020) present
a transformer-based temporal common sense lan-
guage model called TACOLM, trained on temporal
data that are extracted using patterns from a large
corpus. It uses temporal data from 3 temporal com-
monsense dimensions: duration, frequency, and
typical time. It outperforms BERT (Devlin et al.,
2019) in various temporal tasks, including Mc-
TACO. Recently, with the development of LLMs,
(Virgo et al., 2022) proposes methods using these
models to deal with this task.

3 Methodology

3.1 Subtask 1: Date Arithmetic

In this subtask, we conducted experiments with
Qwen3 models (Yang et al., 2025). In addition
to the dataset released by the task organizers, we
developed a supplementary dataset to further en-
rich the training material. Specifically, to synthe-
size approximately 40,000 samples, we adopted a
rule-based methodology. For each sample, we ran-
domly selected a date (month and year), an arith-
metic operation (addition or subtraction), and a
time interval (in months or years). We applied the
chosen operation to ensure that the corresponding
sample was assigned a correct label. To guarantee
that all prompt instances complied with the for-
mat mandated by the evaluation framework, we
employed a few-shot prompting strategy to reg-
ularize and standardize the synthesized dataset.

Hyperparameter Gemma (SFT) Qwen (SFT)
Precision BF16 BF16
Cutoff length 2048 2048
Fine-tuning type Full Full
Attention FlashAttention-2  FlashAttention-2
Gradient accumulation 1 1
Batch size / device 4 16
Learning rate 5.0e-5 5.0e-5
Scheduler cosine cosine
Warmup steps 25 25

Max grad norm 1.0 1.0
Epochs 5 5
Optimizer AdamW AdamW
DeepSpeed config ZeRO-3 ZeRO-3
Template gemma3 qwen3
Enable thinking false true

Table 1: Hyperparameters used for supervised fine-
tuning (SFT) of Gemma and Qwen models for subtask
1.

To double-check the synthesized dataset, we em-
ployed the powerful Qwen3-235B model to pro-
duce outputs in the following JSON format: {

"start_month": ..., "start_year": ..., "operator":
..., // “add” or “subtract” "interval_month": ...,
"interval_year": ... }.

We then used a rule-based mechanism to com-
pare the model’s output against the gold labels for
consistency and correctness.

Our training pipeline followed an iterative refine-
ment strategy. We first designed an initial prompt
and leveraged the Qwen3-235B model to improve
the prompt design and generate reasoning traces.
These reasoning-augmented outputs were then used
to fine-tune the smaller-scale models. The fine-
tuned models were subsequently applied for infer-
ence to identify erroneous predictions. Based on
the observed errors, we refined the prompts and
repeated the process iteratively until stable perfor-
mance was achieved.

3.2 Subtask 2: Duration Question Answering

Using the same model selection strategy as in Sub-
task 1, we identified two promising candidates for
this subtask: Qwen3 and Gemma-3 (Team et al.,
2025).

In addition to the dataset provided by the task
organizers, we also incorporated the McTACO
dataset. Specifically, we translated and merged
the organizer’s dataset with McTACO, then used
Qwen3-235B to evaluate and determine the trans-
lation quality. This process yielded a combined
corpus of 15,618 samples. From this corpus, we
generated reasoning data using Qwen3, and subse-
quently performed verification, resulting in 15,120



Hyperparameter SFT GRPO

Attention FlashAttention-2  FlashAttention-2
Batch size / device 64 16
Learning rate 5.0e-5 1.0e-6
Epochs 3 5
Optimizer AdamW AdamW
DeepSpeed config ZeRO-3 ZeRO-3

Table 2: Hyperparameters used for supervised fine-
tuning (SFT) and GRPO in subtask 2.

high-quality samples, which we used for supervised
fine-tuning (SFT).

Furthermore, we experimented with the GRPO
method (DeepSeek-Al et al., 2025), which allows
the model to perform self-reasoning before gen-
erating final answers, thereby encouraging more
structured and accurate temporal reasoning. We
used F1-score as the reward function for the train-
ing process. We employ the Unsloth framework for
training, using the hyperparameter settings detailed
in Table 2.

For both subtasks, the computing resource is
8xH100 GPUs.

4 Analysis
4.1 Subtask 1

For subtask 1, we report accuracy, defined as the
proportion of system predictions that exactly match
the gold-standard answers.

1 N
EM = =3 1(y; = v)
Niil

where:
e N is the number of samples (predictions),
* y; is the predicted output for sample ¢,

* y; is the ground truth (reference) output for
sample ¢,

* 1(-) is the indicator function, equal to 1 if the
argument is true, and O otherwise.

Our preliminary experiments yielded the follow-
ing results across foundation models in Table 1.
These results indicate that Qwen3 achieved the best
performance on the evaluation dataset. During the
iterative training process, we encountered several
challenges:

Iteration 1: The model produced systematic er-
rors by performing unintended unit conversions.
Example:

Question: Hay tinh thdi diém 9 thang sau thang
8, 1040.

Expected answer: Thang 5, 1041

Wrong reasoning path:

1. *Phén tich cau hdi*:

- *Thoi di€ém gbc*: thang 8, nim 1040

- *Khoang thdi gian*: 9 thang (tuong duong 1
nam)

- *Huéng*: "sau" (cOng)

2. *Thuc hién phép toan*:

- *Cong nam (trudc)*: nam méi = 1040 + 1 =
1041

- *Cong thang (sau)*: thangtam =8 + 9 =17

- *Piéu chinh thang* (vi 17 > 12):

-ndm méi = 1041 + 1 = 1042

-thang méi=17-12=5

3. *Trinh bay két qua*:

- *Thang 5, nam 1042%*

- *Kiém tra*:

- Thang 5 € [1, 12]

-Ném 1042 >0

4. *Két luan*: *Thdng 5, 1042*

In other cases, it simultaneously converted
months into years while also adding them sepa-
rately, leading to inconsistent answers.

Example:

Question: Gia st ban dang & thang 1, 1421, thoi
gian sau 12 thang, thi 1a thdi diém nao?

Expected answer: Thang 1, 1422

Wrong reasoning path:

1. **Phéan tich cu hi**:

- #*Thoi diém gbc**: thang 1, nim 1421

- **Khoang thoi gian**: 12 thang (tuong duong
1 nam)

- **Huéng**: "sau" (cong)

2. **Thuc hién phép toan**:

- ¥*Cong nam**: nam mdi = 1421 + 1 = 1422

- ¥*Cong thang**: thang tam =1+ 12=13

- **Pjéu chinh (vi 13 > 12)**:

-ndm mdi = 1422 + 1 = 1423

-thangméi=13-12=1

3. **Trinh bay két qua**:

- **Thang 1, 1423**

- **Kiém tra**: thang 1 € [1,12], nim 1423 >0

4. **Két luan**: "Thang 1, 1423"

Iteration 2: The model often misidentified tem-
poral spans, particularly in cases where the duration
was expressed solely in months or solely in years.
Example:

Question: Ngay thang nao s€ 1a 4 nam trudc
thang 10, 11247

Expected answer: Thang 10, 1120



Iteration Result

1 0.26
2 0.96
3 0.98

Table 3: Qwen3’s improvement on each iteration on
public test in subtask 1.

Setting Result
Qwen3 + SFT no thinking  0.98
Qwen3d + SFT thinking 0.99

Table 4: Final results on private test subtask 1.

Wrong reasoning path:

1. **Phan tich cu hoéi**:

- Thoi diém gbc: thang 10, ndm 1124

- Khoang thoi gian: 4 nam + 1124

- Huéng: "trude" (tru)

2. **Thyc hién phép toan**:

- **Trit nam (thuc hién trude)**: ‘nam méi =
1124 -4 =1120°

- ¥*Tru thang (thuc hién sau)**: ‘thang tam =
10-11=-1°

- *%Piéu chinh (vi thang tam < 1)**:

-nam méi=1120-1=1119

-thing méi=-1+12=11

3. **Trinh bay két qua**:

- Thang 11, nam 1119

- Kiém tra: thang 11 € [1,12], ndm 1119 >0

4. #*¥Ké&t luan**: "Thang 11, 1119"

To address these issues, we incorporated erro-
neous cases directly into the original prompt. We
then used the Qwen3-235B model to evaluate these
error examples and automatically refine the initial
prompt accordingly. Details regarding the prompt
optimization process can be found in the accompa-
nying source code.

4.2 Subtask 2

Evaluation metrics used in subtask 2 include:

* Precision measures the proportion of cor-
rectly predicted “yes” answers among all
“yes” predictions made by the system.

* Recall measures the proportion of correctly
predicted “yes” answers among all actual
“yes” answers in the ground truth.

* F1-score is the harmonic mean of Precision
and Recall, providing a balanced measure of
overall performance.

Fl-score: — 2 Precision - Recall

" Precision + Recall

We experimented with synthetic data genera-
tion; however, the process introduced substantial
ambiguity, which limited its effectiveness. Con-
sequently, we decided to rely primarily on trans-
lated data from existing resources rather than syn-
thetic expansions. In addition, our experiments
revealed that fine-tuning Gemma-3 with super-
vised fine-tuning (SFT) was more effective than the
pipeline of fine-tuning Qwen3 with SFT followed
by GRPO, highlighting model-specific differences
in training efficiency. Our results are shown in
table 5. The results above may be attributed to
the fact that Gemma3 (12B) is an instruct-style
model whose strength lies in general reasoning
tasks, while Qwen3 (8B) is a thinking-style model
that excels in higher-order reasoning tasks such as
mathematics and code generation. Consequently,
Gemma3 is better suited to tasks involving ex-
tended interaction or sustained reasoning (i.e. “task
duration”).

5 Discussion

For subtask 1, the problem was relatively simple,
as it involved only months and years, unlike the
TimeBench dataset (Chu et al., 2024).

For subtask 2, data augmentation contributed
positively to performance; however, the reasoning
data generated was not sufficiently robust. As a
result, the improvement did not meet our initial
expectations, suggesting the need for more effec-
tive strategies in generating high-quality reasoning
traces.

6 Conclusion

In this work, we investigated two subtasks of tem-
poral reasoning in Vietnamese: Date Arithmetic
(date-arith) and Duration Question Answering (du-
rationQA). For date-arith, we demonstrated that
large language models can be fine-tuned to directly
extract and compute temporal answers, while for
durationQA the primary challenge lies in handling
both explicit and implicit duration expressions and
reasoning with external world knowledge.
Through a series of experiments, we compared
multiple training strategies, ranging from naive su-
pervised fine-tuning to approaches that incorporate
reasoning-augmented synthetic data and GRPO.



Model Public Private

Precision Recall F1 Precision Recall F1
Qwen3-8B + SFT 0.7240 0.8508 0.7823 0.7089 0.8558 0.7755
Qwen3-8B + SFT + GRPO 0.7240 0.8508 0.7823 0.7134  0.8807 0.7883
Qwen3-30B + SFT 0.7474 0.8718 0.8048 0.7233 0.8824 0.7949
Gemma-3-12b-it + SFT 0.7148 0.9088 0.8002 0.7071 0.9202 0.7997

Table 5: Precision, Recall, and F1 results for each model in subtask 2.

Our results underscore the importance of carefully
designed data and iterative refinement of training
pipelines for achieving robust performance in tem-
poral reasoning tasks.

For future work, we plan to extend the Date
Arithmetic (date-arith) task to cover a broader set
of temporal units beyond days and months, which
were the primary focus in subtask 1. For subtask
2 (durationQA), we aim to address questions with
more complex and diverse contexts, thereby push-
ing the limits of temporal reasoning in natural lan-
guage.
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