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Abstract

Developing effective small-to-medium sized
language models (< 4B parameters) for Viet-
namese legal text processing is challenging due
to limited data and computational resources.
To address this, we apply a two-stage train-
ing methodology that combines task-specific
LoRA adaptation with subsequent full fine-
tuning. We first augmented a seed dataset of
440 public samples into a high-quality cor-
pus of over 3,400 examples across three legal
tasks using a sampling-based data generation
technique. Our approach begins with stage-
one, where we fine-tune task-specific LoORA
adapters and merge them into a single model.
This is followed by a stage-two full parame-
ter fine-tuning on the combined dataset, de-
signed to maximize the learning efficiency of
parameter-constrained models. Experimental
results demonstrate that our methodology en-
ables small models to achieve superior per-
formance over conventional fine-tuning ap-
proaches. Our system secured second place
in the VLSP 2025-LegalSLM challenge with
an average score of 0.7947.

1 Introduction

Legal text processing has emerged as one of the
most challenging applications in Natural Language
Processing, demanding sophisticated understand-
ing of intricate legal concepts, procedural knowl-
edge, and domain-specific reasoning capabilities
(Muresan et al., 2022) (Ariai et al., 2024). While
large language models have demonstrated remark-
able performance on legal tasks in well-resourced
languages such as English, developing effective
solutions for Vietnamese legal text processing re-
mains significantly constrained by both linguistic
complexity and computational limitations. Viet-
namese legal documents present unique challenges
including word segmentation ambiguities, complex
sentence structures, and intricate logical relation-

ships between legal concepts (Son et al., 2024) (Le
et al., 2025). The VLSP2025 Challenge on Viet-
namese Legal Small Language Models addresses
these needs by focusing on models with <4B pa-
rameters across three fundamental evaluation tasks:
legal citation usefulness classification, multiple-
choice legal question answering, and free-text legal
reasoning through syllogistic arguments. Figure 1
presents examples of these three legal reasoning
tasks that demonstrate the complexity and diversity
of the evaluation framework.

The development of Vietnamese legal NLP sys-
tems faces several critical challenges. First, the
scarcity of high-quality annotated Vietnamese legal
datasets significantly limits model development,
with available resources remaining substantially
smaller compared to English counterparts (?). Sec-
ond, computational constraints in Vietnamese or-
ganizations necessitate efficient models that can
operate within practical resource limitations while
maintaining competitive performance. Third, exist-
ing parameter-efficient fine-tuning techniques such
as Low-Rank Adaptation (LoRA) have not fully ex-
ploited the potential of combining multiple training
strategies to maximize small model capabilities in
specialized domains (Hu et al., 2022) (Dettmers
et al., 2023). Current approaches apply uniform
training methodologies across different task types,
failing to account for the distinct characteristics and
requirements of various legal reasoning scenarios.

This paper presents a two-stage training method
that combines task-specific LoORA fine-tuning with
full parameter fine-tuning for Vietnamese legal
language models. We first train separate LoORA
adapters for each task, then merge them and per-
form additional full fine-tuning on the combined
dataset. To address the limited training data, we
generate synthetic data using Gemini 2.5 Flash
API, expanding from approximately 150 public test
samples to create over 3400 through topic-guided



Task 1: Multiple Choice

Task 2: Natural Language Inference

Task 3: Syllogism

Tests factual knowledge of legal texts.

Question: "Ngudi ndp thué cé nghia vy

gi..?" Premise: "Theo Két luan 83-KL/TW..."

Choices: ["Phai ghi ma s6 thué...", "Chi
phai ghi...", ..]

Output: 1 (Index of correct answer) Output: "C6"

Evaluates logical relationships between legal
premises and conclusions.

Hypothesis: "Diéu luat dugc cung cdp co
thé dung dé tra 14 cau hdi trén khong?”

Tests open-ended legal reasoning and
argumentation.

Question: "Ong A la nguoi siv dung dét da
hét thoi han .. hay phan tich va quyét dinh
quyén gia han st dung dét cia dng A...."

Output: "Ong A khdng con quyén gia han
theo quy dinh do khong ndp hé so diing han."

Figure 1: An overview of the three legal reasoning tasks in the VLSP2025 LegalSLM dataset.

search and manual filtering.
The main contributions of this work include:

* Two-stage training methodology: We com-
bine task-specific LoRA fine-tuning followed
by full parameter fine-tuning, achieving better
performance than conventional training ap-
proaches.

* Synthetic data generation: We develop a
systematic approach to generate additional
training data from limited public test samples,
addressing data scarcity in Vietnamese legal
NLP.

The organization of the paper is as follows:
In Section 2, reviews related work in parameter-
efficient fine-tuning and data augmentation tech-
niques. Section 3, we explain our two-stage train-
ing methodology and synthetic data generation ap-
proach. Section 4 presents our experimental setup
and results analysis. Section 5 is the conclusion
and future work.

2 Related Works

2.1 Parameter-Efficient Fine-Tuning

Parameter-efficient fine-tuning has emerged as
a crucial technique for adapting large language
models to specialized domains while maintaining
computational efficiency. Low-Rank Adaptation
(LoRA) (Hu et al., 2022) introduced the founda-
tional approach of decomposing weight updates
into low-rank matrices (AW = BA), enabling effi-
cient adaptation with minimal trainable parameters.
Recent advances include QLoRA (Dettmers et al.,
2023) which enables fine-tuning of large mod-
els through 4-bit quantization, DoRA (Liu et al.,
2024) which decomposes weights into magnitude
and directional components achieving +3.7 points
improvement on reasoning tasks, and AdaLoRA
(Zhang et al., 2023) which uses dynamic parameter

allocation based on layer importance. Multi-stage
training approaches have shown promise for do-
main specialization, with recent work demonstrat-
ing that parameter-efficient methods can achieve
performance matching full fine-tuning while using
only 0.1% of model parameters in legal domain
adaptation (Li et al., 2022).

2.2 Vietnamese Legal NLP

Vietnamese legal text processing has gained signif-
icant attention with several foundational datasets
addressing the unique challenges of Vietnamese
legal language. The VLQA dataset (Nguyen et al.,
2025) represents the largest expert-annotated Viet-
namese legal QA resource with 3,129 questions
paired with 59,636 legal articles across 27 do-
mains. Vietnamese Legal Document Retrieval
(Pham Tien et al., 2024) introduced approaches
leveraging LLMs to generate over 500,000 syn-
thetic queries for Vietnamese legal passages, while
ViBidLQA (Ha et al., 2024) focused on bidding
law through LLM synthesis. Technical approaches
have converged on hybrid methodologies combin-
ing BGE-M3 dense retrieval, BM25 and semantic
search, addressing challenges of Vietnamese legal
text complexity (Son et al., 2024). Global advances
include LegalBench (Guha et al., 2023) with 162
legal reasoning tasks and SaulLM-7B (Colombo
et al., 2024), the first 7B parameter model designed
for legal comprehension.

2.3 Data Augmentation for Legal NLP

Data augmentation for legal NLP has evolved be-
yond simple paraphrasing to sophisticated domain-
aware approaches. DALE (Ghosh et al., 2023)
represents the flagship legal augmentation frame-
work, addressing unique challenges of legal lan-
guage through encoder-decoder models with se-
lective masking, achieving 1%-50% absolute im-
provements across 13 datasets. Large language



model-based generation has become dominant,
with Self-Instruct (Wang et al., 2022) demonstrat-
ing generation of 100K examples from 175 seed
examples, while recent research emphasizes that
high-quality, smaller datasets outperform large un-
validated datasets. Sampling-based generation
(Kudalkar et al., 2024), back-translation methods
(Koksal et al., 2023), and transformation-based ap-
proaches (Gandhi et al., 2024) provide different
strategies for synthetic data creation.

The convergence of parameter-efficient fine-
tuning methods with sophisticated data augmen-
tation techniques provides the foundation for ad-
vanced training approaches in Vietnamese legal
NLP. The combination of task-specific adaptation
through LoRA-based methods and synthetic data
generation addresses both the computational con-
straints and data scarcity challenges characteristic
of Vietnamese legal Al development.

3 Methodology

In this section, we describe our approach to address
the Vietnamese legal reasoning tasks, including the
following components: 1) Synthetic Data Genera-
tion using Sampling-based Approach; 2) Two-Stage
Training Architecture; 3) Model Configuration and
Training Setup.

The primary challenge in this competition stems
from the limited data availability for each task,
with only approximately 150 samples per task in
the public test set. To address this constraint, we
developed a systematic approach combining syn-
thetic data generation with an efficient two-stage
training methodology designed to maximize learn-
ing efficiency of parameter-constrained models.

3.1 Synthetic Data Generation

To overcome the data scarcity challenge, we em-
ployed a sampling-based generation approach lever-
aging the Gemini 2.5 Flash API with Grounding
with Google Search' functionality. Our methodol-
ogy follows these systematic steps:

Few-shot Example Selection: For each gener-
ated sample, we randomly selected 5 samples from
the 150 available public test samples for the cor-
responding task. This random sampling ensures
diverse coverage of legal domains and question
patterns while maintaining reproducibility through
code-based selection rather than manual curation.

Legal Domain Identification: Using the ran-

1https://ai. google.dev/gemini-api/docs/google-search

domly selected few-shot examples, the model pro-
poses specific legal domains relevant to Viet-
namese law. For instance, the multiple-choice task
might suggest "traffic regulations for individuals
under 18 years" as a focus area based on the pat-
terns observed in the few-shot examples.

Grounding-based Content Retrieval: We uti-
lized "Grounding with Google Search" to auto-
matically search for legal articles, regulations, and
case studies related to the proposed legal domain.
This approach ensures that generated content is
grounded in actual Vietnamese legal documents
and current legal practices.

Task-specific Data Generation: Based on the
retrieved legal context, the model generates training
data in the required format:

For Multiple Choice Questions: Generate ques-
tions with four answer choices based on legal arti-
cles, including correct answers.

For Natural Language Inference: Create legal
document excerpts paired with specific legal ques-
tions, where the task asks "Can the provided legal
provision be used to answer the above question?"
requiring yes/no classification.

For Syllogism Questions: Generate complex le-
gal scenarios that require multi-step reasoning and
logical analysis to reach well-justified conclusions.

Quality Control: All generated samples under-
went manual filtering and validation to ensure le-
gal accuracy, linguistic quality, and alignment with
Vietnamese legal standards. This step was crucial
for maintaining dataset integrity and preventing
propagation of legal inaccuracies.

3.2 Two-Stage Training Architecture

Our experimental analysis revealed that a two-stage
training approach significantly outperforms con-
ventional fine-tuning methods. The methodology
addresses the challenge of uneven data distribu-
tion across tasks while maximizing parameter effi-
ciency.

Stage One - Task-Specific LoRA Training:
We train separate LoRA adapters for each of the
three legal reasoning tasks using their respective
synthetic datasets:

Independent Training: Each LoRA adapter is
trained separately on its corresponding task dataset
(Multiple Choice, NLI, or Syllogism).

Optimal Checkpoint Selection: Due to uneven
data distribution across tasks, each LoRA adapter
reaches optimal performance at different train-
ing steps. We select the best checkpoint for each



adapter based on validation performance on the
development set.

LoRA Configuration: Rank=16, Alpha=32,
Dropout=0.1, targeting approximately 0.1% of total
model parameters for efficient adaptation.

Adapter Merging: The three specialized LoRA
adapters are merged using linear interpolation
to create a unified model incorporating all task-
specific knowledge.

Stage Two - Full Parameter Fine-tuning:
Starting from the merged LoRA model, we per-
form full parameter fine-tuning on the combined
dataset:

Combined Dataset Training: Full fine-tuning on
all three task datasets simultaneously for 2 addi-
tional epochs.

Performance Optimization: This stage achieves
lower training loss and higher evaluation scores
compared to alternative approaches such as direct
full fine-tuning or LoRA-only training.

3.3 Experimental Setup

LoRA Configuration: We applied LoRA to all
linear modules in the transformer architecture with
rank=16, alpha=32, and dropout=0.1. This con-
figuration provides an optimal balance between
parameter efficiency and adaptation capability for
legal domain specialization.

Training Hyperparameters: The learning rate
was set to 2e-4 for LoRA training in Stage 1 and Se-
5 for full parameter fine-tuning in Stage 2. We used
a context length of 4096 tokens to accommodate
the longer legal documents and complex reasoning
scenarios present in the dataset.

Training Procedure: In Stage 1 (LoRA fine-
tuning), we trained the model with LoRA adapters
and selected the best-performing checkpoint based
on performance on the public test set. In Stage 2
(full fine-tuning), we trained all model parame-
ters for 2 epochs, and the training data included
both the original training set and the public test set
to enhance robustness and generalization in legal
reasoning.

Base Model Selection: We experimented with
multiple 4B parameter models, ultimately selecting
Qwen3-4B-Base due to its superior performance
on Vietnamese text processing tasks and strong
foundational capabilities for legal reasoning.

Evaluation Framework: We evaluated each
checkpoint on the public test set using different
methodologies for each task type:

For Multiple Choice and NLI tasks: We utilized

the LM-Evaluation-Harness framework” which
provides standardized evaluation protocols with
few-shot prompting and exact match accuracy scor-
ing.

For Syllogism Questions: We employed Qwen3-
32B-AWQ as an LL.M-as-a-Judge evaluator to as-
sess the quality of generated reasoning against
ground truth answers. This approach allows for
nuanced evaluation of complex legal reasoning that
goes beyond simple text matching.

Hardware and Infrastructure: All experi-
ments were conducted on 2xA30 GPUs with 48GB
memory total, using mixed precision bf16 training
and Deepspeed ZeRO-3 offload for memory opti-
mization while maintaining model performance.

4 Results and Performance Analysis
4.1 Dataset Overview

Our synthetic data generation approach success-
fully addressed the data scarcity challenge inherent
in the VLSP 2025 LegalSLM dataset. Starting
from approximately 150 samples per task in the
public test set, we expanded the training corpus
significantly across all three legal reasoning tasks.’

Original Generated
Multichoice Questions 146 803
NLI Questions 150 745
Syllogism Questions 144 1989
Total Samples 440 3537

Table 1: Dataset expansion through synthetic data gen-
eration using Gemini 2.5 Flash API with Grounding
search

After manual review, the synthetic data genera-
tion process achieved substantial expansion ratios:
5.5x for Multiple Choice Questions, 5.0x for NLI,
and 13.2x for Syllogism Questions. The higher
generation ratio for Syllogism tasks reflects both
the complexity of legal reasoning scenarios and the
model’s capability to generate diverse legal case
studies through grounded search.

4.2 Training Methodology Comparison

Our experimental results demonstrate the effective-
ness of the two-stage training approach compared

2https:// github.com/EleutherAl/lm-evaluation-harness

*The official public test data used in this work is available
at: https://huggingface.co/datasets/luan
ngo/Vietnamese-Legal-Chat-Dataset . All data
are formatted following the ShareGPT conversation format to
ensure compatibility with instruction-tuned LLMs.


https://huggingface.co/datasets/luanngo/Vietnamese-Legal-Chat-Dataset
https://huggingface.co/datasets/luanngo/Vietnamese-Legal-Chat-Dataset

Training Method MC (%) NLI (%) Syllogism (%) Average (%)
Two-stage Training (Ours)  95.89 97.33 62.50 85.24
Full Fine-tuning 94.52 96.00 63.19 84.57
LoRA Training Only 88.35 93.33 56.94 79.54
QLoRA Training Only 89.04 92.66 55.56 79.08

Table 2: Performance comparison across different training methodologies on VLSP 2025 LegalSLM public test set

Base Model

MC (%) NLI (%) Syllogism (%) Average (%)

Qwen3-4B-Base 95.89
Qwen3-4B-Legal-Pretrain 97.26
Qwen3-4B-Instruct-2507 92.47
Qwen3-4B 89.04
Gemma-3-4B-IT 90.41
Qwen3-4B-Thinking-2507 85.62
Hunyuan-4B-Pretrain 80.82
Hunyuan-4B-Instruct 76.71
Gemma-3-4B-PT 78.77

97.33 62.50 85.24
96.00 61.11 84.79
92.00 58.33 80.93
92.67 55.56 79.09
89.33 54.17 71.97
90.67 51.39 75.89
86.00 47.22 71.35
82.67 54.17 71.18
84.00 45.83 69.53

Table 3: Performance comparison across different 4B parameter base models using two-stage training methodology

to conventional fine-tuning methods across all three
legal reasoning tasks.

The results reveal several key insights about
training methodologies for Vietnamese legal NLP.
Our two-stage approach achieves the highest av-
erage performance at 85.24%, outperforming full
fine-tuning by 0.67 percentage points and signifi-
cantly surpassing parameter-efficient methods by
over 5 percentage points. The approach proves
particularly effective for Multiple Choice and NLI
tasks, achieving over 95% accuracy on both, while
maintaining competitive performance on the more
challenging Syllogism reasoning task.

4.3 Base Model Analysis

We conducted comprehensive experiments across
multiple 4B parameter base models to identify op-
timal foundations for Vietnamese legal reasoning
tasks.

The base model analysis reveals significant
performance variations across different founda-
tion models. Qwen3-4B-Base achieves opti-
mal overall performance, followed closely by the
legal-pretrained variant. Interestingly, the legal-
pretrained model shows superior performance on
Multiple Choice questions but slightly lower per-
formance on NLI and Syllogism tasks, suggesting
that specialized legal pretraining benefits factual
legal knowledge but may not universally improve
complex reasoning capabilities.

The Qwen model family consistently outper-

forms alternatives, with Gemma and Hunyuan
models showing progressively lower performance.
This pattern indicates that model architecture and
pretraining data quality significantly impact Viet-
namese legal reasoning capabilities, with Qwen’s
multilingual pretraining providing advantages for
Vietnamese legal text processing.

4.4 Task-Specific Performance Analysis

The performance distribution across tasks reveals
fundamental differences in Vietnamese legal rea-
soning complexity. Multiple Choice and NLI tasks
achieve consistently high performance (>95% for
top methods), while Syllogism reasoning presents
substantial challenges across all approaches. This
disparity reflects the transition from factual legal
knowledge assessment to complex legal reasoning
and argumentation skills.

The two-stage training approach shows particular
strength in bridging this gap, maintaining competi-
tive performance on Syllogism tasks while achiev-
ing near-perfect accuracy on classification tasks.
This balance demonstrates the methodology’s ef-
fectiveness in handling the diverse requirements of
Vietnamese legal Al applications.

The synthetic data generation approach proved
crucial for enabling effective training despite orig-
inal data limitations. Quality control measures
ensured legal accuracy while providing sufficient
diversity for robust model development. This ap-
proach enabled our team to achieve second place



in the VLSP 2025 LegalSLM challenge with an
average score of 0.7947 on the private test set.

5 Conclusion and Future Work

In this paper, we presented a two-stage training
methodology for Vietnamese legal small language
models that effectively addresses the challenges
of data scarcity and computational constraints.
Our approach combines sampling-based synthetic
data generation using Gemini 2.5 Flash API with
Grounding search and a novel two-stage train-
ing strategy that sequentially applies task-specific
LoRA adaptation followed by full parameter fine-
tuning. We demonstrated that this methodology
significantly outperforms conventional fine-tuning
approaches, achieving 85.24% average accuracy
across three legal reasoning tasks and securing sec-
ond place in the VLSP 2025 LegalSLM challenge
with a final score of 0.7947.

In future work, we plan to explore more sophisti-
cated synthetic data generation techniques, includ-
ing multi-agent approaches for generating more
diverse legal scenarios and incorporating domain
expert feedback loops for improved quality control.
Additionally, we will investigate the application
of our two-stage methodology to larger parame-
ter models when computational resources permit,
and extend our approach to other Vietnamese le-
gal NLP tasks such as legal document summariza-
tion and contract analysis. We also aim to develop
more robust evaluation frameworks specifically de-
signed for Vietnamese legal reasoning to better
assess model capabilities in real-world legal appli-
cations.
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