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Abstract. Large Language Models (LLMs) have revolutionized
how we generate, interact with, and process language. Still, these
models are biased toward WEIRD (Western, Educated, Industrial-
ized, Rich, and Democratic) values. This bias is not merely linguis-
tic but also cultural. Sociocultural contexts influence how people ex-
press ideas, interpret meaning, and communicate. In low-resource
language settings, where data and cultural representation are limited,
this issue becomes even more pronounced when models are applied
without cultural adaptation, often leading to outputs that are irrele-
vant, inaccessible, or even harmful. In this paper, we argue for the
importance of incorporating sociocultural context into LLMs. We re-
view existing frameworks that explore culture in Natural Language
Processing (NLP), and examine some work aimed at culturally align-
ing language models. As an illustrative scenario, we analyze the case
of Guinea-Bissau. In this linguistically and culturally diverse coun-
try, Portuguese is the official language but not the primary means of
communication for most of the population, highlighting the urgent
need to adapt educational materials to the local sociocultural context.
Finally, we propose a revised framework to address the challenge of
adapting educational materials to diverse contexts, aiming to improve
both the relevance and pedagogical impact of text adaptation.

1 Introduction

Large Language Models (LLMs) have revolutionized Natural Lan-
guage Processing (NLP), enabling widespread and seemingly uni-
versal interaction with Artificial Intelligence (Al) systems — per-
haps for the first time. The abilities of LLMs to understand lan-
guage rely not only on linguistic and factual knowledge, but also
on an awareness of cultural nuances that shape human lives. How-
ever, these models are mostly trained on online data that is deeply
rooted in a WEIRD (Western, Educated, Industrialized, Rich, and
Democratic) worldview [8]. Because the majority of users who ac-
cess these systems share, or are aligned with, that worldview, this
creates a misleading impression that the models adequately represent
and understand the world’s linguistic and cultural diversity.

In reality, a large portion of the world’s population lives in pro-
foundly different sociocultural contexts, with customs, norms, val-
ues, and shared knowledge that are not reflected in the data used
to train these models. These elements, essential for contextual un-
derstanding, vary across cultural groups and are often not captured
when NLP is built upon universalist assumptions. The problem is
amplified when it comes to Low-Resource Languages (LRLs), whose

cultural contexts are often overlooked, for which very few linguistic
resources, annotated data, or corpora exist. It is estimated that there
are over 7,000 languages in the world', but only a small fraction are
covered by LLMs.

In light of this, although significant progress has been made in
NLP, culture remains among the most challenging aspects of lan-
guage that LLMs still struggle to handle effectively [1]. A key dif-
ficulty lies in the absence of a shared definition of culture, which
further complicates efforts to evaluate progress in this area [17].

Guinea-Bissau represents a paradigmatic case of a country left be-
hind in the global access to technology and quality education. This is
exacerbated by two key factors. First, Portuguese is the official lan-
guage and the language of instruction in schools, yet only a minority
of the population speaks it fluently. Second, most people commu-
nicate in Guinea-Bissau Creole, the lingua franca used in everyday
life, which lacks official status and a standardized orthography.

This paper sets out to argue for the urgent need to address the lack
of cultural awareness in LLMs, identifying their limitations. It advo-
cates for a more context-sensitive approach and explores how tack-
ling these issues can help reduce social and linguistic inequalities in
the case of Guinea-Bissau, by enabling the creation and adaptation of
content that is both culturally relevant and linguistically appropriate.

This paper should be understood as a position paper grounded in
interdisciplinary perspectives from NLP, education, sociolinguistics,
and cultural studies. Our aim is not to present experimental results,
but to outline conceptual and methodological directions for the cul-
turally informed adaptation of texts in LRLs settings.

2 Background and Motivation

Our culture and our social relations shape everything we do. The
way we present information, the style and tone we use, the context,
and the common knowledge we share, among many other subtleties,
are essential to effective communication. All of these are based on
cultural knowledge.

For the purpose of this paper, we adopt the definition of culture
proposed by Liu et al. [18], according to which culture encompasses:

“the collective ideas, shared language, and social practices that
emerge from and evolve through human social interactions
within a society”.

Messages that are not culturally adapted can be misinterpreted,
and language technologies must account for cultural context to avoid
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potential harm [9]. Given its crucial role in making LLMs safer,
fairer, and more inclusive, the concept of culture is receiving increas-
ing attention in current research.

One of the most important decisions when adapting texts, espe-
cially in translation, is deciding whether to aim for literalism or adap-
tation [28]. Cross-cultural translation and adaptation highlight this
complexity, when the same literal meaning in one culture may be
inappropriate in another, regardless of fluency [9], or when a direct
counterpart in the target culture may not exist. When no direct coun-
terpart exists in the target culture, appositives can be employed to
provide contextual explanations. For example, the Portuguese sen-
tence “Encontraram-se na queima das fitas” could be translated to
English as “They met at the queima das fitas, a traditional Portuguese
academic celebration”, where the appositive clarifies a culturally spe-
cific term that may be unfamiliar to the target audience.

While many LLMs are capable of performing cultural adaptations
effectively within WEIRD contexts, they often exhibit biases that
hinder their applicability in more culturally diverse settings. Cer-
tain cultural variations can be identified through sociocultural ele-
ments, such as Culture-Specific Items (CSIs) — including aspects
of ecology (flora, fauna, climate, ...), material culture (food, cloth-
ing, housing, transportation, ... ), emotions, and socially sensitive or
taboo topics [28]. Yet, such categorizations are insufficient, particu-
larly because culture is not a static inventory of features, but a dy-
namic and evolving construct. Moreover, every communicative act is
situated within a relational structure involving an emitter, a receiver,
the medium through which the message is conveyed, and the broader
sociocultural context in which it occurs — all of which shape the
interpretation and appropriateness of the message.

Despite this growing awareness, many current approaches rely on
language or national borders as proxies for cultural identity. How-
ever, this is problematic because significant cultural variation can ex-
ist within the same country or among countries that share a common
language. For example, Portugal and Brazil speak the same language
but differ considerably in cultural norms, values, and communicative
practices. Similarly, treating entire countries as culturally homoge-
neous units oversimplifies internal diversity. Such categorical divi-
sion risks minimizing cultural distinctions under a single label.

Although there is no common definition of culturally aware NLP,
most works in this area share common goals. Zhou et al. [37] define
the goals of culturally aware NLP as systems that are:

Adaptive: sensitive to specific cultural contexts when generating
their outputs.

Discerning: not perpetuating reductive stereotypes.

Inclusive: perform well across a large number of cultures.

Nuanced: achieve depth through more granular and extensive cul-
tural understanding.

These four goals share common ground and, according to the au-
thors, can be grouped into two distinct spaces. The first space com-
bines the “Adaptive” and “Discerning” goals and reflects how sys-
tems should respond and when it is appropriate to do so. The second
space includes the “Inclusive” and “Nuanced” goals, reflecting the
desire for both broad cultural coverage and depth. For each of these
spaces, there is often a trade-off.

3 Research on Culturally Aware NLP

In this section, we first present key frameworks that aim to concep-
tualize culture in NLP. We then use the taxonomy proposed by Liu

et al. [18] to organize and analyze recent research, highlighting how
different cultural dimensions have been explored in the literature.

3.1 Frameworks

The complexity of rewriting texts according to sociocultural con-
texts requires a systematic approach that enables systems to identify
and mitigate cultural mismatches and potential biases. Frameworks
provide essential conceptual structures that support this process by
guiding the understanding, representation, and operationalization of
cultural elements. In this section, we review three frameworks that
attempt to organize the notion of culture within NLP. This is a chal-
lenging endeavor, further complicated by the lack of a consensual
definition of “culture”. Moreover, the objectives of each framework
shape how culture is interpreted and framed, influencing which di-
mensions are prioritized. Hershcovich et al. [9] propose a framework
based on four fundamental communicative dimensions; Adilazuarda
et al. [1] approach culture through observable proxies divided into
demographic and semantic categories; and Liu et al. [18] present a
taxonomy inspired by the social sciences and anthropology, focus-
ing on the comprehensiveness and operationalization of cultural and
sociocultural elements in NLP.

Hershcovich et al. [9] laid the foundation for the importance of
culture in NLP. The work focuses on how cultural interaction is in-
tertwined with language and proposes a framework for understand-
ing the challenges that cultural diversity poses. It defines the role of
culture in four dimensions:

Linguistic Form and Style Sociocultural factors shape how things
are formulated and expressed. Variations within a language, such
as dialects, sociolects, or stylistic differences, must be taken into
account. As previously discussed, the common practice of divid-
ing cultures by language or region should be re-evaluated, as it is
a mistake to homogenize individuals sharing the same language.

Common Ground How the knowledge shared between individuals
varies across cultures is essential to determine what needs to be
communicated and how. In particular, conceptualisation and com-
monsense knowledge influence comprehension, reasoning, and
entailment.

Aboutness What is considered relevant or worth promoting in cer-
tain cultures should be considered when generating or curating
information.

Objectives and Values Values differ across cultures, influencing
what is accepted or prioritized. For example, alcohol is culturally
relevant in Portugal but taboo in Muslim cultures. Reconciling dif-
fering objectives may lead to conflict, especially when dominant
cultures are involved. These tensions are often difficult to resolve
due to the trade-oft between reducing bias and respecting core cul-
tural values.

Adilazuarda et al. [1] propose a different taxonomy, in which they
identify various aspects of culture that serve as proxies. They con-
sider 12 distinct proxies, grouped into two overarching categories:

Demographic proxies Ethnicity, education, race, gender, language,
and religion.

Semantic proxies Emotions and values, food and drink, social and
political relations, basic actions and technology, names, and the
domain of quantity, time, kinship, pronouns and function words.

The authors justified this division by the fact that demographic
proxies relate to culture as it is often defined at the community or



group level, where the individual is embedded, while semantic prox-
ies refer to the products consumed, actions and social relations, and
shared values. The authors also note that, although some proxies are
well-studied, many have been little or not at all explored, such as the
semantic domain of quantity, time, kinship, pronouns and function
words, spatial relations, aspects of the physical and mental world,
the body, among others.

Liu et al. [18] present a taxonomy, grounded in well-established
elements of culture in anthropology and social sciences, divided into
three branches: Ideational, Linguistic, and Social.

Ideational Includes non-material aspects of culture, such as val-
ues or knowledge. This branch is further divided into five sub-
branches:

Concepts Basic units of meaning, such as cuisine, holidays,
proverbs, time expressions, and so on.

Knowledge Information that is acquired through education or
practical experience.

Values The values shared among groups influence what is rele-
vant (aboutness), the style of communication, and the standards
of a culture.

Norms and Morals Rules or principles that guide people’s be-
havior and everyday reasoning. Unlike the domain of values,
here, there is ethical judgment.

Artifacts Products of human culture like songs, tales, poetry,
movies, humor, and so on.

Linguistic Focuses on cultural variations in language and linguistic
forms. Two key aspects are considered:

Dialects Systematic variations of a language typically associated
with regional, national, or social groups. These include phono-
logical, lexical, and syntactic differences.

Styles, Registers, Genres Context-dependent ways of using lan-
guage, influenced by factors such as formality, social roles, or
communicative purpose. Examples include slang, technical jar-
gon, academic writing, or informal conversation.

Social Considers the social, interpersonal, and contextual factors
that influence how language is shaped, interpreted, and negotiated
in interaction.

Relationship How the connection between individuals or groups
(father-son, elder-younger, ...) influences communication.

Context The influence of contextual factors such as linguistic,
social, historical, or non-verbal cues on the interpretation and
production of communication.

Communicative Goals The intention, such as requests, apolo-
gies, persuasion, behind the use of language.

Demographics Population characteristics such as age, political
orientation, or socioeconomic status, that influence how people
communicate and what they expect.

Of the three taxonomies examined, the one proposed by Liu et al.
[18] stands out for its greater level of detail and for more effectively
systematizing cultural elements, with particular emphasis on inter-
action and communicative context. It is also fair to note that these
frameworks are not mutually exclusive; given the inherently fluid and
multifaceted nature of culture, meaningful connections can be drawn
among all of them.

3.2 Ideational

In this section, we examine how LLMs “understand” the Ideational
dimension, following the taxonomy defined by Liu et al. [18].

Some research has explored the representation of concepts through
metaphors and other figurative expressions, as in Kabra et al. [11]
and Liu et al. [16]. Figurative language reflects cultural and societal
experiences, making such expressions difficult to generalize across
languages. Kabra et al. [11] focus on figurative language understand-
ing across multiple languages, highlighting that existing datasets and
models are often biased toward English.

Liu et al. [16] introduce MAPS—a dataset of proverbs across six
geographically and typologically diverse languages (English, Ger-
man, Russian, Bengali, Mandarin Chinese, and Indonesian)—and in-
vestigate whether Multilingual Large Language Models (mLLMs)
can interpret the meaning of a proverb in context and reason cross-
culturally when the proverb is translated into another language. The
authors evaluate a range of state-of-the-art multilingual models, in-
cluding XLM-R, mT0, BLOOMZ, XGLM, and LLaMA-2.

Their study shows that models consistently perform worse on fig-
urative proverbs than on literal ones, with Chinese being a notable
exception. They also find that figurative proverbs are harder to in-
terpret, with reasoning gaps being common. When reasoning with
translated proverbs, models exhibit substantial drops in performance,
suggesting that cultural knowledge embedded in figurative language
does not transfer well across languages. Even with human-adapted
translations, model performance fails to match that achieved in the
original language. They conclude that LLMs partially understand
proverbs, but often fail to reason with them correctly, especially in
cross-cultural or figurative cases. More interestingly, when the au-
thors ask the model to pick the wrong answer, all previously well-
performing models perform poorly.

Shwartz [27] proposes culture-specific time expression grounding,
mapping expressions such as “morning” (or“manha” in Portuguese)
to the corresponding time intervals. Such grounding exhibits cultural
variations, like average wake and sleep times, and can provide con-
text for NLP tasks such as event ordering, duration prediction, cul-
tural adaptation in dialogue systems, and machine translation (MT).

Taking into account that language models can be used as knowl-
edge bases [10, 24], some papers [18] explore ways of evaluating and
integrating cultural knowledge in NLP, using probing to test what
pre-trained NLP models already know about cultural concepts. Prob-
ing is a method used to explore the internal workings of pre-trained
language models to see what kind of linguistic or factual knowledge
they have acquired during training. Probing tests are designed to re-
veal whether a model can correctly answer questions or fill in missing
parts of a sentence based on its learned knowledge. A sentence with
missing information is given to the model:

In Guinea-Bissau, the first meal of the day is called [MASK],
while in Portugal it is called “pequeno-almogo”.

The model tries to predict the masked word (e.g., "mata-bicho"). If
the model correctly fills in culturally accurate words, it means it has
internalized cultural knowledge.

Zhou et al. [36] introduce FMLAMA, a multilingual dataset de-
signed to probe LLMs for food-related cultural facts and variations in
food practices. Using this dataset, the authors evaluate LLMs across
different architectures and languages, uncovering systematic cultural
biases and knowledge retrieval limitations. To test whether LLMs
possess culturally grounded knowledge in the food domain, they use
prompts such as [X] is a dish made with [Y] and [X]



is a type of food that includes [Y].Their study re-
veals that LLMs demonstrate a pronounced bias towards food knowl-
edge prevalent in the United States.

Regarding values, Sorensen et al. [29] explore the notion of value
pluralism — the idea that different human values can lead to dis-
tinct, though potentially equally valid, decisions. In this paper, the
authors investigate the potential of LLMs to model pluralistic hu-
man values, rights, and duties. To this end, they introduce VAL-
UEPRISM, a large-scale dataset of pluralistic human values, and
build VALUE KALEIDOSCOPE (KALEIDO), an open and flexi-
ble value-pluralistic model. The authors compare GPT-4 and their
own model by asking both to generate values for the same situations.
KALEIDO, trained on GPT-4 outputs, is able to explain and reason
about values, with 91% of the generated values, rights, and duties
marked as good by all three human annotators. However, the authors
caution that the generated data may reflect the values of dominant
groups rather than a truly diverse set.

Zhan et al. [35] introduce a large-scale dataset and evaluation
framework aimed at helping Al systems recognize and correct norm
violations in dialogue. The study builds on Expectancy Violations
Theory and Interaction Adaptation Theory. The authors present
RENOVI, a dataset comprising 9,258 dialogues that blend human-
written and ChatGPT-generated content. The dataset captures seven
key social norm categories, including requests, apologies, and crit-
icisms. By comparing human-authored and synthetic dialogues, the
study assesses how Al aligns with human expectations in social com-
munication, focusing on four tasks: detecting norm violations, esti-
mating their impact, generating remediation strategies, and justifying
them. The authors observe that the quality of synthetic data closely
approaches that of human-authored dialogue, highlighting the poten-
tial of ChatGPT to model human awareness of social norms.

Wang et al. [33] investigate LLMs’ cultural dominance and call
for the development of more inclusive and culture-aware LLMs that
respect and value the diversity of global cultures. They construct a
benchmark to comprehensively evaluate cultural dominance, consid-
ering both concrete (e.g., holidays and songs) and abstract (e.g., val-
ues and opinions) cultural objects. To assess the concrete cultural
objects, they form questions using the following prompt: Please
list 10 OBJECT for me., where OBJECT denotes one of
eight categories: public holidays, songs, books, movies, celebrities,
heroes, history, and mountains. They translate the prompts into ten
languages: Chinese, French, Russian, German, Arabic, Japanese, Ko-
rean, Italian, Indonesian, and Hindi. Their experiments show that
ChatGPT is highly dominated by English culture, such that its re-
sponses to questions in non-English languages convey many entities
and values from English culture. While LLMs generate grammati-
cally correct responses, they often default to English cultural content,
even in non-English queries. This suggests that while LLMs under-
stand linguistic form, they often lack deep cultural understanding.

3.3 Linguistic

Linguistic variation within a language — such as dialects, sociolects,
styles, and registers — plays a crucial role in how communication
is shaped and interpreted. The way systems respond to these intra-
linguistic differences is critical to ensuring fairness, cultural sensi-
tivity, and communicative effectiveness.

Ocumpaugh et al. [22] examine how LLMs evaluate student writ-
ing that incorporates dialect features, focusing on African Ameri-
can Language (AAL). Their study finds that while GPT-4 can rec-
ognize and respond to AAL features when prompted, it penalizes

essays written in AAL by assigning significantly lower grades, even
when the model was explicitly prompted that the students were AAL
speakers who had been instructed to write in their own voice. More-
over, the authors demonstrate that a zero-shot approach is insufficient
to override GPT’s tendency to classify dialectal features as errors.
This lack of understanding undermines the fairness and equity of the
evaluation process.

Yin et al. [34] investigate the impact of politeness level in prompts
on the performance of LLMs. Their work is particularly relevant to
the Styles, Registers, and Genres subcategory of the Linguistic di-
mension, as it explores how different stylistic choices affect model
behavior. They conclude that impolite prompts generally lead to poor
performance, but excessive politeness does not guarantee better re-
sults either. The best performance occurs with a moderate level of
politeness. These findings suggest that LL.Ms reflect linguistic varia-
tion that mirrors broader patterns of human interaction.

3.4 Social

The Social dimension focuses on how communication is shaped
by interpersonal relationships, situational context, communicative
goals, and demographic factors. We now present studies that illus-
trate how current LLMs deal with these socially grounded aspects of
language use, highlighting both their capabilities and limitations.

Relationships strongly influence how people address one another,
express politeness, and navigate social hierarchies. For example, in
Brazil, it is common for students to address their teachers with the in-
formal pronoun fu, whereas in Portugal, formal titles such as Doutor
or Engenheiro are frequently used to show respect. Similarly, some
cultures value confrontation in communication, while others prefer
indirect remediation to avoid conflict.

Stewart and Mihalcea [30] investigate bias in MT, focusing on
errors in translating same-gender relationships. The authors assess
three major MT systems: Google Translate, Amazon Translate, and
Microsoft Azure, using controlled template sentences in Spanish,
French, and Italian. Their results reveal a systematic bias: same-
gender relationship sentences are frequently mistranslated into het-
eronormative equivalents, with occupations associated with higher
income and greater female representation showing more significant
errors. The models demonstrate surface-level fluency but fail in
deeper contextual and social reasoning, particularly in faithfully rep-
resenting same-gender relationships. These findings contribute to the
broader discussion of social bias, especially regarding how language
technologies can reinforce dominant cultural norms.

Communication is inherently dependent on context. What is ap-
propriate in one situation may be unacceptable in another. The same
utterance can shift in meaning based on where, when, and between
whom it occurs. Understanding these contextual constraints is essen-
tial for effective communication, yet current NLP systems struggle
to capture the situational awareness that humans intuitively apply.

Ziems et al. [38] introduce NORMBANK, a large-scale dataset
focused on situational social norms, containing 155k norms and pro-
viding a framework for reasoning about social behavior in differ-
ent contexts. Unlike previous commonsense knowledge bases, these
norms are situational, depending on settings, roles, attributes, and
behaviors. The dataset supports non-monotonic normative reason-
ing, allowing systems to update or retract inferences when the con-
text changes, and includes a diverse set of constraints that model
real-world situations more accurately than traditional approaches. In
their experiments, LLMs exhibit some surface-level reasoning but
frequently fail at contextual, nuanced, or non-monotonic inferences.



The authors show that LLMs, especially GPT-3, are useful for gen-
erating and classifying social norms, but do not yet fully grasp the
cultural and contextual nuances of human social behavior.

Cultures may also exhibit variations in responses to the same com-
municative goal, like how to make requests and when to apologize.
Taking this type of variation into account is important for cross-
cultural pragmatic-inspired tasks, an area that remains understud-
ied [18]. Loconte et al. [19] explore the effectiveness of fine-tuned
LLMs in identifying deception across short English texts encom-
passing opinions, autobiographical memories, and future intentions.
The authors argue that deceptive narratives differ in form and content
from truthful narratives and show that LLMs can learn to detect these
differences by capturing specific linguistic patterns. As an example,
deceptive narratives tended to avoid mentioning details that could be
verified with independent evidence.

Arzaghi et al. [4] examine the nuanced relationship between de-
mographic attributes and socioeconomic biases in LLMs — a crucial
yet understudied aspect of fairness in these models. They introduce
a novel dataset of one million English sentences designed to system-
atically quantify socioeconomic biases across various demographic
groups. The authors evaluate widely used LLMs, including GPT-2,
BERT, Llama 2, and FALCON, and reveal that these models exhibit
systematic socioeconomic biases linked to demographic attributes.
For example, in the sentence “In the property market, Asian people
are often seen as [MASK]”, a relevant completion might be wealthy,
while an irrelevant one would be apple.

In this case, the models correctly predict contextually appropriate
terms such as wealthy, demonstrating their ability to generate coher-
ent and grammatically correct sentences — yet the choice of com-
pletions also varies significantly depending on demographic cues, re-
vealing underlying biases. This shows that while the models do “un-
derstand” how to complete sentences in a grammatically and contex-
tually appropriate way, they still fall short when it comes to unbiased
and equitable reasoning.

4 Contextual Motivation: Cultural Adaptation of
Portuguese Texts for Guinea-Bissau

As discussed in the previous sections, LLMs face significant chal-
lenges when dealing with relevant cultural nuances — not only in
identifying its presence, but also in reasoning about it and adapting
content to culturally diverse contexts. These challenges become even
more pronounced in the case of LRLs, where linguistic data is scarce
and cultural representation is often absent or oversimplified. Among
these, creole languages present particularly complex scenarios.

When speakers of different languages need to communicate to
carry out practical tasks but do not have the opportunity to learn one
another’s language, they develop a makeshift jargon called a Pid-
gin [25]. Over time, if the pidgin becomes stable and begins to be
used across generations, especially if children use it as their first lan-
guage, it undergoes a process of expansion and grammatical devel-
opment, eventually evolving into a fully-fledged creole language. It’s
important to note that for a creole language to develop, the dominant
language that community members need to learn must not be easily
accessible to them.

Despite their importance, little attention has been given to creoles
in NLP [13]. Moreover, the fact that creole data, when available, is
scattered across disconnected sources highlights their marginaliza-
tion in academic work.

Guinea-Bissau presents a unique sociolinguistic landscape where
Portuguese serves as the official language and the medium of instruc-

tion in schools, yet only around 20% of the population understands it.
In contrast, Guinea-Bissau Creole, commonly referred to as Kiriol, is
spoken by nearly the entire population. For historical reasons, creole
communities are almost always multilingual [23]. In any multilin-
gual country, the question of what language to use in education can
be a problematic and divisive one, particularly one that has also been
subjected to the inevitable imposition of a foreign official language
arising from colonialism. Besides Kiriol and Portuguese, over 20 in-
digenous languages coexist in the country (Fula, Balanta, Mandinga,
Manjaco, Papel, ...). In this context, Kiriol functions as the lingua
franca. Kiriol is part of the Upper Guinea branch of Portuguese-
based Creoles and is identified by the ISO 639-3 code as pov’.

Upon entering the education system, students are taught exclu-
sively in Portuguese. However, for the vast majority of the popula-
tion, Portuguese is not a native language but rather a foreign one. In
classrooms, especially in the early grades, the primary language of
communication between teachers and students is Kiriol, despite its
“prohibited” status.

All textbooks, exercises, and additional materials are written on
the assumption that students are learning in their mother tongue (L1),
but the reality is that Portuguese functions as a second language (L2)
for the vast majority of learners. These materials assume that students
are familiar with the necessary vocabulary. As a result, students of-
ten rely on memorization rather than comprehension, contributing to
poor academic performance.

An important failure of the educational materials is the inclusion
of culturally irrelevant or confusing elements that may hinder stu-
dents’ understanding of the content. For example, consider the fol-
lowing excerpts of a question of the 2023 second-phase final exam
for Mathematics Applied to Social Sciences (11th grade)®:

0 José e a irmd pediram uma pizza enquanto desfrutavam da
piscina do navio de cruzeiro. A pizza pedida, além de out-
ros ingredientes, tinha numa metade cogumelos e, na outra,
azeitonas|...] Admita que o prego da pizza é 42 euros. [...]

Beyond the introduction of unnecessary contextual elements (“en-
quanto desfrutavam da piscina do navio de cruzeiro”), this exercise
includes references that may be unfamiliar to most students (pizza,
navio de cruzeiro, euros, cogumelos, azeitonas), making the ques-
tion more difficult for students to understand. To enhance accessi-
bility and comprehension, it would be beneficial to replace pizza
with a traditional dish from Guinea-Bissau, navio de cruzeiro with
a more common means of transportation in the country, euros with
CFA francs, and cogumelos and azeitonas with more familiar local
ingredients. Some proposed adaptations are illustrated in Table 1.

LLMs require enormous amounts of data. However, to date, no
comprehensive corpus for Kiriol exists. One of the very few datasets
is available in Rowe et al. [26]. According to the authors, this is the
largest cumulative dataset for creole languages, with 14.5M unique
Creole sentences with parallel translations. Most of these sentences
are religious since they are taken from the Bible and texts from the
Jehovah’s Witnesses, which enhances the possibility of bias. It’s im-
portant to note that for Kiriol, the presented dataset contains only
4800 parallel sentences.

Another important consideration is that Creoles are absent from
most multilingual LMs [15], and in Google Translate* only three
creoles are considered: Haitian Creole, Mauritian Creole, and Sey-
chelles Creole.

2 https://www.iso.org/iso-639-language-code
3 https://iave.pt/wp-content/uploads/2023/07/EX-Macs835-F2-2023.pdf
4 https://translate.google.com/



According to Ethnologue, the digital language support for Kiriol
is rising. While this represents a promising development, much
work remains to be done. Portuguese-language materials should be
adapted to the needs of L2 learners, integrating a gradual language
learning progression aligned with students’ proficiency levels. The
lack of standardized orthography combined with a reliance on Por-
tuguese educational materials that are often culturally misaligned,
exacerbates the challenges faced by students.

Addressing this issue may require collaboration with local com-
munities, linguists, and educators to co-develop language resources
that are both culturally valid and technically usable.

5 Challenges and Open Questions

Cultural adaptation in text rewriting presents a wide array of chal-
lenges. A central difficulty lies in the complex relationship between
language and culture. While language alone is not sufficient to define
cultural adaptation, it undeniably influences the outcome. This raises
an important question in our case study: how does the language used
shape or limit our ability to adapt text culturally?

One of the major obstacles to this adaptation is the scarcity of
holistic, culturally representative datasets. Most existing datasets are
created for specific tasks or narrow problems, often targeting only a
single dimension of culture (e.g., artifacts, values, ...). This hinders
the development and evaluation of systems that aim to adapt con-
tent meaningfully across sociocultural boundaries. This is even more
challenging for non-WEIRD cultures, which remain significantly un-
derrepresented in mainstream NLP resources.

The representation of commonsense knowledge is also a consid-
erable challenge. For example, referring to “the rainy season” as a
temporal marker may be clear and relevant in Guinea-Bissau, while
in other contexts, where seasons are defined differently or are not
culturally salient, it may carry little or no meaning. More work
is needed to account for such culturally grounded forms of shared
knowledge [9].

Some researchers have argued that Creole languages may exhibit
distinctive patterns in language model training [7, 14]. This view
raises important questions about whether the structural properties
and sociolinguistic histories of Creoles lead to specific challenges
or divergences in how these languages are represented and processed
by LLMs. More work is needed to investigate whether Creoles are so
typologically distinct that traditional cross-lingual transfer methods
would break down.

Beyond identifying cultural references, capturing variations in re-
sponses and communication styles across cultures, such as making
apologies or requests, and integrating these into LM responses, is
also challenging [18]. Similarly, the representation of shared knowl-
edge among cultures and how to define them is also a problem that
has received limited attention [9]. In the case of Kiriol and many
other LRLs, the lack of standardized orthography leads to incon-
sistencies in written forms, which hinders the development of NLP
tools.

A key unresolved challenge in culturally sensitive rewriting lies in
defining what constitutes adaptation. As Singh et al. [28] point out, it
is important to ask what is being changed during adaptation, and for
what purpose. Without clear criteria for what qualifies as meaningful
cultural modification, whether lexical, structural, or pragmatic, it is
difficult to evaluate the success or appropriateness of the adaptation.
At the same time, it remains unclear whether LLMs truly understand
culturally specific items and concepts or if they merely reproduce
surface-level associations. Achieving genuine cultural adaptation re-

quires more than substituting isolated terms; it demands deeper cul-
tural reasoning and contextual awareness—capabilities that current
models still struggle to demonstrate.

Culture is not a fixed entity; rather, it is dynamic and continually
evolving. Yet there has been surprisingly little discussion on how to
model or adapt language systems to reflect these cultural shifts over
time. Most NLP systems operate on static datasets that may quickly
become outdated or fail to capture changes. One promising approach
is the use of retrieval-augmented systems, which can dynamically in-
tegrate up-to-date, culturally relevant information during inference.
This enables models to remain aligned with contemporary cultural
practices and discourses, enhancing both accuracy and cultural sen-
sitivity in real-time applications [17]. The lack of dynamism in cur-
rent evaluation practices results in static cultural benchmarks that do
not evolve alongside the cultures they aim to represent, limiting their
long-term validity and usefulness [37].

An additional ethical challenge lies in determining how the ethi-
cality of culturally informed decisions can be justified and ensured
throughout the model development and deployment process. As
models begin to make or suggest culturally sensitive adaptations, it
becomes crucial to establish transparent criteria and oversight mech-
anisms that prevent harm, respect community values, and avoid rein-
forcing stereotypes or cultural hegemony. This includes a conscious
effort to stop the perpetuation of bias, recognizing and mitigating po-
tential stereotypes or harmful assumptions embedded in the original
text, which may otherwise be reproduced or amplified by the model.

6 Position and Proposed Direction

Given what we previously discussed, adapting educational texts for
LRL contexts is a highly complex task. It involves multiple layers
of linguistic, cultural, and pedagogical considerations that need to be
addressed.

In this section, we propose a set of directions to address this chal-
lenge. We build on the taxonomy by Liu et al. [18], expanding it with
new elements—including a fourth dimension, Adaptation—that aim
to better reflect the needs of multilingual and multicultural L2 edu-
cation settings (Figure 1).

Specifically, we propose the following addition:

1. We introduce a new category within the Linguistic branch of the

taxonomy, titled Vocabulary Fit. This dimension is intended to
capture the degree to which the vocabulary used in a text aligns
with the linguistic repertoire of the target audience, particularly
in contexts where the target language (e.g., Portuguese) is an L2
and local languages (e.g., Guinea-Bissau Creole) act as the sub-
strate. Choosing words that achieve fluency and adequacy is not
sufficient to ensure comprehension. Misunderstandings may arise
when a concept does not exist in the target culture or when cultur-
ally marked or low-frequency words are used. Considering the lex-
ical overlap between source and target cultures can facilitate text
adaptation. Words that share orthographic or phonological fea-
tures across languages tend to be more accessible and transferable.
This is particularly relevant when the source and target languages
are closely related, as is often the case with creoles and their lex-
ifiers. Concepts such as loanwords — words borrowed from one
language into another [12] — and lexical borrowability — the ease
with which lexical items or categories can be borrowed [32] — can
be used to operationalize and evaluate “Vocabulary Fit” in cultur-
ally aware text adaptation. While the role of loanwords has been
explored with promising results in low-resource languages [2], the



Table 1.

Examples of Cultural Adaptation in Educational Materials

Original Content

Proposed Adaptation

Adaptation Strategy

Liu et al. (2024) Taxonomy

“enquanto desfrutavam da piscina
do navio de cruzeiro”

“enquanto descansavam a sombra
de uma mangueira”

Replace luxury leisure context with
a rural and familiar scenario

Context (Social)

“uma pizza com cogumelos e
azeitonas”

“um prato de arroz com peixe seco
e folha de batata”

Substitute imported food with local
traditional meals

Artifacts (Ideational)

“42 euros”

“27.500 francos CFA”

Convert monetary references to re-
gional currency standards

Demographics, Context (Social)

“José e a irma”

“Sadi e a irma”

Replace generic names with cultur-
ally relevant characters

Relationship, Demographics (So-
cial)

“navio de cruzeiro”

“piroga”

Use locally common transportation
instead of foreign examples

Artifacts (Ideational), Context (So-
cial)

concept of lexical borrowability remains underutilized. By incor-
porating lexical choices that are more accessible or culturally fa-
miliar, the adaptation process becomes more inclusive and peda-
gogically sound. This is motivated by the observation that many
educational materials fail not only at the cultural level but also at
the lexical level. Learners may struggle with words that, although
technically correct, are rarely encountered in their linguistic envi-
ronment. This can also lead to the use of vocabulary that is more
natural and probably more relevant. We believe this may lead to
the inclusion of more CSI in the adapted texts.

. As part of the newly introduced Adaptation dimension, we in-
troduce the term Pedagogical Load to refer to the pedagogical
difficulty imposed by a text or task. This construct is intended
to capture the overall learning demand from a multidimensional
perspective, integrating insights from foundational educational
theories such as Cognitive Load Theory [31], which addresses
the limitations of working memory when processing information,
Bloom’s Taxonomy [3], which categorizes the cognitive complex-
ity required by a task, and Vygotsky’s Zone of Proximal Devel-
opment (ZPD) [6], which considers the learner’s developmental
stage and the potential for learning with appropriate support. In
the case of ZPD, the system would require historical or contextual
information to determine whether a task lies within the learner’s
proximal zone. As an initial approximation, several computational
heuristics can be used to estimate “Pedagogical Load”, such as the
proportion of words outside a core vocabulary list, average sen-
tence length, syntactic complexity (e.g., parse tree depth, number
of subordinate clauses), referential cohesion (e.g., noun overlap
across sentences), and discourse structure complexity [20]. These
features, used individually or in combination, may serve as prox-
ies to assess the accessibility and developmental appropriateness
of texts in culturally diverse and multilingual educational settings.

. Also within the Adaptation dimension, we add a category for
Strategy, aimed at identifying the types of textual modifica-
tions applied during the rewriting process. This category fo-
cuses on whether the adaptation follows a more literal ap-
proach—preserving the original lexical and syntactic struc-
ture—or adopts more flexible strategies that allow for rephrasing,
simplification, cultural substitution, or the insertion of appositives
and explanatory elements. By explicitly characterizing the nature
of the adaptation, this category supports a more systematic anal-
ysis of the trade-offs between fidelity, clarity, and cultural appro-
priateness.

. Still within the Adaptation dimension, we propose a Fidelity cat-
egory, which captures the degree to which the adapted text retains
the original semantic content. While some adaptations strive for
high fidelity—maintaining the source meaning as closely as pos-
sible—others may intentionally modify, generalize, or omit infor-
mation to align with the sociocultural context or cognitive level

Concepts Dialects Relationship Pedagogical Load
Knowledge Styles, Context Strategy
Registers, o -
Values G . Communicative Fidelity
enres Goals
Norms an Vocabulary Fit .
Morals Demographics
Artifacts
Figure 1. Visual representation of the proposed framework for culturally

aware text adaptation. The framework is organized into four main
dimensions: Ideational, Linguistic, Social, and Adaptation. Adapted
from Liu et al. [18].
of the target audience. Fidelity is therefore orthogonal to adapta-
tion strategy: the same technique may result in high or low fidelity
depending on its effect on meaning.

Another important direction would be to explore the absence or
underrepresentation of certain cultural proxies. [1] point out that
many of these proxies remain understudied. There is a lack of re-
search on how LLMs handle semantic domains such as quantity,
time, kinship, and representations of the physical and mental worlds,
including the body. The concept of “aboutness” has also received lit-
tle attention. There is still no clear methodology or dataset to probe
how LLMs capture or express aboutness in a culturally sensitive way.

Another highly relevant factor is that datasets are typically com-
posed of labelled examples, assuming a single ground truth [21].
When disagreements arise among annotators, they are often treated
as noise and resolved through agreement metrics such as Percent
Agreement, Cohen’s Kappa, Fleiss’ Kappa, or Krippendorff’s Alpha.
However, disagreement may often be a valuable signal, indicating
underlying variation. Basile et al. [S] propose and defend a differ-
ent annotation paradigm called perspectivism, which moves away
from a gold standard and toward methods that integrate individual
opinions and perspectives in the annotation process. This approach
offers advantages such as accepting the categorical irreducibility of
sociocultural contexts and reducing bias toward majority viewpoints.
Naturally, it also introduces challenges: it increases the number of re-
quired annotators, is incompatible with models that assume a single
correct answer, and adds complexity to the task. Nevertheless, this
may prove crucial for the success of cultural adaptation.

To mitigate the current scarcity of culturally appropriate data, fu-
ture work will need to explore new strategies for data collection,
corpus construction, and community validation. This includes not
only identifying relevant text sources, but also capturing linguistic
and cultural knowledge through community-based practices such as
oral storytelling, interviews, and the transcription of local discourse.
Addressing this issue will require close collaboration with local com-
munities, linguists, and educators to co-develop language resources



that are both culturally valid and technically usable. In line with the
perspectivist approach [5], such efforts should embrace annotation
methods that reflect multiple viewpoints rather than enforcing a sin-
gle normative interpretation. By acknowledging disagreement as a
meaningful signal rather than noise, and by valuing situated perspec-
tives, this strategy aligns more closely with the epistemic diversity
inherent in sociocultural adaptation tasks.

Creole languages often exhibit similarities with code-switching
phenomena, as their vocabularies are typically drawn from multi-
ple source languages, and Kiriol is no exception. Lent et al. [13]
observed that training models on multiple related languages does
not necessarily improve Creole modeling. Furthermore, as noted by
Pereira [23], structural and lexical similarities tend to be greater
among different Portuguese-based Creoles than between each Creole
and its lexifier language, partly due to the influence of shared sub-
strate languages. There is significant potential in exploring whether
language models could benefit more from exposure to other Creoles
than to the corresponding lexifier (Portuguese, in this case). While
training from scratch or full fine-tuning may be prohibitively expen-
sive, alternative strategies, such as parameter-efficient fine-tuning or
retrieval-augmented approaches, could help leverage these linguistic
similarities more effectively.

7 Conclusions

We live in times of polarization, in which imaginary lines are drawn
to divide communities and reinforce boundaries. One of the most
recurrent of these lines is culture. In a world where Al is becoming
increasingly influential, communication must be both effective and
capable of building bridges between people, between cultures.

Although adapting educational texts for LRLs poses challenges,
we believe that integrating NLP, especially LLMs, with cultural
awareness can effectively improve the accessibility and relevance of
educational materials in multicultural settings.

No communication exists in a vacuum. Every act of communica-
tion presupposes the presence of at least two entities. In this work,
we were particularly interested in cases where one end of the com-
munication is an LLM. We examined in detail the importance of
frameworks, although they were conceived from a human perspec-
tive. How interesting it would be if a framework also existed for what
happens “under the hood”, particularly in interactions involving mul-
tiple LLMs.

So far, there is no shortage of examples showing how LLMs fail to
understand language, yet language is one of the most human aspects
of who we are. If one day LLMs truly understand language, they will
be very close to our humanity. The Sapir—Whorf hypothesis states
that people’s thoughts are shaped by the linguistic resources available
to them, influencing how they perceive and conceptualize the world.
While LLMs do not possess thoughts or culture, they operate entirely
through language and are thus inevitably shaped by the linguistic and
cultural biases present in their training data.

For now, addressing all the issues discussed in this paper remains a
daunting task. And unlike in the movie “A Nightmare on Elm Street”,
this is a nightmare we cannot afford to sleep through — we must
wake up, because there is still much work to be done.
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