ViNumFCR: A Novel Vietnamese Benchmark for Numerical Reasoning
Fact Checking on Social Media News

Nhi Ngoc-Phuong Luong, Anh Thi-Lan Le, Tin Van Huynh*, Kiet Van Nguyen, Ngan Luu-Thuy Nguyen
Faculty of Information Science and Engineering, University of Information Technology,
Ho Chi Minh City, Vietnam
Vietnam National University, Ho Chi Minh City, Vietnam
{20520263, 20521067} @gm.uit.edu.vn
{tinhv, kietnv, ngannlt}@uit.edu.vn

Abstract

In the digital era, the internet provides rapid
and convenient access to vast amounts of infor-
mation. However, much of this information re-
mains unverified, particularly with the increas-
ing prevalence of falsified numerical data, lead-
ing to public confusion and negative societal
impacts. To address this issue, we developed
ViNumFCR, a first dataset dedicated to fact-
checking numerical information in Vietnamese.
Comprising over 10,000 samples collected and
constructed from online newspaper across 12
different topics. We assessed the performance
of various fact-checking models, including Pre-
trained Language Models and Large Language
Models, alongside retrieval techniques for gath-
ering supporting evidence. Experimental re-
sults demonstrate that the XLM-R,,,.q model
achieved the highest accuracy of 90.05% on the
fact-checking task, while the combined SBERT
+ BM25 model attained a precision of over 97%
on the evidence retrieval task. Additionally, we
conducted an in-depth analysis of the linguistic
features of the dataset to understand the fac-
tors influencing the performance models. The
ViNumFCR dataset is available to support fur-
ther research.

1 Introduction

With the rapid growth of the Internet, informa-
tion is shared widely and instantly, keeping users
updated on many topics. However, this also en-
ables the spread of unverified content, which poses
significant risks. In Vietnam, fake news and misin-
formation have harmed people’s health, finances,
families, and reputations. As a result, fact-checking
has become essential in fields like journalism and
social media. While there has been extensive re-
search for languages such as English and Chinese,
Vietnamese remains underexplored. In particular,
previous studies have rarely focused on verifying
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numerical information — an important yet over-
looked aspect. Motivated by this, we design and
develop a Vietnamese fact-checking task centered
on numerical verification, aiming to help bridge
this gap and enhance the reliability of digital infor-
mation.

The fact checking task (Unal and Cigeklioglu,
2019) is a process of verifying the accuracy of in-
formation, data, or events before they are published
to the public. The goal of fact checking (Unal and
Ciceklioglu, 2019) is to determine the correctness
of information based on verifiable evidence, such
as official documents, reliable sources, or accu-
rately recorded events.

In this paper, we describe our task as follows:
Given a Vietnamese sentence containing numerical
data A and a Vietnamese text passage containing
numerical data B, the objective is to develop a sys-
tem that can verify the accuracy of sentence A by
identifying supporting evidence in text B.

Input: Given a text passage (called B) and a
sentence (called A) that is related to the content of
B.

Output: A label X indicating the veracity of
sentence A based on text B, where X belongs to
the label set Supported, Refuted, NotenoughlInfo,
along with evidence to demonstrate whether “Text
B contains sufficient evidence to verify sentence
A.”. Figure 1 shows an illustration of the task.
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Figure 1: A Visual Diagram Illustrating the Numerical
Reasoning Fact Checking Task.
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We evaluated multiple models for Vietnamese
fact verification, with BERT (Devlin et al., 2019)
achieving 83.48% accuracy. Other models such
as PhoBERT (Nguyen and Tuan Nguyen, 2020),
XLM-R (Conneau et al., 2020), InfoXLM (Chi
et al., 2021), ViSoBERT (Nguyen et al., 2023),
CaFeBERT (Do et al., 2024), and BARTpho-
word (Tran et al., 2022) achieved 85.27%, 84.68%,
85.07%, 56.11%, 89.35%, and 85.67%, respec-
tively. We also analyzed the influence of sentence
length, syntactic complexity, and semantic ambi-
guity, which revealed their impact on model per-
formance.

The key contributions of this project are as fol-
lows:

* We introduce ViNumFCR, a high-quality
dataset for fact verification based on logical
inference, consisting of over 10,000 samples
of paragraph-claim-evidence with human-
generated inference labels for fact-checking
tasks.

* We conducted experiments on neural network-
based models, pre-trained transformer mod-
els, and large language models.

* We analyzed linguistic features in ViNumFCR
to understand factors influencing the perfor-
mance of pre-trained models, providing in-
sights into both the models and the ViNum-
FCR dataset.

2 Related Works

2.1 Related datasets

Several datasets have been developed to support
fact-checking research. FEVER (Thorne et al.,
2018) is a widely used benchmark containing
over 185,000 claims labeled as Supported, Re-
futed, or NotEnoughlnfo, based on evidence from
Wikipedia. LIAR (Wang, 2017), proposed by
Wang, includes over 12,800 political statements
from politifact.com with six truthfulness levels, en-
abling fine-grained fake news detection. FEVER-
OUS(Aly et al., 2021) extends FEVER by in-
cluding structured and unstructured data, with
87,026 labeled claims. VITAMINC (Schuster et al.,
2021) offers 400,000 claim-evidence pairs, pro-
moting contrastive reasoning for claim verifica-
tion. In the Vietnamese context, ViFactCheck (Hoa
et al.,, 2025) and ViWikiFC (Le et al., 2024)
are the first manually annotated datasets with

three labels—SUPPORTED, REFUTED, or NOT
ENOUGH INFORMATION—contributing signif-
icantly to fact-checking research for Vietnamese.
However, no dataset has been specifically designed
to study numerical reasoning fact-checking on
Vietnamese social media text.

Table 1 provides a brief summary of various
datasets used for the fact-checking task.

2.2 Related models

The evolution of artificial intelligence has driven
significant advancements in NLP for fact-checking
tasks. Early approaches utilized classical machine
learning models like Random Forest (Rigatti, 2017)
and Support Vector Machines (SVM) (Mammone
et al., 2009), which classified claims using syn-
tactic and semantic features. While stable, these
models struggled with contextual nuances critical
for fact-checking. Recurrent neural networks such
as LSTM (Hochreiter and Schmidhuber, 1997) im-
proved performance by modeling sequential depen-
dencies, capturing textual context more effectively.
However, their limitations in handling long-range
dependencies led to the adoption of transformer-
based models. Models like BERT (Devlin et al.,
2019), RoBERTa (Liu et al., 2019), XLM-R (Con-
neau et al., 2020), and PhoBERT (Nguyen and
Tuan Nguyen, 2020) revolutionized NLP by lever-
aging self-attention to capture bidirectional seman-
tics, making them ideal for fact-checking tasks re-
quiring nuanced understanding.

Recent large language models (LLMs), such
as Qwen (Bai et al., 2023), Gemma (Mesnard
et al., 2024), GPT (Achiam et al., 2023), and
Llama (Touvron et al., 2023), have further ad-
vanced fact-checking by offering superior reason-
ing and text generation capabilities (Hoa et al.,
2025; Le et al., 2024). These models excel in
verifying complex claims but face challenges like
computational cost. Evidence retrieval techniques,
including BM25 (Robertson et al., 2009) and
SBERT (Reimers and Gurevych, 2019), comple-
ment these models by retrieving relevant evidence
to enhace the accuracy and reliability of fact veri-
fication models.

3 Corpus Creation

We conducted the data construction following a
rigorous process to ensure the accuracy, reliabil-
ity, and quality of the dataset. The process was
referenced from the ViNLI and FEVER dataset
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Dataset Text genre Quantity Language 3+ labels 4+ labels Numerical
agree agree Focus

FEVER Wikipedia ~185,000 English - - No
LIAR Newswire ~12,800 English - - No
FEVEROUS Wikipedia 87,026 English - - No
VITAMINC Wikipedia ~400,000 English - - No
ViFactCheck Wikipedia ~7,200 Vietnamese - - No
ViWikiFC Newswire ~20,000 Vietnamese - - No
ViNumFCR Newswire ~10,000 Vietnamese 94 % 85% Yes
(Our dataset)

Table 1: Overview of Fact-Checking Datasets

construction methodologies, as illustrated in Figure
2, and includes four main stages: (3.1) Collecting
premise paragraphs; (3.2) Annotator recruitment
and training; (3.3) Generating claims and finding
evidence; and (3.4) Data validation. Additionally,
we analyzed the dataset from various perspectives,
as presented in Section 3.5

3.1 Collecting premise paragraphs

We collected over 10,000 articles from the highly
reputable Vietnamese online newspaper VnEx-
press!, covering 12 diverse topics including: digi-
talization, tourism, education, entertainment, Sci-
ence, business, law, health, world news, sports,
current events and automobiles. Subsequently, we
conducted preliminary data processing to extract
text segments containing solely numerical data.

3.2 Annotator recruitment and training

The annotator recruitment and training process was
based on the methodology used in the FEVER
dataset (Thorne et al., 2018) and followed the steps
outlined in Figure 3. The annotators, consisting
of 17 university students in Vietnam with strong
language proficiency and effective communication
skills, underwent a training session to fully un-
derstand the annotation guidelines and evaluation
criteria. They were compensated at a rate of $0.019
per annotated pattern. As part of the training phase,
each annotator was required to write 20 claims us-
ing our custom-built annotation tool. The labels
(Supported, Refuted, and Notenoughlnfo) for the
corresponding paragraph—claim pairs were then
hidden, and the annotators proceeded to assign la-
bels to these claims. Inter-annotator agreement was
evaluated using Cohen’s Kappa coefficient (Co-
hen, 1960). Annotators achieving an agreement
rate above 0.95 were deemed eligible to participate
in the official data construction. In cases of lower

"https://vnexpress.net

agreement rates, annotators were required to review
their errors and repeat the training process with a
new dataset. During training, any disagreements in
labeling were reviewed, and, if necessary, adjust-
ments were made to the sentence-writing rules to
ensure the quality and accuracy of the dataset.

3.3 Generate Claims and Find Evidence

The annotators are required to generate claims that
include numerical data and content mentioned in
the original paragraph but rephrased creatively us-
ing their own vocabulary, avoiding the reuse of
words or phrases that appeared in the premise para-
graph. The creators will generate three claims for
the three labels according to the following guide-
lines:

Supported: The claim is correct with respect to
the information and numerical data provided in the
original paragraph.

Refuted: The claim is incorrect with respect to
the information and numerical data provided in the
original paragraph.

Notenoughlnfo: It cannot be determined
whether the claim is correct or incorrect based on
the information and numerical data available in the
original paragraph.

Additionally, the creators are required to find ev-
idence for the two labels, Supported and Refuted.
The evidence is provided by selecting specific sen-
tences from the premise paragraph that relate to the
claim the creator just wrote. To create these claims,
annotators may refer to the sentence writing rules
provided in the guidelines. Tables 2 and 3 summa-
rize these rules, which were referenced from the
ViNLI dataset (Huynh et al., 2022). The illustrative
examples of rules for creating premise paragraph
- claim pairs for the Supported and Refuted La-
bels are presented in Appendix A. The annotators
must write three claims and find evidence (for the
Supported and Refuted labels) for each premise
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paragraph.

No. Rule Ratio

1 Change the sentence structure from activeto 7%
passive and vice versa.

2 Replace with synonyms or similar words. 38%

3 Add or remove modifiers while retaining the ~ 26%
original meaning of the sentence.

4 Replace representative nouns with relative 1%
clauses.

5 Replace the object with a relative clause. 1%

6 Replace the adjective with a relative clause. 1%

7 Replace the quantity terms with equivalent 9%
ones.

8 Generate a presupposition sentence. 11.5%

9 Others. 13.5%

Table 2: Rules for Creating Supported Claims
Sentences.

3.4 Data validation

We conducted a round of data validation by cross-
labeling premise paragraph-claim pairs by multiple
annotators. We selected five different annotators,
who had participated in the claim-writing phase, to
label the premise paragraph-claim pairs. The data
samples to be labeled were not from the dataset
originally written by the assigned labelers. If a
premise paragraph-claim pair does not receive at
least three out of five identical labels, it will be
excluded from the dataset. This new method pro-

No. Rule Ratio
1 Use negative words. 6%

2 Replace with antonyms. 14.5%
3 Incorrect entity inference structure. 18.5%
4 Incorrect event inference structure. 2%

5 Create a sentence with a meaning opposite  38%

to the presupposition paragraph.
6 Others. 21%

Table 3: Rules for Creating Refuted Claims Sentences.

vides a fresh perspective on an issue that the origi-
nal FEVER paper did not address, with the results
presented in Table 1. Statistics show that the rate
of premise paragraph-claim pairs achieving four
identical labels is 85%, while the rate of premise
paragraph-claim pairs achieving three identical la-
bels is 94%.

3.5 Corpus Analysis

To train and evaluate the model, we randomly di-
vided the data into three parts with the following
proportions: 80% for the training set (train), 10%
for the development set (dev) and 10% for the test
set. Table 4 shows the preliminary statistics, includ-
ing the number of premise paragraph-claim pairs
across 12 different topics and the average length
(in words) of the premise paragraphs and claims.
The average length of the premise paragraphs and
claims in the Train, Dev and Test sets is 58.3 words
for premise paragraphs and 20.5 words for claims.
The average lengths of the premise paragraphs and
claims across the three sets are relatively consis-
tent, contributing to the dataset’s consistency and
helping the model learn more effectively.

Word Overlap: We calculated the word over-
lap between the premise paragraphs and claims in
the VINumFCR dataset. We chose to use the Jac-
card index to assess lexical overlap based on the
frequency of words appearing, regardless of or-
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Topic/Label Train Dev  Test Total
Digital 742 80 90 912
Tourism 523 76 79 678
Education 479 57 58 594
Entertainment 323 41 59 423
Science 574 61 73 708
Business 700 90 89 882
Law 1,662 201 189 2,052
Health 729 88 80 897
World 594 82 80 756
Sports 622 64 73 759
News 643 105 71 819
Cars 413 54 64 531
Supported 2,668 333 335 3,336
Refuted 2,668 333 335 3,336
NotenoughlInfo 2,668 333 335 3,336
Total (pairs) 8,004 999 1,005 10,008
MPL (words) 586 575 588 58.3
MCL (words) 204 204  20.6 20.5

Table 4: Overview Statistics of the ViNumFCR
Dataset. MPL: Mean Premise Paragraph Length. MCL:
Mean Claim Length.

der, between the premise paragraph and the claim.
Additionally, we used LCS (Longest Common Sub-
sequence) to evaluate the structural similarity be-
tween the premise paragraph and the claim by fo-
cusing on finding the longest common subsequence
between the two strings. To better suit the analy-
sis in Vietnamese, we first used VnCoreNLP(Vu
et al., 2018) for word segmentation before applying
Jaccard and LCS. The analysis results are shown
in Table 5. Based on the analysis, we found that
the Supported label has the highest lexical overlap
when measured by the Jaccard index, as well as the
highest sequence overlap when measured by the
LCS index. Conversely, the NotenoughlInfo label
has the lowest lexical overlap according to both the
Jaccard and LCS indices.

New Word Rate: We analyzed the usage of
new words in the dataset to evaluate the diversity
in the creators’ use of language. To perform this
effectively, we also used VnCoreNLP(Vu et al.,
2018) for word segmentation. Then, we used
PhoNLP(Nguyen and Nguyen, 2021) to classify
the new words by word class. The results shown
in Table 5 indicate that the Notenoughlnfo label
has the highest number of new words at 54.27%.
Additionally, nouns and verbs are the most fre-
quently used word classes in the claims created by
the annotators.

Data-Generation Rules Analysis: annotators
may flexibly use one or more rules to construct
claims. We analyzed how these rules were com-

bined by selecting 200 random premise paragraph-
claim pairs from the dataset, focusing on the Sup-
ported and Refuted labels for analysis. According
to Figure 4, 57% of the supported claims were
created using one rule, 41% were created using
two rules and using three rules to create supported
claims was less common, accounting for only 2%.
For the refuted claims, the trend of using one rule
to create a claim was predominant, and combining
two rules accounting for only 3%.

Next, we analyzed the claim creation rules to bet-
ter understand the tendencies and standards applied
by the annotators during data construction. The re-
sults from Table 2 show that, for supported claims,
annotators most frequently used the "Replace with
synonyms or similar words." rule, accounting for
38%. Conversely, the rule "Replace representative
nouns/objects/adjectives with relative clauses." was
used the least, at only 3%. For refuted claims, Ta-
ble 3 shows that the most applied rule was "Create
a sentence with a meaning opposite to the presup-
position paragraph." with a rate of 38%, as this rule
best aligns with the primary purpose of refuted
claims, which is to negate the premise paragraph
content. On the other hand, the least used rule was
"Incorrect event inference structure." accounting
for only 2%.

Supported Refuted
2% 3%

@ Trule 2 rules

@ 3rules @ Trule 2 rules

Figure 4: Percentage of Combined Rules for Generating
Supported and Refuted Label Claims.

Syntax tree: To evaluate the complexity of affir-
mative sentences, we conducted a syntactic tree
analysis. We used PhoNLP to analyze the de-
pendency relationships between words in the sen-
tences, thereby constructing a tree structure that
represents the connections between the words. The
level of the tree was calculated as the maximum
depth from a leaf node (a word with no child de-
pendencies) to the root of the sentence. The results
shown in Figure 5 indicate that syntactic trees with
a level of 3 accounted for the highest proportion, at
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Label Jaccard (%) LSC (%) New word rate

Part-Of-Speech (%)

Noun Verb Adjective Preposition Adjunct Other
Supported 23.72 72.92 35.58 28.35  30.16 6.93 9.04 9.61 15.91
Refuted 19.76 70.12 43.99 2562 2592 7.27 9.36 8.41 23.42
NotenoughlInfo 15.74 67.41 54.27 31.11  26.31 7.47 8.73 9.48 16.90
Table 5: Word Overlap and New Word Rate Between Premise Paragraph and Claim.
39.11%. PLMs such as mBERT (Devlin et al., 2019),
SBERT (Reimers and Gurevych, 2019), and XLLM-
| 3 R (Conneau et al., 2020); Vietnamese-specific
PLMs like PhoBERT (Nguyen and Tuan Nguyen,
_ 2 38 2020), BARTpho-word (Tran et al., 2022), and
% 3 39 CafeBERT (Do et al., 2024). For large language
® 4 15 models we performed zero-shot and few-shot tech-
S5 5 nical experiments with the Qwen-2.5-7b-instruct

Percentage (%)

Figure 5: Distribution of Syntax Tree Depth Levels.
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Figure 6: The Proportion of Combined Sentences
Forming Evidence.

Evidence: During the data construction phase,
after completing the claims, annotators search for
evidence to support the claims for the Supported
and Refuted labels. Figure 6 illustrates the pro-
portion of sentences used to form evidence. Ac-
cordingly, 49% of the evidence consists of only one
sentence, indicating that this is the most commonly
applied method by annotators. Additionally, the
proportion of using two sentences as evidence is
43%, while evidence using three or more sentences
accounts for 8%.

4 Experiments and Evaluation

4.1 Baseline Model and Experimental Setup

To evaluate ViNumFCR, we experimented with
a range of models, including multilingual

(Bai et al., 2023), Gemma-3-12b-it (Mesnard et al.,
2024), and Llama-4-Scout-17B (Touvron et al.,
2023) models (Appendix B presents our prompt
templates). In addition, we also find tuning with
the Gemma-2-2b model to evaluate and compare
with the above experiments.

All were fine-tuned on Google Colab? (Tesla
P100) using the same hyperparameters when find
tuned PLMs with learning_rate = le-5, epoch = 7,
batch_size = 16. For find tuned LLMs, we applied
4-bit quantization and LoRA to train Gemma-2-2b
with learning_rate = le-5, epoch =5 , batch_size =
8, lora_rank = 8, and lora_alpha = 16.

For evidence retrieval, we  applied
BM25 (Robertson et al., 2009) and
SBERT (Reimers and Gurevych, 2019) to
rank sentences by relevance and compared the top
results with gold-standard evidence.

4.2 Evaluation Metrics

We use Accuracy, Precision and Fl-score as the
main evaluation metrics. High values of these met-
rics indicate that the model has a high prediction
accuracy.

4.3 Experimental Results

Table 6 presents the results of PLM and LLM
models on the dev and test sets of the ViNum-
FCR dataset. Overall, PLM models achieve high
and stable performance. Among them, CafeBERT
and XLM-R [ 4,4e lead with test Accuracy and F1-
score around 89-90%. Models like PhoBERT /¢4
and InfoXL.M also exceed 85%, demonstrating the
advantage of multilingual training or specializa-
tion for Vietnamese. In contrast, SBERT g, . and

Zhttps://colab.research.google.com/
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Models Dev Test
Acc  Fl-score Acc Fl-score
Find Tuning

mBERT 84.78 84.78 83.48 83.43

SBERT g se 76.68 76.64 7582  75.67

SBERT 1.4ge 78.98 7899 7741 77.40

InfoXLM 86.09 86.07 85.07 85.00
PLM  PhoBERTgus. 85.39 85.38 85.27 85.26

PhoBERTq;¢. 88.69 88.70 87.56 87.56

XLM-RpBgse 84.88 84.85 84.68 84.67

XLM-Ryrge 90.09 90.09  90.05  90.06

CafeBERT 90.89  90.89 89.35 89.35

BARTpho 85.59 85.57 85.67 85.65

Zero-shot Prompting

Qwen-2.5 44.84 4241 4587  43.96

Gemma-3 42.74 38.52  43.68 40.25

Llama-4 43.14 41.6 4259  40.78
LLM Few-shot Prompting

Qwen-2.5 36.84 37.88 37.71 38.72

Gemma-3 42.84 4123 4179  40.54

Llama-4 41.24 3996  40.52 38.84

Find Tuning
Gemma-2 90.69 90.69 88.96 88.95

Table 6: The Performance of Models on the Dev and
Test Set of the ViNumFCR Dataset.

SBERT 44 Only achieve about 75-78%, reflect-
ing the limitations of non-specialized models.

The performance of LLMs is noticeably lower.
In the zero-shot setting, the best model (Qwen-2.5-
7b-instruct) reaches only around 45% Accuracy;
other models range around 40-43%. In the few-
shot setting, the results improve slightly but remain
low, with the highest Accuracy around 41.79%.

In summary, PLMs — especially those trained
specifically for Vietnamese or multilingual tasks —
outperform LLMs on this task.

For the prediction of evidence, we evaluated
the data set using a dynamically selected k (rang-
ing from 1 to 4), where k represents the number
of relevant top sentences automatically recovered
based on each instance. Table 7 shows that SBERT
+ BM25 achieved strong performance (precision
97.4%, recall 88.89%, F1-score 92.95%). BM25
individually also performed well, with very high
F1-score (99.8%). SBERT and TFIDF had lower
recall but still maintained good precision.

Finally, Table 8 reports precision@k on the
dataset for fixed values of K = 1-4. SBERT +
BM25 and BM2S5 consistently achieved high pre-
cision (above 93% up to 95.88%), showing sta-

Dynamic k

Models
Precision Recall F1-score
SBERT 92.20 78.78 84.96
BM25 97.40 90.47 99.80
TFIDF 94.27 77.86 85.28
SBERT + BM25 97.40 88.89 92.95

Table 7: Evidence Retrieval Performance on the
ViNumFCR Dataset.

ble performance. SBERT started lower at K=1
(79.86%) but improved as k increased. TFIDF had
the lowest precision at K=1 (68.32%) but increased
significantly to 94.81% at K=4.

Models Precision @k
K=1 K=2 K=3 K=4
SBERT 79.86 86.26 89.47 92.18
BM25 93.40 94.08 95.30 95.88
TFIDF 68.32 79.04 84.62 94.81
SBERT + BM25 93.34 94.07 95.29 95.88

Table 8: Precision@K on ViNumFCR for K=1-4
Evidence Sentences.

S Result Analysis

To better understand the impact of various as-
pects on performance outcomes, we conducted
an analysis on the three models with the highest
performance results: PhoBERT 4;-4¢, CafeBERT,
mBERT, Gemma and XLM-R 1,47 ge.

Length affects model performance: The im-
pact of text length on model performance on the
Dev set for CafeBERT, PhoBERT/,4;gc, mBERT,
Gemma and XLM-R,4;¢¢ is illustrated in Figure
7. When analyzing the combined length of the
premise paragraph and the claim, the XLM-R,4ge
and CafeBERT models achieve the best perfor-
mance when the total length exceeds 150 words. In
contrast, the performance of mBERT and Gemma
drops significantly when the total length exceeds
150 words. Meanwhile, PhoBERT 44 maintains
relatively stable accuracy across different length
ranges.

Word overlap affects model performance: We
analyzed the impact of the Jaccard index on model
accuracy similarly to that on the ViNLI dataset
(Van Huynh et al., 2022). The performance analysis
on the Dev set, as shown in Figure 8, indicates that
the mBERT model achieves the lowest accuracy
when the Jaccard index falls within the 20% to
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30% range. When the Jaccard index exceeds 50%,
the performance of mBERT continues to decline,
with an even more pronounced drop observed in
the PhoBERT 44 model. In contrast, within the
same Jaccard range, the XLM-R14,4¢, CafeBERT,
and Gemma models achieve the highest accuracy.
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Figure 8: Model Performance by Jaccard Index on the
Dev Set.

Syntax tree affects model performance: The
impact of the syntactic tree level on model per-
formance on the Dev set is illustrated in Figure
9. The mBERT, CafeBERT, Gemma, and XLM-
RLarge models achieve the highest performance
when the syntactic tree level is 3. However, the
PhoBERT,4;.gc model performs best when the tree
level is only 1. Furthermore, as the tree level in-
creases from 4 onward, the performance of all
models tends to decline, with the most noticeable
drop observed in the mBERT model when the level
reaches 4.

Topic affects model performance: The anal-
ysis of topic influence on model performance, as
shown in Table 9, indicates that the Education and
Entertainment topics pose significant challenges
for the models, with generally lower accuracy com-
pared to other topics. In contrast, topics such as
Business and News yield high and consistent per-

141

95

Accuracy (%)
~ [e ] [e] ©
[$)] o (3] o

~

0

1 2 3 4 >=5

Level

mmBERT = PhoBERT_Large mXLM-R_Large m CafeBERT m Gemma

Figure 9: Model Performance by Syntax Tree Index on
the Dev Set.

formance across most models. Additionally, both
CafeBERT and Gemma demonstrate relatively high
performance across all topics.

Topic/ Model XLM-Ry..;c mBERT CafeBERT PhoBERT ., Gemma
Digital 93.68 84.21 93.68 93.68 88.75
Tourism 91.89 87.84 91.89 90.54 88.16
Education 78.95 75.44 82.46 85.96 91.23
Entertainment 76.92 74.36 82.05 79.49 90.24
Science 80.36 78.57 89.29 85.71 86.89
Business 94.05 84.52 94.05 90.48 91.11
Law 93.33 88.57 92.38 87.62 91.54
Health 90.72 85.57 89.69 88.66 90.91
World 88.89 83.95 90.12 86.42 95.12
Sports 91.89 83.78 91.89 89.19 93.75
News 90.28 88.89 90.28 91.67 9143
Cars 91.67 86.67 93.33 90.00 85.19

Table 9: Model performance across different topics.

6 Conclusion and Future Work

This paper introduces the ViNumFCR dataset,
a pioneering benchmark for numerical reason-
ing fact-checking in Vietnamese, comprising over
10,000 claims by a rigorous annotation process.
We assessed advanced language models includ-
ing PLMs, LLMs, revealing that models such as
XLM-R[4rge and CafeBERT achieved significant
accuracy. However, we observed that zero-shot
and few-shot techniques with Qwen, LLama, and
Gemma models for reasoning and generating pre-
dictions proved ineffective, highlighting the unique
challenges posed by this dataset. These findings
emphasize ViNumFCR’s role as a robust resource
for real-world applications and the advancement of
Vietnamese NLP research, particularly in manag-
ing numerical data on social media.

Looking ahead, we intend to enrich the dataset
by increasing its scale and diversity through ex-
panded data collection and thorough cleaning pro-
cedures. We plan to explore fine-tuning techniques
on alternative machine learning models, especially
large language models, to further enhance perfor-



mance, particularly for complex fact-checking sam-
ples. Moreover, we will tackle current limitations
by improving models’ ability to process longer and
more intricate text passages, thereby boosting the
system’s reliability for real-world news verification
deployments.
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A Data-Generation Rules

No. Rule Example
1 Change the sen- P: Mot con meo dang chdi v6i cudn len. (A cat is playing with a ball of yarn.)
tence structure C: Cudn len dang bi mot con meo choi. (The ball of yarn is being played with
from active to by acat.)
passive and vice
versa.
2 Replace with syn-  P: Téi di siéu thi mua thuc pham. (I went to the supermarket to buy groceries.)
onyms or similar C: Toi di siéu thi mua do an. (I went to the supermarket to buy food.)
words.
3 Add or remove P:Co gido 23 tudi xinh dep dang day tiéng Anh. (The beautiful 23-year-old
modifiers while teacher is teaching English.)
retaining the orig- C: C6 gido 23 tudi dang day tiéng Anh. (The 23-year-old teacher is teaching
inal meaning of English.)
the sentence.
4 Replace represen-  P: Mot cAu thi dd bong nam dang siit bong vao khung thanh. (A male soccer
tative nouns with  player is kicking the ball into the goal.)
relative clauses. C: Nguéi dan 6ng, cai ngudi ma choi bong da dang sit mot qua bong vao khung
thanh. (The man, who plays soccer, is kicking a ball into the goal.)
5 Replace the ob- P: Ngudi phu nit dang ding mot chiéc may may. (The woman is using a sewing
ject with a rela- machine.)
tive clause. C: Ngudi phu nit dang st dung mot chiéc may dugc san xuit d€ may. (The
woman is using a machine made for sewing.)
6 Replace the ad- P: Hai ngudi dan dng dang nghi ngdi sau mot chuyén di trén con dudng tuyét.
jective with arel- (Two men are resting after a trip on a snowy road.)
ative clause. C: Hai ngudi dan dng dang nghi ngoi sau mot chuyén di trén con dudng ma né
dugc phii day tuyét. (Two men are resting after a trip on a road that is covered
with snow.)
7 Replace the quan-  P: Vai ngudi dang luét song trén mét con song 16n. (Several people are surfing
tity terms with on abig wave.)
equivalent ones.  C: Mot s6 ngudi dang luét séng trén mdt con séng 16n. (Some people are
surfing on a big wave.)
8 Generate a pre- P: Toi da lac mat con méo duy nhat ciia toi vao sang nay. (I lost my only cat
supposition sen- this morning.)
tence. C: T6i c6 mot con meo. (I have a cat.)
9 Others.

Table 10: Examples of Rules for Creating Premise Paragraph (P) - Claim (C) Pairs for the Supported Label.
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No. Rule Example

1 Use negative P: Mic du da c6 vacxin phong ngita bénh ctiim, nhung moi nim nudc ta van ¢
words. t6i 800.000 ngudi mac bénh.(Although there is a flu vaccine, our country still

has up to 800,000 cases each year.)

C: S6 ca mic bénh cim & nudce ta mbi niam 1a 200 ngudi, va van chua c6 loai
vacxin phong bénh.(The number of flu cases in our country each year is 200
and there is still no vaccine available.)

2 Replace  with P: Mdt chiéc mdy bay dang cét canh. (An airplane is taking off.)
antonyms. C: Mot chiéc mdy bay dang ha canh. (An airplane is landing.)

3 Incorrect en- P: Véi chiéu dai 50,45 km, nodi lién Folkestone & Anh véi Coquelles & Phap,
tity  inference Channel 1a dudng ham dudng sat dai thid ba trén thé gidi. (At 50.45 km in
structure. length, connecting Folkestone in the UK with Coquelles in France, the Channel

Tunnel is the third longest railway tunnel in the world.)

C: Puong him Channel nbi Phap va Nhat Ban, 1ap ki luc 1a duong sit dai thi 4
thé gidi. (The Channel Tunnel connects France and Japan, setting a record as
the fourth longest railway tunnel in the world.")

4 Incorrect event P: Ong Santer ké nhiém 6ng Delors lam viéc tai Uy ban & Chau Au vao nim
inference struc- 1995. (Mr. Santer succeeded Mr. Delors at the European Commission in 1995.)
ture. C: Niam 1990 ong Delors ké nhiém ong Santer lam viéc tai Uy ban & Thai Binh

Duong. (In 1990, Mr. Delors succeeded Mr. Santer at the Pacific Commission.)

5 Create a sentence  P: Nim 2009, Rose két hon va ciing chong mua ciin nha & viing ngoai 6 London
with a meaning chuatdi 1 triéu bang. (In 2009, Rose got married and, together with her husband,
opposite to the bought a house in the suburbs of London for less than 1 million pounds.)
presupposition C: Cho dén tan nim 2010, Rose van chua tling thtt yéu duong mot 1an. (Up until
paragraph. 2010, Rose had never tried dating even once.)

6 Others.

Table 11: Examples of Rules for Creating Premise Paragraph (P) - Claim (C) Pairs for the Refuted Label.
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B LLM Prompts

This section presents the prompts (zero-shot and few-shot prompting) used in experiments with LLMs
(Qwen, Gemma, Llama) on our ViNumFCR dataset.

Zero-shot Prompting
SYSTEM PROMPT:

You are a fact checking classifier. Your task is to classify the relationship between the paragraph
and claim into exactly one of the following labels: Supported, Refuted, or Notenoughlnfo. Your
classification should be precise.

# Instructions

- Read the given paragraph and claim.

- Decide the relationship between them based strictly on semantic meaning.
- You must follow these definitions:

* Supported: The claim is correct with respect to the information and numerical data provided in
the original paragraph.

* Refuted: The claim is incorrect with respect to the information and numerical data provided in
the original paragraph.

* Notenoughlnfo: It cannot be determined whether the claim is correct or incorrect based on the
information and numerical data available in the original paragraph.

- Do not provide any explanations or extra words.

# Output Format:
You should ONLY return one word from the set: Supported | Refuted | NotenoughlInfo

USER PROMPT:
*Paragraph™: *..."
“Claim™: ...~

\

Few-shot Prompting
SYSTEM PROMPT:

You are a fact checking classifier. Your task is to classify the relationship between the paragraph
and claim into exactly one of the following labels: Supported, Refuted, or Notenoughlnfo. Your
classification should be precise.

# Instructions

- Read the given paragraph and claim.

- Decide the relationship between them based strictly on semantic meaning.
- You must follow these definitions:

* Supported: The claim is correct with respect to the information and numerical data provided in
the original paragraph.

* Refuted: The claim is incorrect with respect to the information and numerical data provided in
the original paragraph.

¢ Notenoughlnfo: It cannot be determined whether the claim is correct or incorrect based on the
information and numerical data available in the original paragraph.

- Learn from the provided examples.
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Example 1

+ Paragraph: Viét Nam c6 33 co s6 gido duc lién cip c6 von dau tu nudc ngoai, thuong dudc goi
12 trudng qubc té, trong d6 Ha Noi ¢6 13 cd s8, TP HCM c6 20 co sd. Céc trudng nay thu hoc phi
hang trim triéu dong mot nim, ting dan tif mam non dén cip trung hoc. (Vietnam has 33 inter-level
educational institutions with foreign investment, commonly referred to as international schools, of
which Hanoi has 13 and Ho Chi Minh City has 20. These schools charge tuition fees of hundreds of
millions of VND per year, increasing from kindergarten to secondary level.)

+ Claim: Trong tdng s trudng qudc té lién cip tai Viét Nam, TP.HCM chiém hon 50%. (Ho Chi Minh
City accounts for more than 50% of the total number of international inter-level schools in Vietnam.)
+ True Label: Supported

Example 2

+ Paragraph: Ting 1a tuyén thd hat gidng ctia d6i ban sting, Van Quang Hiic gan day bo bé tap luyén,
mau thuin v6i huin luyén vién, c¢b tinh khiéu khich giy rdi, danh nhau. Hiic titng dudc doi thé thao
nhiéu 1an bd qua 16i 1am vi luyén tiéc tai ning, nhung hanh dong ddnh dip 4c y van dong vién khac
da vuot qua gi6i han. Hiic bi cong an bat tam giam mot thang, khai trir khoi doi. (Once a seeded
athlete of the shooting team, Van Quang Huc has recently neglected training, clashed with his coach,
deliberately provoked disturbances, and engaged in fights. He had been repeatedly forgiven by the
team out of regard for his talent, but his malicious assault on another athlete crossed the line. Huc
was detained by the police for one month and expelled from the team.)

+ Claim: Sau khi bi tam giam chi 20 ngay, anh 4y da dugc an x4 d€ trd lai doi tuyén vi tai ning clia
minh. (After being detained for only 20 days, he was pardoned and allowed to return to the national
team because of his talent.)

+ True Label: Refuted

Example 3

+ Paragraph: Mot hé luy khac ma con bdo sa thai mang dén 12 moi trudng 1am viéc trd nén "vo cling
ap luc" khi c6 dén 31% ngudi lao dong thudng xuyén stress. Ngoai ra, mot trang thai ddng bao dong
ma bdo cdo néu ci 10 ngudi di 1am c6 4 ngudi roi vao trang thdi burn out — hdi ching kiét qué vé thé
chét, tinh than do stress qua nhiéu. (Another consequence brought about by the wave of layoffs is
that the work environment has become "extremely stressful,” with up to 31% of employees frequently
experiencing stress. In addition, the report highlights an alarming state: 4 out of every 10 workers
suffer from burnout — a syndrome of physical and mental exhaustion caused by excessive stress.)

+ Claim: Mot nita trong s6 31% ngudi lao dong thudng xuyén stress ¢ nguy cd cd cao mac cac bénh
lién quan dén tim mach do kiét qué vé thé chét, tinh than. (Half of the 31% of employees who are
[frequently stressed face a high risk of cardiovascular diseases due to physical and mental exhaustion.)
+ True Label: NotenoughInfo

- Do not provide any explanations or extra words.

# Output Format:
You should ONLY return one word from the set: Supported | Refuted | NotenoughlInfo

USER PROMPT:
“Paragraph™: *..."
“Claim™: °
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