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Abstract

Forecasting conversation derailment can be use-
ful in real-world settings such as online con-
tent moderation, conflict resolution, and busi-
ness negotiations. However, despite language
models’ success at identifying offensive speech
present in conversations, they struggle to fore-
cast future conversation derailments. In con-
trast to prior work that predicts conversation
outcomes solely based on the past conversa-
tion history, our approach samples multiple fu-
ture conversation trajectories conditioned on
existing conversation history using a fine-tuned
LLM. It predicts the conversation outcome
based on the consensus of these trajectories.
We also experimented with leveraging socio-
linguistic attributes, which reflect turn-level
conversation dynamics, as guidance when gen-
erating future conversations. Our method of fu-
ture conversation trajectories surpasses state-of-
the-art results on English conversation derail-
ment prediction benchmarks and demonstrates
significant accuracy gains in ablation studies.

1 Introduction

Predicting future derailments from ongoing conver-
sations has a wide range of real-world applications.
For instance, in online moderation, the ability to
forecast if a discussion thread might devolve into
offensive exchanges allows moderators to intervene
preemptively. Similarly, in conflict resolution, po-
litical hearings, and business negotiations, a sys-
tem that warns participants of impending conflicts
could help mitigate disputes before they escalate.
Despite its utility, predicting future conversa-
tion derailments presents significant challenges. As
shown in examples in Figure 1, unlike the detec-
tion of offensive conversational turns (Warner and
Hirschberg, 2012; Poletto et al., 2021; Fortuna and
Nunes, 2018; Nobata et al., 2016), which focuses
on identifying harmful speech within a given con-
versation transcript, our task requires forecasting
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Conversation So Far:

SOLUNAR:

I have her actions, which are enough.

She shouldn't act that way regardless of the situation.

Vanilla*#¥%;

Makes no sense. Let's say you have an employee who punches someone.
You fire them. Then it comes out that it was in self-defense. Are you still
going to fire them despite the context?

People shouldn't punch people regardless of the situation, right?

SOLUNAR:

There is nothing that warrants her behavior :D

That's the point! She is an adult.

ESPN can't endorse this behavior.

Nothing could warrant her actions, much less be called self-defense
hahahaha

Imagine I go to any place of business, and they happen to do something
wrong. I have no right to curse them, or call it self-defense.

Future Turn(s):

Vanilla®**#**;

You don't know that nothing warrants that behavior. You're clearly not
taking this discussion seriously, only because you don't have the
reasoning capabilities to keep up. I tried to provide with you proof, which
you dismissed because it suited your argument. Be an adult and participate
in the conversation appropriately, please, not one line at a time with
emoticons all over the place.

Conversation Derailment: Yes

Figure 1: An example conversation from the BNC
dataset, including background and the future turn. Of-
fensive speech is highlighted in red. Our task requires
forecasting whether the derailment would occur in the
future based on the conversation so far.

whether offensive turns will occur later in the con-
versation. This makes our task significantly more
challenging: the model has to predict potential fu-
ture derailments based on an otherwise benign con-
versation history, and this demands a nuanced un-
derstanding of the conversation’s progression. Our
task is further complicated by the inherently di-
verse nature of human interactions: given the same
conversational history, there are multiple possible
future trajectories, each with varying topics, styles,
and tones.

To address these challenges, we propose a novel
approach that forecasts future derailments by gen-
erating potential continuations of the given con-
versation. We define conversation derailments as
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conversations that end with offensive speech or
ad hominem attacks, with dataset-specific criteria
and annotation procedures explained in Section
4.1.  Our approach is based on the observation
that while Large Language Models (LLMs) may
not be effective classifiers for forecasting conver-
sation breakdowns directly, they excel at generat-
ing conversation continuations. Thus, we adopt
a generate-then-predict approach for forecasting
conversation derailments. We first fine-tune an
LLM on modeling online conversations. We then
sample multiple conversation continuations from
this fine-tuned LLM, conditioned on the existing
conversation history. We feed each generated con-
tinuation along with the existing conversation his-
tory to a binary conversation derailment classifier
and obtain multiple predictions. We determine the
final conversation outcome by taking a majority
vote of these individual predictions. By sampling
multiple plausible continuations and aggregating
the individual predictions with majority vote, we
reduce the variability of stochastic LLM outputs,
leading to more robust and accurate forecasting of
conversation derailments.

Additionally, inspired by prior work (Morrill
et al., 2024) and the Circumplex Theory (Leach
etal., 2015; Jonathan et al., 2005; Koch et al., 2016)
in Psychology, we explore whether the use of so-
cial orientation labels can guide the generation
of conversation continuations. Social orientation
labels (e.g., Assertive, Confrontational) are socio-
linguistic attributes that reflect conversation dynam-
ics and emotional states (Figure 2), and have been
shown to help computational models better capture
the flow of conversation (Morrill et al., 2024).

We validate our approach on two datasets: the
Conversation Gone Awry Wiki Split (CGA-Wiki)
dataset (Zhang et al., 2018; Chang and Danescu-
Niculescu-Mizil, 2019), derived from Wikipedia
editor discussions, and the Before Name Calling
(BNC) dataset (Habernal et al., 2018), based on
Reddit’s r/changemyview threads. Our method
demonstrates significant accuracy improvements
compared to the previous state-of-the-art and few-
shot GPT-40. On the CGA-Wiki dataset, we
achieve a 4-7% absolute accuracy improvement,
while on the BNC dataset, our method yields an
18-20% improvement. Extensive ablation studies
further confirm the effectiveness of our proposed
approach.

In sum, our contributions are:

* A novel approach for predicting conversation
outcomes (derailment or not) by generating
multiple potential continuations given the con-
versation so far.

* A thorough experimental setup that shows
that our proposed approach significantly out-
performs prior state-of-the-art methods and
powerful new models such as GPT-40 with
in-context learning (few-shot, k = 4).

* An exploration of whether social orientation
labels can guide the generation of conversa-
tion continuations, with mixed impact on de-
railment prediction accuracy, depending on
the conversation genre.

Our datasets and models are available through
this GitHub repository.

2 Problem Statement and Motivation

Our objective is to estimate the likelihood of future
conversation derailment based on the benign con-
versation history up to a certain point. We define
conversation derailments as offensive speech and
ad hominem attacks, in line with previous work
(Zhang et al., 2018; Habernal et al., 2018).

Formally, let C = {ci,...,c,} represent the
conversation history consisting of n turns, where
¢; denotes the i-th turn in the dialogue. Let
y({c1,...,¢}) be a binary indicator function for
conversation derailment over the turns {cy, ..., ¢;},
where y = 1 indicates the presence of derailments.

Our goal is to estimate the likelihood of fu-
ture derailments given the first k£ benign turns, ex-
pressed as:

Ply({exss, -
subject to k < n,y({ci,..

e =11{c1,. . cx})
ek}) =0

To illustrate the challenges of forecasting con-
versation derailment, we conducted an experiment
comparing the performance of a language model
in two settings: detecting offensive speech from a
full conversation transcript and predicting future
derailments based only on the conversation history
prior to any offensive speech. We used BART-
Base (Lewis et al., 2020) as the underlying model,
trained with a Binary Cross Entropy loss to directly
predict the conversation derailment.

The results, shown in Table 1, demonstrate that
even smaller LMs such as BART perform well in

700


https://github.com/YunfanZhang42/ConversationDerailments

CGA-Wiki BNC
Methods ‘ Acc. Prec. Rec. Fl ‘ Acc. Prec. Rec. Fl
BART, No Offensive Turns in Input | 65.4 639 705 670 | 842 856 823 839
BART, All Turns 955 942 969 955 | 927 917 938 928

Table 1: Accuracy, precision, recall, and F1 scores on CGA-Wiki and BNC. Modern Language Models (LMs) can
easily identify offensive speech present in the conversation. However, we notice a significant drop in accuracy when
only the benign speech is given and the model is trained to forecast offensive speech in future exchanges.

detecting offensive speech when given full tran-
scripts including the offensive turns, achieving over
90% accuracy on both the CGA-Wiki and BNC
datasets. However, the model’s performance drops
substantially when forecasting future derailments
from only benign turns. Specifically, BART’s accu-
racy falls to 65% on CGA-Wiki and 84% on BNC,
representing absolute reductions of 30% and 8%,
respectively.

These findings emphasize a key challenge in
this task: while LMs excel at identifying offensive
speech present in the transcript, they struggle sig-
nificantly when predicting upcoming derailments
based solely on benign conversation history. This
performance gap suggests that, in the absence of
overt offensive speech, LMs have difficulty discern-
ing the subtle conversational cues that may indicate
a future shift toward derailments.

3 Methodology

Figure 2 shows an overview of our approach. We
employ a fine-tuned LLM to generate multiple fu-
ture continuations given the existing conversation
history. We then train a dedicated classifier to as-
sess the conversation outcome by analyzing both
the existing and newly generated conversations. We
determine the final outcome based on the major-
ity vote of these individual predictions. We also
study whether social orientation labels (see Section
3.4) can be used to guide the text generation and
conversation derailment classification.

3.1 Fine-tuning Conversation LLMs

Although it is possible to generate future conver-
sations directly with LLMs through only few-shot
prompting, we discovered that LLMs are unlikely
to generate offensive comments out of the box due
to their built-in safety mechanism. We therefore
fine-tune LLMs on conversation transcripts from
the CGA-Wiki and BNC datasets, enhancing the
models’ capability to produce authentic-sounding
comments that are contextually aligned with the ex-

isting conversation history. We also experimented
with prepending social orientation labels (further
explained in Section 3.4) to each comment to steer
the text-generation process.

Formally, consider an LLM f with parameters .
Let D = {C1,...,C,} be a dataset of conversa-
tion transcripts, where each conversation C; € D
consists of turns Cj = {c1,...,¢,}. Each turn ¢;
may optionally be associated with a social orienta-
tion label s;, forming a corresponding set of labels

Sj = {81, e ,Sn}.
During training, the first £ turns and the optional
social orientation labels {(si,c1),...,(Sk,ck)}

are used as the input context, denoted as x;. The
model is trained to jointly predict the subsequent
sequence of social orientation labels (if used) and
conversation turns {(Sg+1,Ck+1)s--- (Sn,Cn)}s
which forms y ;. The training objective is:

D] Iy,
min £(1) = - D> logp (v | Vi<t %53 fu)
j=1 t=1

3.2 Training Derailment Classifiers

We train a separate classifier to predict the likeli-
hood of future conversation derailments by lever-
aging both the existing conversation history and
the generated future turns. To ensure our classi-
fier can generalize to synthetic conversation turns,
we augment the training dataset with hypothetical
future conversations generated by our fine-tuned
conversation generation model.

Formally, for each conversation C; =
{c1,...,¢cn}, Cj € D, and a corresponding set of
social orientation labels S;, we use our fine-tuned
LLM f,; to sample [ potential future continuations,
denoted as below.

. ) i
{(32+176§c+1>7 R ) s

= fo({(s1,c1), -y (skycr)})

We experiment with both configurations: one
where the social orientation labels are included and
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235 Generate Future Turns

Generation 1:

Conversation History:
SOLUNAR (Assertive, Confrontational,

1
She

-

Calm, N

shouldn't act that wa ss of the situation.

E ‘23- Individual Classification Majority Voting

Vanilla****_ (Confident, Dismissive, qlll . sl | Derailment: Yes (%
sutral): Derailment: Yes (%4

Figure 2: An illustration of our methodology. Social orientation labels are highlighted in brown. We sample multiple
potential conversation continuations from a given conversation history. Then, we predict individual conversation
outcomes by combining each continuation with the given conversation history. We use the majority of the individual

results to predict our final conversation outcome.

one where they are excluded. We then train the
conversation derailment classifier, f4, using both
the synthetic future conversation turns and the real
future conversation turns from the original dataset,
supervised by the ground truth label given by the
original dataset. Namely, we have:

m(gnﬁ(qb) = —Z [yj log f(X;)

j=1
+ (1 —yj)log (1 — fs(X;))

Where X represents the combined sequence
of existing conversation turns and either real or
synthetically generated future turns, and y; is the
ground truth label indicating the presence (y; = 1)
or absence (y; = 0) of conversation derailment.

3.3 Inference Time Majority Voting

At inference time, given a conversation history, we
generate L hypothetical conversation continuations
using our fine-tuned conversation generation LLM
f. Bach generated continuation is appended to the
existing conversation history and then classified by
conversation outcome classifier fy, resulting in L
individual outcome predictions. The final conversa-
tion outcome is determined by taking the majority
vote across these L predictions. This procedure
compensates for the inherent randomness in LLM
decoding, thereby reducing the influence of out-
lier generations and improving the robustness and
accuracy of the final prediction.

3.4 Social Orientation Labels

We explore the use of social orientation labels in
modeling conversation dynamics and examine their
helpfulness on predicting conversation outcomes.
Our social orientation labels are inspired by Cir-
cumplex Theory (Leach et al., 2015; Jonathan et al.,
2005; Koch et al., 2016) in Psychology, which char-
acterizes interpersonal interactions by assigning
descriptive labels along a set of core dimensions.

Figure 2 provides an example of our social ori-
entation analysis. Our social orientation axes are
defined as follows:

Power (Leach et al., 2015) captures the extent to
which an individual seeks to control or assert dom-
inance in the conversation. The available labels
for this dimensions are assertive, confident,
neutral, open-minded, submissive.

Benevolence (Leach et al.,, 2015) reflects the
warmth and positivity of the interaction. The avail-
able labels are confrontational, dismissive,
neutral, friendly, supportive.

Arousal (Jonathan et al., 2005) indicates the level
of energy or excitement expressed in the comment.
The available labels are energetic, neutral,
calm.

Political Leaning (Koch et al., 2016) assesses
the political inclination conveyed by the com-
ment. The available labels are 1iberal, neutral,
conservative.

Building on the methodology outlined in Morrill
et al. (2024), we annotate a set of social orienta-
tion labels on a turn-by-turn basis using GPT-4o0.
We extend Morrill et al. (2024) by decoupling the
axes and prompting GPT-4o to consider labels for
each axis independently. Each turn is assigned
one label from each of the four psychological di-
mensions. Formally, given an LLM fj, a few-shot
prompt p, and a conversation C' = {cy,...,¢n},
the corresponding set of social orientation labels
S ={s1,..., 8y} is computed as follows:

{51,.. . ;Cn})

Each s; € S consists of one keyword from each
of the four axes. For instance, an example s; could
be assertive, confrontational, energetic,
conservative.

St = fo(p,{c1,..
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4 [Experiments

We evaluate our conversation derailment predic-
tion method on two datasets: Conversation Gone
Awry Wiki Split (Zhang et al., 2018; Chang and
Danescu-Niculescu-Mizil, 2019) and the Before
Name Calling dataset (Habernal et al., 2018). We
describe the datasets and our experiment details
below.

4.1 Datasets

Conversation Gone Awry Wiki Split
(CGA-Wiki) is a conversation derailment
dataset derived from the discussion history
between Wikipedia editors. In this dataset,
derailments are defined as personal attacks or ad
hominem speech. These labels were provided
by paid human annotators. We use both the
original dataset (Zhang et al., 2018) and the
additional samples annotated in (Chang and
Danescu-Niculescu-Mizil, 2019), resulting in a
total of 4,188 samples. After excluding section
headers without actual conversation turns, each
sample comprises 3 to 19 turns, with a median
of 6 turns. The first n — 1 turns in each sample
are benign, while the final turn is either benign or
offensive with equal probability.

Following prior work (Altarawneh et al., 2023;
Kementchedjhieva and Sggaard, 2021; Yuan and
Singh, 2023; Morrill et al., 2024), for the primary
results in Section 5 and Table 2, we treat the first
k = n — 1 turns as the conversation history and
input to our model. We then predict whether the
last turn will be benign or offensive.

To assess the impact of generating multiple future
turns, we experiment with models given limited
conversation history (k = 2 or k£ = 4 turns). Since
the remaining number of turns before the conversa-
tion ends could be considered future information,
we do not enforce a fixed number of generated
turns. Instead, we allow the model to continue un-
til it deems the conversation complete. This setup
enables us to analyze how extending predictions
further into the future affects performance. The
results are presented in Section 5.4 and Table 3.

We adhere to the official training, validation, and
test splits, consistent with Chang and Danescu-
Niculescu-Mizil (2019).

Before Name Calling (BNC) (Habernal et al.,
2018) is a conversation derailment dataset
sourced from posts and replies in the Reddit

r/changemyview community, containing 2,582
samples. Each sample includes n = 4 consecutive
conversation turns from the same comment-reply
thread. The first £ = 3 turns are benign, while the
4th turn represents either a constructive or derail-
ing outcome: a constructive outcome is one where
the reply successfully changes the original poster’s
view, as evidenced by an upvote from the OP; a
derailing outcome is one where the reply is flagged
by moderators for containing ad hominem or oth-
erwise offensive content. These two outcomes are
represented with equal probability in the dataset.
We are aware that Zhang et al. (2018) also compiled
a conversation derailment dataset (CGA-CMV) us-
ing comments from Reddit r/changemyview com-
munity; however, we prefer BNC over CGA-CMV
as the BNC dataset contains fewer false-negatives
upon our manual examination.

As in Habernal et al. (2018), we treat the first 3
turns as conversation history and used them as in-
puts to our model. We then predict whether the
4™ turn would be benign or contain ad hominem
attacks. Because all samples in this dataset are lim-
ited to only 4 turns, we do not experiment with gen-
erating multiple future turns on this dataset. Since
no official split is provided for this dataset, we ran-
domly divide it into training, validation, and test
sets with an 8:1:1 ratio.

4.2 Experiment Setup

Annotating Social Orientation Labels. We use
GPT-40 (gpt-40-2024-05-13) (Achiam et al., 2023)
with few-shot prompting (k = 4) to annotate the
social orientation labels. The prompt used in this
process is provided in Appendix A.5.

Fine-tuning Conversation Generation LLMs.
We fine-tune the Mistral-7B-Base model (Jiang
et al., 2023) following the procedures outlined in
Section 3.1. We use Low Rank Adaptation (LoRA)
(Hu et al., 2022) to conserve GPU memory and
make training feasible on our hardware. Further
details about our fine-tuning setup are available in
Table 5 in Appendix A.4.

Training Conversation QOutcome Classifiers.
After fine-tuning Mistral-7B for conversation gen-
eration, we augment our training set with hypothet-
ical future turns generated by our fine-tuned model,
as described in Section 3.2. We generate [ = 2
hypothetical continuations for each training sam-
ple, and then fine-tune both a BART-Base model
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and a Mistral-7B-Base model to classify whether a
derailment occurs in the transcript. We use the two
synthetic conversation continuations along with the
real future conversation turns as the input, and the
gold derailment labels provided by the datasets as
the target label in fine-tuning. The training hyper-
parameters for the BART classifier are provided in
Table 7 in Appendix A.4, and those for the Mistral
classifier are in Table 8.

Inference Time Configurations. We follow the
inference strategy outlined in Section 3.3. To deter-
mine L, the number of continuations per sample,
we conduct an ablation study on the CGA-Wiki and
BNC validation sets, as detailed in Appendix A.2
and Table 4. We vary L from 1 to 15 and observe
that increasing L from 1 to 5 yields a 1-2% im-
provement in accuracy. Beyond L = 5, gains are
marginal (0.1-0.4%). Based on this, we fix L = 5
for all experiments to strike a balance between pre-
diction accuracy and computational overhead.

Baseline Settings. For both the CGA-Wiki and
BNC datasets, we train a BART-Base classifier and
a Mistral-7B classifier as our baseline models. The
baseline models are trained to predict the gold la-
bels given by the dataset using the first k turns as
input. We do not incorporate intermediate steps
such as social orientation labels or future conversa-
tion turn generation.

Metrics. We evaluate the performance of our ap-
proaches on accuracy, precision, recall, and F-
1. We consider the presence of offensive or ad
hominem speech as the positive case for the pur-
pose of calculating precision and recall.

5 Results and Analysis

We show our experiment results on Conversation
Gone Awry Wiki Split (CGA-Wiki) and Before
Name Calling (BNC) in Table 2.

5.1 Comparisons with the State of the Art

Our prediction-through-generation approach
achieves significant improvements over previous
state-of-the-art fine-tuned models and commercial
LLMs such as GPT-40 on both CGA-Wiki and
BNC datasets.

As shown in Table 2, on the CGA-Wiki dataset,
our best-performing model, the Mistral classifier
with conversation generation (Mistral + G), sur-
passes the best previous fine-tuned models in accu-
racy, precision, and F1 score, while slightly trailing

Kementchedjhieva and Sggaard (2021) in recall. It
also outperforms GPT-40 few-shot in accuracy, pre-
cision, and F1 score. While our model falls short of
GPT-40 in recall, GPT-40’s high recall is artificially
inflated due to its tendency to over-predict derail-
ment. Despite balanced class labels (50%) in the
datasets and few-shot examples, GPT-4o classifies
73.6% of conversations as derailments, leading to
an inflated recall.

Similarly, on the BNC dataset, we also see im-
provements with our prediction-through-generation
approach. Our best variant, the Mistral classifier
with conversation generation and social orientation
labels (Mistral + SO + G) significantly outperforms
the previous state-of-the-art (Habernal et al., 2018)
by a margin of 21.7 in absolute accuracy. It also
significantly exceeds GPT-4o0 few-shot in accuracy,
precision, and F1 score, while matching recall. Mis-
tral + G variant also achieves similar levels of im-
provements over the previous state-of-the-art and
GPT-40 in accuracy, precision, and F1. These re-
sults underscore the effectiveness of our approach
over prior work and powerful commercial LLMs
such as GPT-4o.

5.2 Impact of Prediction-through-generation

Our ablation studies demonstrate the effective-
ness of the prediction-through-generation approach
on both the CGA-Wiki and BNC datasets. As
shown in Table 2, models incorporating prediction-
through-generation consistently outperform their
baseline counterparts, which are fine-tuned directly
on gold labels from the dataset. On the CGA-Wiki
dataset, both BART + G and Mistral + G achieve
higher accuracy, precision, and F1 scores compared
to their respective baselines. Additionally, BART
+ G also improves recall over the baseline BART,
while Mistral + G experiences a slight decline in
recall. On the BNC dataset, both BART + G and
Mistral + G surpass their baselines across all evalu-
ation metrics, including accuracy, precision, recall,
and F1 score.

5.3 Impact of Social Orientation Labels

Inspired by previous work (Morrill et al., 2024),
we explored adding social orientation labels to our
conversation derailment pipeline. To contextualize
our approach, we included a worked example of
social orientation labels from the BNC dataset in
Appendix A.1.

As in Table 2, we found mixed results on the
effect of social orientation labels, depending on the
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CGA-Wiki BNC

Methods ‘ Category | Acc. Prec. Rec. Fl Acc. Prec. Rec. Fl
Morrill et al. (2024) SotA 65.5 - - - - - - -
Altarawneh et al. (2023) SotA 66.9 633 802 708 | - - - -
Kementchedjhieva and Sggaard (2021) | SotA 64.3 612 789 688 | - - - -
Yuan and Singh (2023) SotA 65.2 642 69.1 665 | - - - -
Yuzbashyan et al. (2025) SotA 67.1 67.1 669 66.9

Habernal et al. (2018) SotA - - - - 72.1 - - -
GPT-40 Few-shot SotA 65.1 603 888 71.8 | 75.7 68.7 946 79.6
BART SFT Baseline | 65.4 639 705 670 | 842 e 856 823 839
BART + SO Ablation | 63.6 642 614 628 | 87.6 e 908 839 872
BART + G Proposed | 69.2 x 675 73.8 705 | 892xe 91.1 869 889
BART +SO+G Proposed | 69.2 x 67.1 752 709 | 91.1xe 89.6 931 913
Mistral SFT Baseline | 64.5 60.5 838 703 | 904 e 920 885 90.2
Mistral + SO Ablation | 64.9 624 750 68.1 | 89.6 e 899 892 89.6
Mistral + G Proposed | 714xe 684 795 73.6 | 93.1 e 952 908 929
Mistral + SO + G Proposed | 68.6 x 68.1 69.8 689 | 93.8xe 932 94.6 93.9

Table 2: Accuracy, precision, recall, and F1 scores on CGA-Wiki and BNC. SFT stands for supervised fine-tuning,
SO stands for social orientation labels, and G stands for generation. x denotes statistically significant (z-test
p < 0.1) accuracy gains compared to the baselines. e denotes statistically significant (z-test p < 0.1) accuracy gains
compared to the best-performing state of the art. On both datasets, methods that leverage conversation generation
consistently outperforms the state-of-the-art methods and the baselines. Social orientation labels further improve
performance on BNC when paired with conversation generation.

dataset. The addition of social orientation labels
enhanced the prediction of conversation derailment
on the BNC dataset. For both Mistral + G + SO and
BART + G + SO, adding social orientation labels
on top of conversation generation improved accu-
racy, recall, and F1 score, though there is a slight
decrease in precision. However, incorporating so-
cial orientation labels did not enhance conversa-
tion derailment detection accuracy on CGA-Wiki
dataset.

To better understand the mixed contribution of
social orientation labels, we conducted a human
evaluation of the GPT-40-annotated labels, as de-
scribed in Appendix A.3. Our results indicate that
while GPT-40 achieves a reasonable annotation
accuracy, with 70% agreement with human anno-
tators, this accuracy remains lower than our con-
versation outcome prediction performance (71.4%
on CGA-Wiki and 93.8% on BNC). This suggests
that the social orientation labels may still be too
noisy, providing limited additional information and
thereby constraining their overall usefulness in con-
versation outcome prediction.

5.4 Impact of Generating Multiple Future
Turns

We investigate the impact of generating multiple
future turns on conversation derailment prediction.

Instead of stipulating the number of future turns to
generate, which could be considered leaking future
information, we restrict the input context to the
first k = 2 and first £ = 4 turns, and then allow
the model to generate multiple subsequent turns
until it determines the conversation is complete.
We observe that with the first 2 turns, the model
generates a median of 3 more turns, while with the
first 4 turns, it generates a median of 2.

As shown in Table 3, performance declines in
both the "first 2 turns" and "first 4 turns" scenarios
compared to the full n — 1 turn input. This result is
expected, as the model operates with reduced con-
versational context and needs to predict further into
the future. However, in both cases, the method em-
ploying the BART classifier with future conversa-
tion generation (BART + G) maintained the highest
accuracy. While the improvement is more modest
(approximately 1%) compared to the full n — 1
turn setting, the prediction-through-generation ap-
proach still proves beneficial.

5.5 Diversity of Multiple Conversation
Continuations

We calculate the BLEU score between different
continuations given the same conversation history
to evaluate the diversity of generated conversation
continuations. More specifically, for each set of
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First 2 Turns

First 4 Turns

Methods ‘ Category ‘ Acc. Prec. Rec. Fl ‘ Acc. Prec. Rec. Fl

BART SFT | Baseline | 55.6 57.1 450 503 | 641 628 69.1 65.8
BART + G Proposed | 56.4 582 455 51.1 | 649 63.0 719 67.2
Mistral SFT | Baseline | 56.0 562 543 552 | 619 615 63.6 625
Mistral + G | Proposed | 54.5 534 702 60.7 | 625 63.6 583 60.9

Table 3: Accuracy, precision, recall, and F1 scores on CGA-Wiki, but with only the first 2 or 4 turns as inputs to
the model. SFT stands for supervised fine-tuning, and G stands for conversation generation. BART classifier with
future conversation generation (BART + G) consistently achieves the highest accuracy in both first 2 turns and first

4 turns settings.

L = 5 continuations generated for the same con-
versation, we compute BLEU score by treating
one continuation as the hypothesis and the remain-
ing four as references. We repeat this for all pos-
sible (4+1) combinations and report the average
BLEU score. Lower scores indicate higher diver-
sity among the generated continuations. We focus
on the top-performing methods on each dataset:
Mistral + G on CGA-Wiki and Mistral + SO + G
on BNC.

We found our technique yields highly diverse
conversation continuations, with average BLEU
scores between inputs at 0.034 for Mistral + G on
CGA-Wiki and 0.046 for Mistral + SO + G on
BNC. These low scores indicate that the generated
continuations are substantially dissimilar from each
other, allowing our method to forecast a broad and
varied set of plausible conversational trajectories.

6 Related Work

6.1 Offensive Speech Detection

Offensive speech detection is a well-established re-
search area in NLP (Warner and Hirschberg, 2012;
Poletto et al., 2021; Fortuna and Nunes, 2018; No-
bata et al., 2016). It aims to identify offensive
content already present in a single conversation
turn or full conversation.

In contrast, we focus on forecasting potential
future derailments, such as offensive speech, with-
out any direct evidence of harmful language in
the current conversation. This presents a greater
challenge, as the prediction must rely solely on
the benign portion of the conversation and infer
whether the dialogue might devolve in the future.

6.2 Predicting Conversation Derailment

Several studies address the challenge of predict-
ing conversation derailment using existing con-
versation history. Zhang et al. (2018); Chang

and Danescu-Niculescu-Mizil (2019) create the
CGA dataset by manually identifying ad hominem
comments within Wikipedia editor discussions.
Habernal et al. (2018) compile BNC dataset by
using moderation results and upvotes from com-
ments in Reddit r/changemyview community. Ke-
mentchedjhieva and Sggaard (2021) propose adopt-
ing dynamic forecast window and pretrained LMs
to predict derailments on CGA. Yuan and Singh
(2023) apply a hierarchical transformer-based
framework on CGA. Morrill et al. (2024) improve
performance on the CGA by utilizing turn-level
social orientation labels annotated by GPT-4. Hua
et al. (2024) suggest employing conversation-level
natural language summaries generated by GPT-4
to improve conversation derailment prediction per-
formance. Altarawneh et al. (2023) propose using
graph neural networks for predicting derailments
on CGA. Yuzbashyan et al. (2025) explore using
LLMs such as GPT-4 and Llama 3 to create syn-
thetic training data for CGA.

In contrast to these methods, which rely on exist-
ing conversation history only, our approach gener-
ates plausible future turns and bases its prediction
on both the existing dialogue and these potential
continuations. This allows our derailment classifier
to consider how the conversation might unfold in
its decision.

6.3 Social Orientation Labels for
Understanding Conversation Dynamics

Social orientation labels are proposed to analyze
the dynamics in conversations (Morrill et al., 2024).
Social orientation is a concept originally devel-
oped from Circumplex Theory (Leach et al., 2015;
Jonathan et al., 2005; Koch et al., 2016) in Psychol-
ogy. The Circumplex Model allows for the analysis
of interpersonal interactions along defined axes like
power, benevolence, arousal, and political leaning,
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each with contrasting traits (e.g. assertive vs. sub-
missive for power). In our proposed approach, we
adopt social orientation annotations to guide our
LLM in generating future exchanges.

7 Conclusion and Future Work

We introduced a novel approach for forecasting
conversation derailments by generating potential
future conversation trajectories based on existing
conversation history. This technique demonstrated
strong performance on conversation derailment pre-
diction benchmarks, such as the CGA-Wiki and
BNC datasets. We validated the effectiveness of
our method through comparisons with state-of-the-
art models and comprehensive ablation studies. We
also assessed the contribution of social orientation
labels in guiding derailment prediction. Future
research could extend our methodology to conver-
sations beyond online discourse, such as in-person
conversations and meetings.

8 Limitations

Our work has several limitations that may be ad-
dressed by future work. The primary limitation is
the scope of conversation domains in our experi-
ments. Due to the limited availability of derailment
prediction datasets, we restricted our experiments
to the CGA-Wiki dataset, derived from Wikipedia
editor discussions, and the BNC dataset, based on
the Reddit r/changemyview community. Future
studies could explore derailment prediction using
datasets from other online sources, as well as in-
person conversations.

Additionally, our prediction-through-generation
approach has room for improvement. A common
failure in our method is generating turns for the
wrong speaker. This leads to inaccuracies in tone
and content because the model lacks information
about which speaker will participate in the next
turn. While it is possible to prompt the model
with the correct speaker’s name, we chose not to
do so in order to maintain parity with prior work.
Future research could explore whether specifying
the next speaker improves performance, especially
in scenarios where knowing the next speaker is a
reasonable assumption.

Lastly, our method is significantly more com-
putationally intensive compared to previous ap-
proaches. We used approximately 1,000 GPU
hours for all experiments, with the majority of
time spent on fine-tuning and inference of large

language models. Future work could focus on en-
hancing computational efficiency without compro-
mising accuracy.

9 [Ethical Considerations

For our study on predicting conversation derail-
ment, we used two publicly available datasets:
CGA-Wiki, licensed under the MIT license, and
BNC, licensed under Apache 2.0. We believe our
use of these datasets complies with fair-use guide-
lines. Neither dataset contains personally identifi-
able information. However, because these datasets
are intended to identify conversational derailments,
they inevitably include offensive language.

While we do not anticipate significant risks
arising from our work, we acknowledge that our
methodology could be applied to online modera-
tion, raising potential concerns about censorship if
misused.

10 Supplementary Materials Availability
Statement

Our code, dataset, and model weights are available
at this GitHub repository: https://github.com/
YunfanZhang42/ConversationDerailments.
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A Appendix

A.1 Conversation Generation Examples

Conversation So Far:
User A (Open-minded, Neutral, Calm, Neutral):
Why do you think I am not sincere?

User B (Assertive, Confrontational, Energetic, Neutral):
Because of responses like:

“Supersymmetry has, in the past couple years, been completely discredited
by the LHC.

I've never heard of [the WIMP miracle]. Got a link, please?

Axions are weakly interactive massive particles, which depend on
supersymmetry, t00.”

And so on, in the context of a combative and "I don't believe you" attitude.
The point being, comments like the above indicate very clearly that you are
out of your depth, and that you shouldn't have a strong opinion about any of
this. Which is totally fine! If you want to learn more, come on over to
/r/askscience or something. But you should know better than to maintain
such an attitude in the face of clear evidence that you need to start from the
beginning and learn the basics of this subject matter.

User A (Confident, Dismissive, Calm, Neutral):

Fair enough. If you ever want to ask me questions about speech recognition
in pronunciation assessment for intelligibility remediation in language
learning, I promise not to insult the gaps in your understanding. Even if
you're suggesting a superior method to what I’m using at the time. I
certainly won’t tell you that your preference for a viable technique is like
saying the liver is an olfactory organ while discredited techniques are
getting far more undeserved press.

Conversation Derailment Predicted with Conversation So Far: No

Generated Future Turn(s):

User B (Assertive, Confrontational, Energetic, Neutral):

Dude, calm down. I made an edit to my original post, removing the part
where I referred to you as uneducated because you're acting so
sensitive about it.

Conversation Derailment Predicted with Generated Turn(s): Yes

Figure 3: An example conversation from the BNC
dataset, including background and the future turn as
generated by our fine-tuned LLM. Social orientation
labels are highlighted in brown. Offensive speech is
highlighted in red. When only given the benign con-
versation history, the classifier fails to forecast if derail-
ments would happen in the future. Generating the future
conversation turns and providing the future turns to the
classifier allows the classifier to forecast derailments
correctly.

A.2 Ablation Studies on Number of
Continuations

To determine L, the number of continuations per
test sample, we conduct an ablation study on the
CGA-Wiki and BNC validation sets, experimenting
with L between 1 and 15.

Intuitively, generating multiple conversation con-
tinuations and applying a majority vote over the
resulting derailment predictions can reduce the vari-
ance introduced by the stochastic nature of LLM
sampling, thereby improving prediction accuracy.

However, generating too many continuations per
conversation can be computationally costly.

Due to the large number of generations required
for this experiment, we adopt vLLM (Kwon et al.,
2023) to improve generation speed, while the rest
of the experiments in the paper use native PyTorch
to ensure numerical consistency between training
and testing environment.

As shown in Table 4, increasing the number of
generations L from 1 to 5 leads to 1-2% improve-
ment in accuracy, along with improvement in pre-
cision, recall, and F1. Beyond L = 5, however,
additional gains are marginal. Based on these find-
ings, we set L = 5 for all experiments in this paper
to maintain a reasonable trade-off between predic-
tive accuracy and computational overhead.

A.3 Human Evaluation of Social Orientation

Labels
Assessment by Datasets
100
80
g
g 60
©
Lo
c
[
Y 40
[
a
20
0 Overall CGA-Wiki BNC
Assessment by Dimensions
100
80
9
g 60
©
g
c
S 40
1
e 64 =
I Agree
20 mmm Somewhat Agree
Emm Disagree
mmm Not Applicable

Power BenevolenceArousal Pol Leaning

Figure 4: Human evaluation results for the accuracy of
GPT-40-annotated social orientation labels. Overall, the
GPT-40 annotations exhibit good quality, with human
evaluators agreeing with the predicted labels 70% of the
time.

We conducted a human evaluation study to as-
sess the quality of the social orientation labels gen-
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CGA-Wiki (Mistral + SO + G)
# of Generations (L) ‘ Acc. Prec. Rec. Fl

BNC (Mistral + SO + G)
‘ Acc. Prec. Rec. Fl

1 642 647 6277 63.7 892 849 944 894
3 647 650 639 644 89.9 86.7 93.6 90.0
5 66.5 669 653 66.1 90.3 86.8 944 904
7 649 656 629 642 90.3 86.2 952 905
11 653 66.0 632 645 90.7 869 952 9038
15 66.6 67.6 639 65.7 903 862 952 905

Table 4: Accuracy, precision, recall, and F1 scores of the Mistral-based classifier on the validation sets of CGA-
Wiki and BNC, varying the number of generated future conversations per sample at test time. SO denotes stands for
orientation labels, and G stands for generation. Increasing the number of generations per conversation (L) from 1
to 5 improves performance on both datasets, but further increases beyond L = 5 yield diminishing returns. We

therefore set L = 5 in all experiments to balance predictive performance with computational efficiency.

erated by GPT-40. We randomly selected 25 con-
versations from the CGA-Wiki dataset and 25 from
the BNC dataset, resulting in a total of 50 conversa-
tions. We recruited 6 graduate and undergraduate
research assistants from our university as annota-
tors. All annotators consented to the annotation
and were not related to this research project other-
wise. To estimate inter-annotator agreement (IAA),
we assigned 10 out of the 50 conversations to two
annotators. Each annotator therefore annotated 10
conversation. We found the Krippendorff’s alpha
to be 0.186.

As shown in Figure 5, during the evaluation pro-
cess, annotators assessed the correctness of the
GPT-40-generated social orientation labels on a
turn-by-turn, axis-by-axis basis. Annotators as-
signed each label to one of the following four cate-
gories:

Agree: Agree and would choose the exact same
label.

Somewhat Agree: Somewhat agree but would pre-
fer a different label.

Disagree: Disagree with the selected label, as it is
incorrect.

Not Applicable: The provided axis or label op-
tions are not applicable to this turn.

The evaluation results, shown in Figure 4,
demonstrate that GPT-40 produces reasonably ac-
curate social orientation labels. Human annotators
fully agreed with GPT-40’s label choices 70% of
the time, while only 15% of labels fell into the
"Disagree" or "Not Applicable" categories. An-
notators reported higher agreement for the BNC
dataset (72%) compared to the CGA-Wiki dataset
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(68%). Axis-wise analysis revealed that the power
axis had the highest agreement (81%), followed
by political leaning (70%), and benevolence and
arousal (both 64%).

While the human evaluation indicates that GPT-
40 achieves reasonably accurate social orientation
labels, it is notable that our proposed method’s
conversation derailment prediction performance
(71.4% for CGA-Wiki and 93.8% for BNC) ex-
ceeds the labeling accuracy (68% for CGA-Wiki
and 72% for BNC). This discrepancy suggests that
the information provided by the social orientation
labels might be too noisy to be effectively utilized
by the conversation outcome predictor.



Conversation ID: t3_6fv8i8.t1_dilc2ag.t1_dild7kb.t1_dildg66

Turn 1— User: DrSmotPoker

Text: A bit about me, I'm 21, have a bachelor's degree, and this fall | will begin a masters degree program at my dream school. | have $0 in student loan debt and have spent
only $5,800 (roughly) on my college education thus far. | have paid this entire amount myself with no financial assistance from my parents and no need or demographic based
financial aid. Most of my school was paid for by merit based academic scholarships. | covered the rest but took steps to lower the cost whenever possible (I went to
Community College my freshman year, went to a cheap local school after that, took 18 or 21 hour semesters every semester, and received my bachelors in just 2 1/2 years,
counting my year at CC). | worked 32 hours a week while in school, and have been working full time since my graduation in December. | will take on no debt in getting my
masters, even though it's at an expensive out of state school, because | received an assistantship with a full tuition stipend thanks to my 3.92 undergrad GPA and years of
work experience. After | graduate, | have already lined up a job with the professional firm | interned with starting at 65k/year. This is not unusual, since | chose a major and
profession with a 97% employment rate. Because of the hard work and sacrifices | made to get where | am, it pisses me off when | hear people my age whining about their
student loans and inability to find a job. | feel that | wasn't the one who decided to go to a fancy private school or major in sociology, while they did, and therefore they deserve
zero sympathy and ESPECIALLY do not deserve "free" college or student loan forgiveness paid for by my tax dollars. So there you have it Reddit, change my view!

Power Evaluation N

Question: What do you think of the accuracy of Power label in this turn?

Selected label for this turn: Confident
Available options: Assertive, Confident, Neutral, Op inded, Sub

| agree with the label for this turn and would choose the exact same label.
| somewhat agree with the label, but | would select a different option from the available labels.

1 do not consider this axis or label relevant or applicable to the content of this turn (e.g., the dimension is not clearly expressed here, or none of the labels fit).
| disagree with this label; it is clearly incorrect for this turn.

Benevolence Evaluation v
Arousal Evaluation v
Political Leaning Evaluation v

Figure 5: User interface for the human evaluation of social orientation labels. Human annotators were asked to
evaluate label quality turn-by-turn and axis-by-axis.
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A.4 Model Training and Evaluation Details

Hyper-parameter

Value

Base Model

Number of Parameters
Use LoRA?

LoRA Rank

LoRA Alpha

LoRA Modules

Use LoRA Bias
Epochs

Max Context Length
Batch Size
Optimizer

LR Schedule

Max LR

Min LR

Gradient Clip

PyTorch Version

HF Transformers Version
HF PEFT Version

GPU Model

mistralai/Mistral-7B-v0.1
7.24 Billion

True

64

64

All Except The Embedding
Layer

True

3

3,072 Tokens

32

AdamW

One Cycle Cosine LR with
Linear Warmup

1x107*
2x107°

5.0
2.3.1+cull8
4423

0.11.1
NVIDIA A100

Table 5: Hyper-parameters for fine-tuning Mistral-7B
for conversation generation.

Hyper-parameter

Value

Base Model

Number of Parameters
Initial Context Length
Max Tokens to Generate
Temperature

Top P

Top K

Repetition Penalty
Generation Batch Size
PyTorch Version

HF Transformers Version
HF PEFT Version

GPU Model

mistralai/Mistral-7B-v0.1
7.24 Billion

2,048

1,024

1.0

0.9

Not Used

1.05

8

2.3.1+cull18

4423

0.11.1

NVIDIA A100/A6000

Table 6: Hyper-parameters for sampling future conver-
sations from the fine-tuned Mistral-7B model.

Hyper-parameter

Value

Base Model

Number of Parameters
Use LoRA?

Loss Function

Epochs

Max Context Length
Batch Size

Optimizer

LR Schedule

Max LR

Min LR
Gradient Clip
PyTorch Version

HF Transformers Version

HF PEFT Version
GPU Model

facebook/bart-base
139 Million

False

Binary Cross Entropy
15

1,024 Tokens

32

AdamW

One Cycle Cosine LR with
Linear Warmup

2x107°
2x107¢

5.0
2.3.1+cul 18
4423

0.11.1
NVIDIA A100

Table 7: Hyper-parameters for training BART-based

conversation classifiers.

Hyper-parameter

Value

Base Model
Number of Parameters
Use LoRA?

LoRA Rank

LoRA Alpha

LoRA Modules

Use LoRA Bias
Loss Function
Epochs

Max Context Length
Batch Size
Optimizer

LR Schedule

Max LR

Min LR
Gradient Clip
PyTorch Version

HF Transformers Version

HF PEFT Version
GPU Model

mistralai/Mistral-7B-v0.1
7.24 Billion

True

64

64

All Except Embedding Layer
True

Binary Cross Entropy

15

2,048 Tokens

32

AdamW

One Cycle Cosine LR with
Linear Warmup

1x 1074
2x107°

5.0
2.3.1+cull8
4423

0.11.1
NVIDIA A100

Table 8: Hyper-parameters used for training Mistral-
based conversation classifiers.
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A.5 GPT-40 Prompt Template For Social
Orientation Annotation

Analyze the communication styles
in the specified Wikipedia
editor discussions according
to four dimensions: power,
benevolence , arousal, and
progressiveness. Definitions
and response options for each
dimension are provided below.
Begin by reading the first
four conversations. For the
fifth conversation, annotate
every comment according to the
dimensions provided, using
the same format. Select the
most appropriate option from
each category for each comment

If a conversation has been
partially annotated, only
provide annotations for the
remaining comments. Provide
these annotations directly ,
without additional
explanations or digressions.

Dimensions :

1. Power: This dimension gauges

the extent to which an

individual seeks to control or
assert dominance in a
conversation .

— Options: Assertive , Confident,
Neutral , Open—minded,
Submissive

2. Benevolence: This measures the
warmth and positivity of the
interactions .

— Options: Confrontational ,
Dismissive , Neutral , Friendly ,
Supportive

3. Arousal: This refers to the
level of energy and excitement
in the comment.

— Options: Energetic, Neutral,
Calm

4. Progressiveness: This assesses
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the political orientation
conveyed in the comment.

— Options: Liberal, Neutral,
Conservative
In the following conversations

drawn from Wikipedia
discussion forums, each row
corresponds to a turn number,
an user name, and a comment
made by that user. Provide a
social orientation tag for
every turn in the input, and
do not skip any turns. Closely
follow the format in the
first four examples, and
finish the last sample. Do not
provide any explanations.

Conversation 1:
Turn 1: Tryptofish:

Good work!

Turn 2: Tryptofish: '''The Admin'
s Barnstar ''' For the
apparently thankless task of
drafting a suggested closing
summary at the RfC/U.

Turn 3: The Wordsmith: Thank you
for your kindness. I do make
an effort to be even-—handed,
no matter what people
wiki_link about me.

Turn 4: Lar: I was just popping
by to offer some words of
encouragement. Glad to see
Tryp beat me to it. ++: /

Annotations:

Turn 1: Open—minded,
Energetic , Neutral

Turn 2: Open—minded,
Energetic , Neutral

Turn 3: Open—minded,
Neutral , Neutral

Turn 4: Open-minded,
Energetic , Neutral

Supportive ,
Supportive ,
Friendly ,
Supportive ,
Conversation 2:

(Omitted for brevity...)

Social Orientation Tags:
(Omitted for brevity ...)



Conversation 3:
(Omitted for brevity...)

Social Orientation Tags:
(Omitted for brevity ...)

Conversation 4:
(Omitted for brevity...)

Social Orientation Tags:
(Omitted for brevity...)

Conversation 5:
{Comments to Annotate}

Social Orientation Tags:
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