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Ondřej Dušek, Charles University
Sebastian Gehrmann, Bloomberg LP
Kelvin Han, Independent
Rudali Huidrom, ADAPT Research Centre / Dublin City University
Johannes Kiesel, Bauhaus-Universität Weimar
Lara J. Martin, University of Maryland, Baltimore County
Laura Perez-Beltrachini, University of Edinburgh
Ehud Reiter, University of Aberdeen
Fahime Same, trivago N.V.
João Sedoc, New York University
Sina Zarrieß, University of Bielefeld

Program Committee
Rim Abrougui, Aday
Alyssa Allen, The Ohio State University
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Abstract
Large Language Models (LLMs) promise un-
scripted, adaptive NPC dialogue, but their la-
tency and resource demands hinder real-time
deployment in games. Our aim is to demon-
strate how viable it is, to have low-latency NPC
conversations that run on consumer hardware
and to characterise the speed–quality trade-offs
between local and cloud models. We intro-
duce Echoes of Others, an Unreal Engine 5
prototype that integrates three back-ends—(i)
GPT-4o Mini (cloud), (ii) OpenHermes-7B,
and (iii) a LoRA-tuned 4-bit variant trained on
100k lines of RPG dialogue—via a lightweight
server. The system runs on consumer hard-
ware while maintaining a 60 FPS budget and
dynamic response generation. We evaluate la-
tency and dialogue quality across three RPG
scenarios using LLM-as-a-Judge scoring on flu-
ency, relevance, and persona consistency.

1 Introduction and Background

Modern role-playing games rely on scripted di-
alogue, limiting player choice and replayability
despite massive writing efforts. Baldur’s Gate 3,
for example, contains over 125,000 hand-authored
lines, yet players are still constrained to fixed
options, making conversations predictable. Un-
scripted, generative Non Player Characters (NPC)
dialogue can preserve character and world consis-
tency while enabling unanticipated questions, creat-
ing more immersive experiences without the heavy
authoring costs.

Recent advances in LLMs have opened new pos-
sibilities for dynamic, unscripted dialogues. While
traditional systems in titles like Mass Effect or
Skyrim rely on finite-state machines or branching
scripts, research prototypes such as Façade (Mateas
and Stern, 2003) and NPCEditor (Leuski and
Traum, 2010) have explored procedural and sta-
tistical approaches. However, the complexity and
resource demands of such systems limited their
practical adoption.

Figure 1: Screenshot of the in-game town with a dia-
logue interaction.

Integrating LLMs into modern engines like
Unreal Engine 5 (UE5) introduces new techni-
cal challenges, such as latency, memory usage,
and maintaining dialogue coherence in real-time.
Performance constraints need careful optimisa-
tion, including level-of-detail scaling, occlusion
culling (Epic Games, 2023), and the Nanite geom-
etry engine (AMD GPUOpen, 2022), to free GPU
capacity for inference tasks.

To support character consistency, prompt en-
gineering plays a central role. Conditioning
LLMs with persona descriptions, world lore, and
stylistic constraints, drawing on work like Per-
sonaChat (Zhang et al., 2018) and Generative
Agents (Park et al., 2023), helps sustain in-
character responses across dialogue turns.

In this paper, we propose a UE5 working pro-
totype that enables real-time dialogue generation
for NPCs. A backend bridge connects to local or
cloud-based back-ends, generating character-aware
responses on consumer hardware. We evaluate
trade-offs between model quality, latency, and sys-
tem responsiveness, and offer a replicable blueprint
for developers. A video demo is available at
https://youtu.be/uvoi5wA7rpc.

2 System Components

Gameplay. The game follows classic role-playing
design: players are free to explore, complete quests,
and influence the world state through their actions.
With the introduction of LLM-based dialogue, ev-
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ery character has its own distinct personality and
equal possibilities for unique interactions without
the need for thousands of handcrafted lines. As
players progress, changes in the world state (e.g.,
completed quests or character deaths) dynamically
alter persona prompts, creating new opportunities
for context-aware interactions.

Interactive Dialogue Flow. Dialogue genera-
tion is triggered by a UE5 Blueprint node that col-
lects (a) the player’s utterance, which is checked
against a list of banned words and terms before
being passed to the LLM to prevent toxic content,
(b) the chat history, and (c) the character’s per-
sonality and general information about the game
world, which is dynamically updated based on the
current world state. These elements are used to
construct the prompt given to the LLM, which is
bundled into a JSON payload and transmitted via
the HttpRequest subsystem. The server returns a
structured response; only the main reply is shown
in the game UI. The system supports a single active
speaker at a time; concurrency will be implemented
in future work.

System Architecture. Figure 2 illustrates the
overall system architecture for dialogue interac-
tions. A lightweight inference server connects UE5
to local or cloud LLM back-ends, supporting hot-
swapping without restarting the game. Local mod-
els are loaded with BitsAndBytesConfig using
4-bit NF4 quantisation and merged LoRA adapters.
Safety is enforced via a regex-based filter. The
entire pipeline is designed for drop-in backend re-
placement and minimal performance overhead.

Model Fine-Tuning and Persona Adaptation.
LoRA (Hu et al., 2021) is used to fine-tune the base
LLM, and the trained module is merged into the
frozen model at inference time. The chat history is
truncated client-side to manage token limits, and
persistent world state (e.g., quest flags) is used to
adjust persona prompts dynamically.

To fine-tune the pretrained LLM, we used
transcribed scripts of Skyrim and The Witcher,
two game of the year winning open world RPG
games. After cleaning and chunking into overlap-
ping 1024-token windows, we generated 10.7M
prompt–completion pairs. We further annotated
lines with high-level roles (e.g., Guard, Merchant,
Farmer) and subsampled 10,000 examples per role
to ensure persona diversity. The supervised objec-
tive is standard causal language modelling so that
the model learns to generate the next in-character
turn conditioned on recent dialogue and persona

FastAPI Inference
Server

UE5 Client

Local OpenHermes
Base Model

Local OpenHermes
Finetuned Model

Remote GPT-4o Mini
Model

Figure 2: Real-time inference pipeline.

text.
Evaluation. Across three live RPG contexts

(Guard, Blacksmith, Priest) we compared GPT-4o
Mini, OpenHermes-7B, and a LoRA-tuned Open-
Hermes. Each model was scored by three indepen-
dent LLM-as-a-judge on relevance, persona con-
sistency, and fluency, with latency measured sepa-
rately. Mean server latencies were 1.9 s, 12.3 s, and
3.0 s respectively. Command-R Plus judge mean
scores (1–10) were 8.7, 7.0, and 4.7.
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Abstract

CSPaper Review (CSPR) is a free, AI-powered
tool for rapid, conference-specific peer review
in Computer Science (CS). Addressing the bot-
tlenecks of slow, inconsistent, and generic feed-
back in existing solutions, CSPR leverages
Large Language Models (LLMs) agents and
tailored workflows to deliver realistic and ac-
tionable reviews within one minute. In merely
four weeks, it served more than 7,000 unique
users from 80 countries and processed over
15,000 reviews, highlighting a strong demand
from the CS community. We present our ar-
chitecture, design choices, benchmarks, user
analytics and future road maps.

1 Why We Built It
Two pressing challenges have emerged in the fast-
growing landscape of Computer Science (CS) re-
search conferences, especially in AI and Machine
Learning (ML). First, novice researchers often lack
timely, targeted feedback tailored to their chosen
conferences, with useful input arriving too late (typ-
ically after rejection) to guide meaningful revision.
Second, the surge in submissions to top venues
like ICML and NeurIPS has overwhelmed the tradi-
tional peer review system, leading to delays, incon-
sistent assessments, and declining review quality
(Kim et al., 2025; Guo et al., 2023; Naddaf, 2025).
As a result, reviewer capacity is stretched thin, com-
promising the depth and consistency of evaluations.

While Large Language Models (LLMs) are al-
ready quietly assisting with peer reviews – Liang
et al. 2024a estimate that 6.5%→16.9% of reviews
at top AI conferences were ghostwritten or sub-
stantially revised by GPT-4 or alikes – the existing
AI review tools fails to address the needs of paper
authors representing a broader CS community.

CS stands out from other scientific disciplines in
three key ways that makes it particularly suitable
for AI-assisted reviewing. First, CS has evolved
into a vast and fast-moving field where confer-
ence publications dominate over journals due to

*CSPaper Review: https://review.cspaper.org. The
R&D Team also includes Kai Xie, Weiping Ding, Yong Du,
Sven Salmonsson, Yumin Zhou, and Vilhelm von Ehrenheim.

their strict timelines and rapid dissemination cycles.
CS researchers therefore have a much stronger de-
mand for early feedback to improve and iterate
quickly. Second, CS conferences typically publish
well-defined and standardized review rubrics,
offering a natural scaffolding for aligning LLM-
generated reviews with human expectations. This
structured evaluation format is rare in other disci-
plines, making CS an ideal testbed for AI feedback.
Third, the CS community is highly active, decen-
tralized, and open, with an unmatched culture of
preprints, open-source projects, and community-
driven innovation. Fourth, some top-tier AI confer-
ence officially starts introducing AI-assisted review
as a supplement to human reviewers (AAAI, 2026).
This strong communal foundation is essential for
“Human+AI” review systems.

However, existing tools such as Rigorous, WBS,

GroundedAI, PaperWizard, and Hum fail to meet these
CS-specific needs: they target journal workflows
(not conference-style reviewing), take days to re-
spond, lack rubric-aligned ratings, are prohibitively
expensive and often tuned for non-CS domains like
biology. To address this gap, we introduce CSPa-
per Review (CSPR), a free (up to 20 reviews per
day) LLM-powered paper review system built from
the ground up for CS researchers, with conference-
specific evaluation criteria, fast turnaround, and
integration into a researcher’s early feedback loop.

2 How It Works
CSPR accepts either arXiv IDs/URLs or directly
uploaded PDFs. Within 60 seconds, the platform
generates conference-specific reviews comprising
three sections: desk rejection assessment, expected
review outcome, and critical reviewer ratings.

Latex/PDF processor: As depicted in Fig 1,
dedicated processors extract text, tables, equations,
and images from both LaTeX source packages and
PDF files. For LaTeX inputs, the system performs
downloading, main-tex resolution, consolidation
of scattered tex files, and content cleaning. PDF
inputs undergo OCR parsing, generating structured
JSON content composed of markdown and images.
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Figure 1: Input, output and workflow of CSPaper Review (CSPR). White boxes represent components or agents; gray boxes represent

intermediate artifacts. Small diamonds indicate points where a failure in the preceding step terminates the entire workflow.

Images are normalized to JPEG and downsampled
(when excessively large) to ensure sensible LLM
token consumption while keeping visual clarity.

Conference/track manager stores and retrieves
conference-specific meta-information (name, track,
year, call for papers, deadlines, etc.), review tem-
plates, and curated review prompts (with examples)
tailored to individual conferences and tracks. It
ensures generated reviews adhere strictly to the
standards and expectations of selected venues.

Pre-review checks: Extracted artifacts are se-
quentially evaluated through a paper length valida-
tor and a set of gatekeepers verifying topic rele-
vance, overall quality, and risk of prompt manipu-
lation. Any failure at this stage immediately termi-
nates the review process.

Review agents: For each valid rating/score level
defined by the target conference (e.g., 1-strong re-
ject to 5-strong accept), we force a dedicated agent
to (concurrently) generate reviews that strictly jus-
tify the assigned score/rating. A review selector
identifies three most realistic reviews: best justified,
more optimistic, and more critical. They are syn-
thesized into a coherent output primarily based on
the best-justified review but selectively incorporat-
ing insights from the other two versions. Finally, a
calibration step ensures coherence between overall
and sub-dimensional scores (e.g., novelty, clarity),
ensuring a well-aligned and balanced final review.

3 What We Found
LLM choice: We constructed a benchmark dataset
of 100 papers by manually collecting reviews from
OpenReview, official conference websites, and so-
cial media. We evaluated five LLMs on this bench-
mark. Mean Absolute Error (MAE) is calculated
using the ground-truth overall scores as labels. The
model with the lowest MAE (cf. Table 1 in Ap-
pendix) was selected as the serving LLM.

PDF parser: We qualitatively compared 4 PDF
parsers (MinerU, Rigorous, Mistral, and LandingAI) on
five CS papers with varied layouts. Mistral stood

out with clean, structured JSON and highly ac-
curate transcription of text, tables, equations, al-
gorithms and images, while MinerU and Rigor-
ous produced frequent, review-impacting errors.
LandingAI showed similar quality to Mistral but is
less viable due to pricing and speed.

Step-by-step vs. all-in-one prompting is a key
question in LLM research; while step-by-step ap-
proaches are thought to enhance reasoning (Yu,
2024), explicit decomposition can sometimes harm
performance (Liu et al., 2024b). In our experi-
ments, splitting each review agent into specialized
sub-agents did not improve MAE, but increased
token usage fivefold and latency over tenfold.

User analytics: Most traffic came from referral
(44%), followed by direct (36%) and organic search
(28%). Referral users were the most engaged, with
a 3-minute average session and 48% of total page
views. The number of arXiv and PDF review re-
quests is largely equal. Among the 162 users who
participated in our survey, 64% were undergradu-
ate, graduate, or postgraduate students, consistent
with the findings of (Liang et al., 2024b). We identi-
fied three notable usage patterns: 1) the same paper
reviewed across multiple conferences/tracks, likely
to determine the most suitable submission venue;
2) different versions of a paper reviewed within
the same conference/track, suggesting iterative im-
provement of writing; and 3) one-time PDF review
requests where filenames include real conference
submission IDs, potentially indicating use of the
tool for self-assessment during the review process.
Please refer to the Appendix for additional results
and ethical discussions.

4 What’s Next
CSPR has demonstrated real-world value in stream-
lining CS paper reviews, and our goal is to evolve it
into both a practical tool and a research testbed for
advancing human-AI collaboration in peer review.
We aim to broaden coverage, enhance agent capa-
bilities, develop interactive interfaces, and imple-
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ment safeguards for trustworthy AI-assisted review-
ing. Ultimately, we seek to benefit CS researchers
while advancing the theory and practice of compu-
tational research assessment.
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Appendix of
CSPaper Review: Fast, Rubric-Faithful Conference Feedback

A More Figures and Tables

Figure 2, adopted from Google Analytics Dash-
boards, illustrates the distribution of unique users
by country.

Figure 2: The geographical distribution of over 7,000
unique CSPR users from 80 countries.

Table 1 presents the mean absolute error (MAE)
for five LLMs, GPT-4.1, GPT-o3, GPT-o4-mini,
Deepseek-v3 (Liu et al., 2024a), and Llama3-
8b (Dubey et al., 2024), evaluated across eight
conferences, using a benchmarking dataset of 100
carefully selected research papers. We applied the
following practices while constructing the dataset:
• For accepted papers, we did not randomly sam-

ple from all accepted works. Instead, we pri-
oritized well-received papers such as spotlights,
award-winning papers, or those that drove sig-
nificant community discussion (e.g., on OpenRe-
view, Alphaxiv and social media). These papers
are generally considered exemplars in their re-
spective venues and thus represent strong, trusted
evaluation anchors.

• We acknowledge that rejected papers are gener-
ally harder to obtain, as reviews are often not
made public. To address this, we relied on man-
ual sourcing where possible, including data from
conferences with open review processes (ICLR
and partially NeurIPS) and from authors who are
willing to share their rejected work and reviews.
This ensured our negative examples came from
verifiable, credible sources rather than arbitrary
low-quality drafts.

• We explicitly identified cases where the final de-

cision diverged from the average score or where
reviewer opinions were highly polarized. In such
cases, we asked established senior researchers
(not involved in our team) to calibrate the scores,
providing a more stable and reliable label for
benchmarking. This step directly mitigates the
concern that our benchmark might inherit incon-
sistencies from the review pool.

• Our benchmark dataset was deliberately bal-
anced across multiple top-tier CS conferences
and tracks to avoid bias toward a single venue’s
reviewing style or quality distribution. This di-
versity helps ensure the evaluation is not overfit-
ted to one conference’s reviewing idiosyncrasies.

Conference GPT-4.1 o3 o4-mini DS3 Llama3 GPT-5
AAAI 0.044 0.077 0.113 0.110 0.170 0.086
CVPR 0.033 0.100 0.100 0.082 0.150 0.067
EMNLP 0.100 0.160 0.180 0.170 0.210 0.120
ICLR 0.120 0.200 0.240 0.230 0.280 0.200
ICML 0.092 0.175 0.275 0.263 0.320 0.175
IJCAI 0.100 0.125 0.125 0.220 0.280 0.125
KDD 0.188 0.125 0.333 0.310 0.390 0.188
NeurIPS 0.098 0.131 0.348 0.333 0.395 0.131

Table 1: Benchmarking results to choose serving LLMs.
“DS” denotes DeepSeek. Best results are highlighted in bold,
and second-best results are underlined.

Figure 3 visualizes the distribution of user pro-
files among the 162 respondents to our question-
naire.

Figure 3: Percentage of user profiles from questionnaire.

Figure 4 presents the frequency of review ac-
tivities reported by users in their daily work, as
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captured by the same questionnaire.

Figure 4: User review frequency from questionnaire.

B Data Handling and Ethical
Considerations

CSPaper Review adheres to responsible data han-
dling and transparency principles. All data col-
lected and analyzed in this study (including up-
loaded PDF manuscript files, selected target con-
ferences, and review preferences) were processed
in accordance with our publicly available privacy
policy.1 Manuscript files are processed automati-
cally using LLMs, under contractual agreements
that explicitly prohibit the use of submitted content
for model training or fine-tuning.

Uploaded files are temporarily stored on secure
cloud infrastructure (e.g., Microsoft Azure) and are
deleted either upon user request or after a defined
expiration period. No user-submitted content is
sold, shared, or publicly disclosed. On rare oc-
casions, individual manuscripts may be reviewed
internally for debugging and improvement, strictly
under secure, privacy-preserving conditions.

User analytics presented in this paper (e.g., refer-
ral sources, usage patterns) are aggregated and fully
anonymized. No personally identifiable informa-
tion (PII)2 is collected or disclosed. Observations
such as filenames containing conference submis-
sion IDs (e.g., NeurIPS) were recorded passively
and are not linked to individual users.

All users provide explicit consent to these prac-
tices when submitting their manuscripts. Only min-
imal cookies are used in a strict way.

1https://cspaper.org/assets/uploads/review/
privacy-policy.pdf

2https://en.wikipedia.org/wiki/Personal_data
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Abstract
We present VitaEval, an open-source tool that
streamlines the preparation process for human
evaluation of video-to-text and video-to-audio
systems. Evaluating such systems typically re-
quires segmenting long videos, aligning subti-
tles and synthesized audio, and building cus-
tom interfaces for annotators—tasks that are
time-consuming and often technically demand-
ing. VitaEval addresses these challenges by
automating video segmentation, synchronizing
audio and subtitles, and generating web-based
interfaces. Researchers can deploy evaluation
setups without needing expertise in FFmpeg or
HTML5, significantly lowering the barrier to
conducting multimodal human evaluations. In
a case study, we demonstrate that annotation
setups using VitaEval can be created within one
hour. The demo video is available at https://
www.youtube.com/watch?v=TL4w1vWWaNY.

1 Introduction

Video-to-text generation, including dense caption-
ing and real-time commentary systems (Krishna
et al., 2017; Ishigaki et al., 2021, 2023), is gain-
ing attention as large language models become in-
creasingly capable of processing and describing
dynamic visual content. Recent advances even ex-
tend these systems with text-to-speech technologies
to produce natural-sounding commentary, enabling
immersive experiences for users (Ishigaki et al.,
2023). However, conducting human evaluation
for such multimodal outputs remains a bottleneck.
Evaluators must assess not just text quality, but also
the alignment between video, text, and audio. This
requires researchers to perform video segmentation,
subtitle formatting, audio overlay, and interface de-
sign—steps that may seem lightweight individually
but accumulate into a significant amount of man-
ual effort and technical expertise in video and web
technologies.

Existing annotation tools such as CVAT (Corpo-
ration, 2024), VIA (Dutta and Zisserman, 2019),

Figure 1: The evaluation interface, automatically gener-
ated by VitaEval.

and Label Studio (Tkachenko et al., 2020-2022) are
built primarily for vision tasks and lack support for
multimodal synchronization or interface automa-
tion. Commercial platforms offer flexibility but re-
quire extensive customization and cost. Thus, there
is a strong need for a lightweight, customizable,
and open-source solution tailored to multimodal
evaluation.

Despite the importance of evaluation in genera-
tion research, many existing benchmarks rely on
simplified setups where only the text output is
evaluated in isolation. However, in realistic ap-
plications such as sports commentary, instructional
videos, or accessibility services, the interplay be-
tween video, text, and audio is crucial for under-
standing user experience. Manual preparation of
evaluation setups for such tasks not only slows
down research cycles but also hinders reproducibil-
ity and scalability. There is a pressing need for
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tools that can lower this barrier and enable rapid, re-
producible, and scalable evaluation for multimodal
generation systems. Thus, we propose VitaEval.

2 VitaEval: System Overview

VitaEval is a Django-based web application that
provides an end-to-end pipeline for setting up hu-
man evaluation tasks involving video, text, and
audio. It supports two user roles: administrators
who configure evaluation projects, and evaluators
who annotate the video segments.

In the administrator workflow, to create an eval-
uation project, administrators upload a video file
along with an optional JSON file specifying cut
points, subtitle files (SRT/WebVTT), and commen-
tary audio (MP3/WAV). VitaEval uses FFmpeg to
cut the video and synchronize overlays. It then gen-
erates an evaluation interface where subtitles are
rendered via HTML5 captioning and audio com-
mentary is played back in sync with video.

Figure 1 shows an example interface automat-
ically generated by VitaEval. Each evaluation
screen presents a video segment with overlaid cap-
tions and audio, followed by one or more questions
(e.g., “Is the audio delayed?”) and optional free-text
comments. Question types include radio buttons,
checkboxes, and text fields. Results are saved in
JSON and downloadable through the admin panel.

For scalability, VitaEval supports integration
with Amazon Mechanical Turk (MTurk) for crowd-
sourcing, AWS S3 for media hosting, and scriptable
endpoints for bulk data upload. Multiple adminis-
trators can manage tasks collaboratively. The sys-
tem runs on Python 3.10 and can be hosted locally
or on a cloud server.

3 Case Study

We applied VitaEval to annotate a racing game
commentary dataset (Ishigaki et al., 2023), aiming
to classify utterances as either subjective or objec-
tive. We spent 10 minutes to write a python script
to convert SRT files to cut intervals, we deployed
the evaluation interface within an hour by using
VitaEval. In total, our tool reduces manual coding
effort by at least 141 lines. The interface allowed
annotators to make judgments using synchronized
audio and subtitles, showcasing the tool’s utility in
real-world research workflows.

4 Conclusion

By automating video segmentation, audio/text syn-
chronization, and interface creation, VitaEval elim-
inates the need for manual scripting or web devel-
opment. Our system is easy to deploy and supports
large-scale evaluation via crowdsourcing platforms
and cloud storage. The source code and documen-
tation are publicly available at: https://github.
com/aistairc/commentary_evaluator. Further
technical details can be found in the supplementary
material (Topić et al., 2025) 1.
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Abstract

We present ARTIST, a learning support system
that can help students assess their argumenta-
tive writing and provide automated, individual
feedback, thus improving their writing perfor-
mance. It analyzes student-written argumenta-
tive texts by identifying argument components
and their relationships. The resulting argumen-
tative discourse structure is displayed in an in-
teractive interface. In that way, the ARTIST
tool provides immediate and personalized vi-
sual feedback on the quality of students’ texts,
supporting self-monitoring and reflection on
how to improve their texts.

1 Introduction

Argumentative writing skills are essential to enable
one to convey one’s own understanding and critical
thinking. Effort and training are needed to improve
them. In many contexts however, writing skills are
not promoted and training measures are not very
effective (Thaiss and Zawacki, 2006; Stevenson
and Phakiti, 2014). However lecturers often do not
have time to provide individual feedback to each
student. Generic responses hinder their learning
progress. This is problematic, as argumentative
writing is rarely done outside of schools when one
is a student. To address this issue, recent advances
in Natural Language Processing (NLP) and Artifi-
cial Intelligence (AI) are leveraged to analyze the
writing quality of texts and to provide students with
personalized and adaptive feedback, as well as to
support gains in student’s writing motivation and
quality (Zhang, 2013; Rapp and Kauf, 2018; Strobl
et al., 2019).

Whereas automated support for revisions on
the micro-level, targeting factual knowledge (e.g.,
grammar, spelling, word frequencies) is well-
represented in current literature, tools that sup-
port the development of writing strategies and en-
courage self-monitoring to improve macro-level

text quality (e.g. argumentative structures, rhetor-
ical moves) are still rare. Therefore, we propose
an AI-enabled learning support system to assess
students’ argumentative writing and to automate
feedback to individual students, thus supporting
writing performance. This enables personalized
learning. One of the most significant benefits of
using AI in education is seen as a support tool
for personalized learning and formative feedback
(Stone et al., 2016; Zawacki-Richter et al., 2019).
ARTIST contributes to this new emerging interdis-
ciplinary research field as recent advances in AI
emphasize the importance of better understanding
of the human-machine power relationship in learn-
ing and problem solving (Wesche and Sonderegger,
2019; Raisamo et al., 2019; Seufert et al., 2020).

We make a video demonstration of ARTIST
available at https://youtu.be/fOs2EcWd7fU
and release the code at https://github.com/
unisg-ics-dsnlp/artist-inlg2025.

2 Interface

ARTIST provides direct and indirect feedback
through three main channels: (i) the Argumentation
Dashboard, (ii) the Discourse Structure overview,
which provides an analysis of the rhetorical struc-
ture and coherence relations of the text to help the
user identify weaknesses, and lastly (iii) through
direct, adaptive Improvement Suggestions. Figure
1 shows the Argumentation Dashboard.

Argumentation Dashboard Claims, major
claims and premises are highlighted in different
colours directly in the input and presented as a
graph, showing the argumentative structure of the
text. A detailed view shows how the individual
components of each argument connect with each
other. A sunburst diagram shows the proportion
of how much of the text consists of argumentative
components. Coherence and Persuasion scores
are presented as a box plot based on the rating
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Figure 1: Screenshot of the ARTIST writing support system. A highlighted argument is shown, as well as the
structure graph, the sunburst diagram of the distribution of components and the Coherence and Persuasion scores.

of multiple LLM raters following the approach
introduced by Hu et al. (2024). To simulate a panel
of experts the model is prompted 50 times with
a temperature of 0.7. Scores are presented as a
boxplot to provide feedback about the consistency
of the scores to the user. We use plotly.js for this
plot.

Discourse Structure The Rhetorical Structure
Theory (RST) (Mann and Thompson, 1988) parse
tree of the input text is shown, with explanations
for the more high-level discourse markers. The
RST tree shows the text split into discourse units
and how they relate to each other. By default a
simplified version using the high level markers by
Fraser (1996) is shown. The complex markers are
mapped to Elaborative, Inferential, Contrastive
and Temporal. Experienced users can switch to
‘Expert Mode‘ to see fine-grained labels. Users can
select discourse units to highlight the relation in the
text. Explanations for the labels are shown next to
the graph. Figure 2 shows the Discourse Structure
functionality.

Improvement Suggestions The user can request
adaptive improvement suggestions for their text.
These suggestions are made by an LLM, and adapt
to the user’s input.

3 Implementation Details

Backend The backend of ARTIST is a Python
Django project.

LLM ARTIST supports using self-hosted LLMs.
We use a Llama 3.3 70B instance running on 8
V100 GPUs. We want to emphasize that smaller
models, with lower hardware requirements, are suit-
able alternatives. This includes small models like
the Phi family of models, which are designed to be
hardware efficient (Abdin et al., 2024a,b), and can
be run locally on current consumer grade laptops.
The LLM is used for the improvement suggestions
feature, as well as to calculate the Coherence and
Persuasion scores.

Visualization We use vis.js for the visualization
of the argument structure, Plotly.js for the structural
feedback, Cytoscape.js for the RST tree.

Discourse Structure Detection We use an
updated version of RST parser by Feng and
Hirst (2014b,a). The parser itself is un-
changed, but we provide a Python package
to make it easier to use. The updated
package is available at https://github.com/
ThHuberResearch/feng-hirst-rst-parser.

4 Evaluation

We evaluated successive prototypes of our argu-
mentation feedback system through a series of con-
trolled laboratory experiments and real-world class-
room studies, demonstrating its effectiveness in
improving students’ argumentative skills. For in-
stance, in a study with first-year students (n=80),
we observed measurable gains in argumentation
competency (Burkhard et al., 2023). In a comple-
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Figure 2: Screenshot of the Discourse Structure functionality of ARTIST. A subgraph of the discourse tree is
highlighted, and the relation is shown in the argument on the left. The labels are explained to the right of the graph.

mentary study with 30 participants, we collected
qualitative feedback on the tool’s usability and per-
ceived effectiveness (Htaw et al., 2024). Moreover,
students (n=63) rated the quality of the feedback
provided by open-source and proprietary LLMs
positively. More precisely, they regarded the sug-
gestions for improving their argumentative texts as
helpful (7.51 vs. 7.65 on a 10-point Likert scale)
(Gubelmann et al., 2024). Most importantly, stu-
dents wrote more convincing essays with higher
formal argument quality, producing on average 5.1
arguments with our tool compared to 3.2 with a
baseline scripting tool (Wambsganss et al., 2020).

5 Example User Interaction

In the following, we describe a typical use case
scenario of the ARTIST tool.

The user enters an argumentative text. They click
Analyze Argumentation. This highlights their ar-
gument components, and shows their relationships
in the dashboard, which helps find unsubstantiated
claims in the text. The Structural Feedback sun-
burst diagram shows that a large portion of the
text is non-argumentative. The Coherence and Per-
suasion scores are also rather low. Next, the user
presses Analyze Discourse. This generates an RST
parse tree, which shows the individual discourse
units and their relation. The user is experienced,
so they toggle Expert View, which provides fine-
grained labels. They right-click a subgraph with an
Explanation and it is highlighted in the text. The
user realizes that a part of their text, intended to
explain a certain point they were making, does not
have this relation in the graph. They read the cor-

responding passage and note they did not properly
elaborate their point. They revise the sentence and
generate the graph again. The user analyzes the
new graph and is satisfied. Lastly, they open the Im-
provement Suggestions tab, and request individual
feedback. The feedback suggests to add concrete
examples or evidence to further strengthen the ar-
gument. Based on the analyses provided by the
tool the user improves their argument further. As
the user keeps working with the tool, their overall
argumentation skills improve.
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