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Abstract

Long-form outline generation for expository
articles requires both comprehensive knowl-
edge coverage and logical coherence, which
is essential for creating detailed Wikipedia-like
content. However, existing methods face crit-
ical limitations: outlines generated in the pre-
writing stage often have low knowledge density
and lack detail, while retrieval-augmented ap-
proaches struggle to maintain logical coherence
across retrieved information. Additionally, un-
like human writers who can iteratively improve
through peer feedback and reference similar
topics, current approaches lack effective mech-
anisms for systematic outline refinement. To
address these challenges, we propose LOGIC,
a Long-form Qutline Generation system via
Imitative and Ceritical self-refinement that mim-
ics human writers’ refinement process. LOGIC
establishes a coherent planning framework and
structured knowledge base, learns from simi-
lar topic outlines through imitation, and con-
tinuously improves through model-based cri-
tique. Experiments on FreshWiki and our
dataset WikiOutline show that, compared to the
best baseline, LOGIC’s long-form outlines are
more organized (with increases of 22.85% and
21.65% respectively) and more logically coher-
ent (with increases of 16.19% and 12.24% re-
spectively). Human evaluation further validates
LoOGIC’s effectiveness in generating compre-
hensive and well-structured long-form outlines.

1 Introduction

Large language models (LLMs) have demonstrated
remarkable capabilities in novel generation through
planning-then-writing approaches (Yang et al.,
2022; Huang et al., 2024; Yao et al., 2019). Such
approaches first create a coherent plot outline, then
decompose the generation into subtasks, enabling
LLMs to produce richer and more engaging content
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Figure 1: Comparison of the quality of outlines gen-
erated by different methods. The red boxes represent
nodes that are too detailed and lack coherence. The
outlines generated by LOGIC achieve better results in
all metrics, and the level of detail of the outline of a
section is equivalent to the outline of an article by other
methods.

(Riedl and Young, 2010; Bai et al., 2024; Ma et al.,
2024). When generating expository articles simi-
lar to Wikipedia entries (Fan and Gardent, 2022;
Banerjee and Mitra, 2015) or reports (Liu et al.,
2018; Ranade and Joshi, 2023), planning in the pre-
writing stage becomes even more crucial (Rohman,
1965). Compared with the methods that bypass the
pre-writing stage, the role-playing-based method
STORM (Shao et al., 2024) has enhanced the qual-
ity of the generated articles by generating outlines
in the pre-writing stage. However, maintaining the
coherence and knowledge richness of the outlines
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still remains a significant challenge.

This challenge stems from three critical limita-
tions: 1) Knowledge Density Gap: Outlines gen-
erated in the pre-writing stage often lack suffi-
cient knowledge density and detail. 2) Retrieval-
Coherence Dilemma: While retrieval-augmented
generation (RAG) (Lewis et al., 2020) can intro-
duce external knowledge to reduce the halluci-
nation of LLMs (Xu et al., 2023; Rawte et al.,
2023), it struggles to maintain logical coherence
across retrieved information. 3) Limited Refine-
ment Capability: Unlike human writers who can
iteratively improve their outlines through peer feed-
back (Horbach and Halffman, 2018) and reference
similar topics, current LLM approaches lack effec-
tive mechanisms for systematic outline refinement
(Chamoun et al., 2024; Bae and Kim, 2024) and
correcting factual contradictions (Lyu et al., 2024).

Current approaches attempt to address these chal-
lenges through different strategies. Direct gener-
ation (Figure 1 (A)) relies solely on LLMs’ inter-
nal knowledge but produces shallow content. Ba-
sic RAG approaches (Figure 1 (B, C)) enhance
knowledge coverage but fail to improve coherence
and topic coverage significantly. Even advanced
methods like STORM (Shao et al., 2024), which
employs multi-perspective information collection
(Figure 1 (D)), and OmniThink (Xi et al., 2025),
which expands knowledge boundaries through con-
tinuous reflection and exploration, still struggle
with maintaining appropriate detail levels and logi-
cal consistency across the outline.

Inspired by human writers’ practices of studying
similar topics and iterative refinement, we propose
LOGIC, a novel long-form outline writing system.
LOGIC operates through three innovative mecha-
nisms: 1) establishing structural coherence through
a planning list and knowledge framework, 2) learn-
ing from similar topic outlines through imitation, 3)
implementing iterative refinement based on critical
model feedback. This approach enables LOGIC to
generate outlines with enhanced content richness,
entity density, logical coherence, and engagement.

We evaluate LOGIC on both the FreshWiki
dataset (Shao et al., 2024) and our newly proposed
WikiOutline dataset (§4.1). Our experiments show
that the long-form outlines have significantly im-
proved in multiple key aspects, including entity
recall, interest level, coherence and organization,
relevance and focus, broad coverage, logicality,
breadth, and depth. Human evaluation further vali-
dates our method’s effectiveness in addressing the

long-form outline generation challenge.
Our main contributions include:

* We propose a novel framework that integrates
outline planning, knowledge structuring, and
external knowledge in generating high-quality
expository long-form outlines.

* We develop LOGIC, an innovative system that
combines imitative learning with writer-like
iterative refinement for outline generation.

* We demonstrate through automatic and hu-
man evaluation that LOGIC can effectively
generate logically coherent and content-rich
outlines, significantly advancing the state of
the art in long-form outline generation.

2 Related Work
2.1 Retrieval-Augmented Generation (RAG)

Retrieval-augmented generation enables LLMs to
generate factual responses based on knowledge
introduced from external databases (Izacard and
Grave, 2020; Qian et al., 2024a), improving the
reasoning capabilities of the model (Izacard et al.,
2023). RAG can not only achieve simple question-
answering tasks (Gao et al., 2022) and improve real-
time performance on intensive NLP tasks (Lewis
et al., 2020), but also prevent Wikipedia-based chat-
bots from hallucinations (Semnani et al., 2023).
GraphRAG (Edge et al., 2024) and StructRAG (Li
et al., 2024) can extract entity relationships from
unstructured documents and generate structured
summaries, significantly enhancing the information
integration ability in implicit reasoning tasks. Qian
et al. (Qian et al., 2024b) proposed the long-term
memory-enabled MemoRAG to solve the problem
of difficulty in effectively retrieving unstructured
external knowledge (Edge et al., 2024). Long-form
article generation methods such as STORM (Shao
et al., 2024) and Co-STORM (Jiang et al., 2024)
proposed retrieval strategies from different perspec-
tives, but there is no external knowledge of the
model for precise and structured topic-based re-
trieval.

2.2 Automatic Outline Writing

With the rise of LLMs, the field of automatic ma-
chine writing has ushered in an unprecedented
wave of development (Zhou et al., 2023; Wang
et al., 2024c,b). The writing of automated expos-
itory articles (Balepur et al., 2023; Liang et al.,
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Figure 2: The overview of LOGIC. In stage 1 (§3.2), a planning list is generated according to the topic, and then an
outline for each section is generated based on the planning list. In stage 2 (§3.3), an article premise is generated
from four aspects, namely the definition, background, events, and significance related to the topic. In stage 3 (§3.4),
the outline of the entities related to the topic is retrieved. In stage 4 (§3.5), the generation model continuously
iteratively refines the draft outline according to the feedback from the critic model.

2024) is different from the generation of long-form
articles such as novels, as it requires relying on
external documents to ensure the factuality of the
articles. Similarly, the generation of an expository
article outline (Wang et al., 2024a), a question-
and-answer article outline (Chen et al., 2024), or
a blog outline (Lee et al., 2024), which can no
longer depend on character relationships and plot
to maintain continuity, differs from that of a novel
outline. STORM (Shao et al., 2024) proposed a
method for writing Wikipedia-like article outlines
based on a role-playing approach. This method
innovatively introduces the concept of role-playing
and attempts to generate a reasonable outline by
simulating the question-answer interaction between
different roles. However, these methods often lack
a process of continuous refinement based on the
retrieved knowledge, resulting in the generated out-
lines being of insufficient quality. Different from
previous works, we propose a long-form outline
generation framework named LOGIC that is based
on continuous refinement through feedback, en-
abling the iterative refinement of outlines to make
them more content-rich, logical, and coherent ac-
cording to the feedback from the critical model.

3 LogGic

3.1 Overview

We propose LOGIC to automate long-form outline
writing, the writing process starts with generating a
comprehensive planning list that incorporates mul-
tiple detailed plans. Subsequently, a draft outline

is crafted based on these plans, and notably, each
plan corresponds precisely to a distinct section out-
line. Next, a premise model is used, considering
the definition, background, event, and significance
related to the topic to generate the draft premise
and refine the draft premise with the draft outline
that serves as the fundamental basis for the article.
Then, related entities will be identified, and relevant
knowledge will be retrieved to enrich the content.
Finally, a critic model examines the draft outline
and provides feedback, while a generation model
uses this feedback, along with the knowledge and
premise, to refine the outline through an iterative
process until it reaches a satisfactory state. The
pseudocode of LOGIC can be found at Algorithm 1
and Appendix D. The input of LOGIC stage 4 can
be found in Figure 5 and a study case of long-form
outlines generated by LOGIC in Appendix F.

3.2 Generate Draft Outline

In order to achieve the output of long articles
through LLMs, AgentWrite (Bai et al., 2024) pro-
posed a divide-and-conquer framework that decom-
poses the writing task into multiple subtasks and
finally connects the subtask outputs to obtain the fi-
nal long-form output. In terms of long-form outline
construction, we also used a divide-and-conquer
strategy to split the complex long-form outline
generation process into paragraph-level sub-steps
based on the planning list.

Given an input topic 7, LOGIC generates a plan-
ning list PL = {PL1, PLs... PL,} containing
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plans for each section and uses these plans to gen-
erate a draft outline for the corresponding section.
By generating the planning list in one fell swoop,
it becomes feasible to comprehensively govern the
entire document’s overall structure and logical ori-
entation. This ensures the interconnection and co-
herence among all components, rendering each sec-
tion’s outline closely intertwined within the over-
arching framework. Consequently, issues such as
logical disruptions or deviations in the discussion
direction can be effectively circumvented. When
generating the draft outline of the nth section Op;,
the draft outlines of the previous n-1 sections {Opy1,
s Op(i—1)} and the plan of the n-th section PL;
are used as input. This serial generation method
is more coherent and continuous than the outline
generated in parallel.

Algorithm 1 LOGIC

Input: Topic 7
Output: Outline O

1: PlanList PL = LLM(7) with n sections;

2: fori <+ 1tondo

3: Op; =LLM(T, PL;, {Op1, ..., OD(i—l)})

4: end for

5: Dtaft Outline Op = {Op1, Ops...Opy }

6: P = PremiseGen(7)

7: K = KnowledgeRetrieve(7T)

8: forz < 1tondo

9: O? = LLM(T, P, K, Op, {O1,....0;_1},
@h)

10  Feedback F = {Fi, Fo... Fp} = LLM(T,

K, Op, {01...0;_1}, 0Y) with m sections;
11:  for j < 1tomdo '
12: Ol =LLM(T, K, 07", F))

13:  end for
14:  O;=0"
15: end for

16: return O

3.3 Generate Modular Article Premise

The pre-trained language model (OpenAl, 2024;
Yang et al., 2024; Dubey et al., 2024) itself contains
rich parameter knowledge. When processing com-
plex knowledge relationships, the model may fail to
consider the association information between multi-
ple dimensions, resulting in incomplete knowledge
point structure or inaccurate relationships in the
output. Constructing a long-form outline requires a
high-quality premise to sort out knowledge points
and their relationships accurately. We propose a

modular approach for article premise generation.

Begin by generating a draft premise Pp based
on the topic 7. Then, four modules are gener-
ated progressively based on the topic: definition
D, background B, events &, significance, and im-
pact S. This step-by-step generation process allows
each module to build upon the previous module,
making the exploration of the topic more in-depth
and comprehensive, and contributing to the overall
coherence of the article premise. Next, modify the
draft premise Pp based on these four modules so
that the draft premise contains the content of these
four models. Finally, modify and refine the draft
premise Pp according to the draft outline to ob-
tain the final article premise P. The pseudocode
of PremiseGen can be found at Algorithm 2 in
Appendix D.

3.4 Retrieve Outlines of Related Entities

Unlike STORM (Shao et al., 2024) and Co-
STORM (Jiang et al., 2024), which retrieve content
related to the topic, LOGIC retrieves the outlines
corresponding to the entities related to the topic.
The following is the full implementation of the
KnowledgeRetrieve in Algorithm 1. First, prompt
LLM:s to generate a list of entities £ = {£1, ... &}
related to the topic. Then, outlines are extracted
from Wikipedia API' based on the obtained entity
lists, which can be used as knowledge input for
LLMs. With the help of these outlines, LLMs can
analyze their structures and contents, such as hi-
erarchical and logical relationships. That is, the
LLMs can imitate the outline of the relevant en-
tity for writing, thus generating well-organized and
information-rich outlines, effectively improving the
quality and logic of the generated content.

From the perspective of the structural paradigm,
STORM relies on unstructured historical dialogue
context to retrieve topic-related content and thus
lacks explicit organizational frameworks, while
LOGIC retrieves structured entity-based outlines
that are pre-formatted knowledge frameworks, such
as hierarchical lists of key entities, attributes, and
relationships; this structural design allows the gen-
eration model to directly leverage organized infor-
mation, mimicking the way human writers create
outlines. In terms of semantic focus, STORM re-
trieves contextual themes derived from dialogue
history, whereas the "related entities" in LOGIC are
defined as outlines of relevant entities; LOGIC an-

Thttps: //pypi.org/project/Wikipedia-API/
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chors the generation process in these entity-based
outlines, enabling LLMs to mimic the structure
of other entity outlines during writing, and this
approach enhances the coherence and factual accu-
racy of the output by providing a structured seman-
tic foundation, ensuring that the generated content
remains tightly aligned with defined entities and
their hierarchical relationships. The rationale for
emphasizing entity-based retrieval lies in two as-
pects: on one hand, structured outlines provide a
clear scaffold for the generation model, reducing
the ambiguity of unstructured text and enabling
more controlled content creation to improve model
usability, and on the other hand, entities serve as
unambiguous semantic anchors, allowing LOGIC
to retrieve domain-specific knowledge with higher
precision compared to STORM, which may suffer
from contextual vagueness.

3.5 Refine Draft Outline based on Feedback
from the Critical Model

The preliminary draft outline commonly shows rel-
ative coarseness and lacks the profundity and com-
prehensiveness crucial for creating high-quality
long-form content. Refining the outline ensures
that each section is elaborately structured and con-
tains necessary elements to support the overarching
topic 7. Distinct entities have their unique charac-
teristics and specific details. When refining the out-
line, imitating the outlines of other entities allows
us to draw on diverse perspectives and outstanding
writing techniques, thus enhancing the richness and
distinctiveness of our long-form outline.

We use the topic 7T, the article premise P, and
the outline of relevant entities as the input for the
generation model and the critical model. First, the
generation model takes the outlines of relevant enti-
ties as the context, and then imitates these outlines
to refine the initial draft outline, making the initial
draft outline more complete and specific. Next, the
critical model generates a series of feedbacks F =
{F1, Fa... Fm}, which are suggestions for refin-
ing the outline. We figured out the right number
of times to refine the results (that’s the parameter
m). For GPT-40-mini, 5 refinement iterations work
best. On the other hand, llama-3.1-8B and Qwen2-
72B do their best when we use 3 iterations. The
generation model will iteratively refine the outline
based on this series of feedback, and during the it-
erative process, the outline of relevant entities will
be fed into the LLMs as knowledge. The ¢ in Og in
Algorithm 1 represents the outline of the ¢-th sec-

tion, and j represents the j-th self-refinement. This
entire process is at the section level, and each input
will include the outline of the previous section to
ensure the coherence of generating the new section
outline. Finally, we integrate the refined outline of
each section into the final long-form outline O.

3.6 Writing the Long-Form Article

With reference to the article premise P and long-
form outline O, the full long-form article can be
written in parallel with sections. Since the con-
tent provided by the section outline and the article
premise are relatively limited, we’ll search for rele-
vant content according to the section outline to gen-
erate the paragraphs of the corresponding sections.
Furthermore, we prompt the LLMs to expand each
section immediately after its generation to obtain
more substantial content. Finally, we connect all
the expanded sections into a full long-form article.

4 Experiments

4.1 Datasets

Numerous studies (e.g., STORM, OmniThink)
have widely used FreshWiki to evaluate outline
generation tasks. In order to test the generalization
ability of our method on Wikipedia articles from
different fields, we create WikiOutline by referring
to the FreshWiki construction method. The dataset
contains Characters, Events, Films, Disasters, and
Places five categories. The details can be found in
Appendix A. We use FreshWiki and WikiOutline
to verify the effectiveness of our method.

4.2 Automatic Metrics

Besides the heading soft recall and heading entity
recall (Franti and Mariescu-Istodor, 2023) for eval-
uating the outline quality, we also introduce the
evaluation of the outline by modifying four met-
rics that STORM (Shao et al., 2024) uses to score
the articles: (1) Interest Level, (2) Coherence and
Organization, (3) Relevance and Focus, (4) Broad
Coverage. Besides, we have introduced three new
metrics: (5) Logicality, (6) Breadth, and (7)Depth
to evaluate the quality of the outline. For aspects
(1)-(7), we use Prometheus (Kim et al., 2023) to
score the outline, and the specific scoring criteria
can be found in Appendix C.

4.3 Baseline and Implementation

We select five representative baselines for compari-
son, including Direct Gen, RAG, P-RAG, STORM
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Heading Heading Rubric Grading

Soft Recall Entity Recall Interest Organization Relevance Coverage Logicality Breadth  Depth
Direct Gen 87.24 33.67 2.24 227 3.02 3.32 3.19 471 2.36
RAG 87.14 37.65 222 2.15 2.99 3.16 3.10 4.67 2.25
GPT-4 P-RAG 83.42 37.30 2.35 2.13 2.98 3.21 2.96 4.64 224
—mi-nio STORM 90.56 35.51 2.93 3.59 3.45 3.717 3.83 4.79 2.90
OmniThink  91.05 33.36 3.58 4.07 3.48 3.54 3.78 4.49 3.15
LogGIc 96.04 41.66 4.00 5.00 4.97 4.99 445 4.86 4.86

+5.48% 11.73% +36.52%  +22.85%  +42.82% +32.36% +16.19% +1.46% +54.29%
Direct Gen 91.24 36.18 1.87 1.74 2.07 1.88 1.50 2.60 1.96
RAG 85.64 36.27 221 1.91 2.68 2.75 2.08 3.80 1.90
Qwen2 P-RAG 83.49 35.20 2.26 1.99 2.80 297 2.29 3.96 1.99
‘;’zeg STORM 76.31 39.47 2.79 3.12 3.14 3.14 2.78 3.96 2.72
) OmniThink  62.56 32.71 2.92 3.53 2.69 3.07 2.89 3.93 3.45
Logic 92.00 40.56 3.90 4.90 4.48 4.67 4.41 4.88 4.63

+0.83% +2.76%  +33.56% +38.81%  +42.68% +48.73% +52.60% +23.23% +34.20%
Direct Gen 85.46 32.72 1.44 1.33 1.52 1.34 1.29 2.02 1.59
RAG 68.00 31.31 1.88 1.73 2.36 1.75 1.78 2.41 1.57
Llama3.1 P-RAG 65.58 30.63 1.73 1.61 2.16 1.72 1.64 2.39 1.54
B STORM 83.73 35.83 2.12 2.01 2.64 223 1.88 3.41 1.95
) OmniThink  93.64 32.98 3.00 3.26 2.44 1.98 2.72 3.59 3.31
Logic 86.92 36.79 3.79 4.71 3.94 4.32 4.13 4.57 4.27

- +2.68%  +2633% +44.48%  +49.24% +93.72% +51.84% +27.30% +29.00%

Table 1: Results of automatic outline quality evaluation of FreshWiki dataset. The last row indicates the percentage
improvement over the best baseline. The rubric grading uses a 1-5 scale.

Heading Heading Rubric Grading

Soft Recall Entity Recall Interest Organization Relevance Coverage Logicality Breadth Depth
Direct Gen 95.75 68.20 2.18 2.57 3.15 3.35 3.51 4.71 2.46
RAG 94.79 65.50 2.24 2.12 3.04 3.35 3.26 4.67 2.27
P-RAG 92.49 66.83 2.09 2.12 2.98 3.53 3.46 4.69 2.25
STORM 95.91 68.89 3.05 4.11 3.68 3.72 3.92 4.62 3.32
OmniThink  96.45 67.83 3.43 3.81 3.58 3.38 3.84 4.33 3.07
LogGIc 98.52 72.24 3.99 5.00 5.00 4.97 4.40 4.86 4.76

+2.15% +544%  +16.32% +21.65%  +35.87% +33.60% +12.24% +5.19% +43.37%

Table 2: Results of automatic outline quality evaluation of WikiOutline dataset on GPT-40-mini. The last row
indicates the percentage improvement over the best baseline. The rubric grading uses a 1-5 scale.

(Shao et al., 2024), OmniThink (Xi et al., 2025).
Direct Gen generates outlines by directly harness-
ing the inherent knowledge within the LLMs. RAG
represents another baseline approach, generating
outlines by relying on knowledge retrieved from
topic-related sources. P-RAG generates outlines by
incorporating knowledge retrieved from both topic-
related and paragraph-list-related sources. STORM
serves as a role-playing baseline specifically tai-
lored for outline generation in multi-perspective
dialogues. OmniThink is a baseline for generat-
ing outlines by expanding knowledge boundaries
through continuous reflection and exploration. The
implementations of STORM and OmniThink are
consistent with their original papers, detailed im-

plementation can be found in the Appendix B.

5 Results and Analysis

5.1 Main Results

Table 1 presents the evaluation results on the Fresh-
Wiki dataset employing GPT-40-mini, Qwen2-72B-
Instruct-AWQ, and Llama-3.1-8B-Instruct as back-
bones. LOGIC attains the top score of 5 for the
"Organization" rubric grading criteria by ensuring
the organization and coherence of the long-form
outline generated via the serial generation mode in
the initial stage, along with the planning list. By
simulating the creative instincts and mimetic writ-
ing capabilities inherent in human writing, LOGIC
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Heading Heading

Soft Recall Entity Recall
LogIc 96.04 41.66
GPT-40 w/o Feedback 94.41 38.50
-mini w/o F&P 93.10 35.55
w/o F&P&K 89.60 33.64
LogIic 92.00 40.56
Qwen2 w/o Feedback  90.66 40.41
-72B w/o F&P 88.92 38.59
w/o F&P&K 87.95 34.67
LogIic 86.92 36.79
Llama3.1 w/o Feedback 83.91 33.98
-8B w/o F&P 84.27 32.86
w/o F&P&K 80.85 31.76

Table 3: The comparison between LOGIC, LOGIC w/o
Feedback, LOGIC w/o F&P, and LOGIC w/o F&P&K,
where LOGIC w/o F&P refers to LOGIC without feed-
back and premise, LOGIC w/o F&P&K refers to LOGIC
without feedback, premise, and knowledge.

significantly enhances rubric grading criteria like
depth and logicality while ensuring the breadth of
the generated long-form outlines. In the seven main
rubric grading criteria (Interest, Organization, Rel-
evance, Coverage, Logicality, Breadth, and Depth),
LogGic with GPT-40-mini as the backbone per-
formed well in all aspects, especially in the three
metrics of Organization, Relevance, and Coverage.
Although the rubric grading criteria have dropped
when Qwen2-72B-Instruct-AWQ and Llama3.1-
8B-Instruct are used as the backbone, LOGIC still
improves by more than 20% in all rubric grad-
ing criteria compared to the best baseline. When
Llama3.1-8B-Instruct is used as the backbone, the
two metrics of Coverage and Logicality increase
by more than 50%.

Table 1 shows the heading soft recall and head-
ing entity recall of the long-form outlines generated
by GPT-40-mini, Qwen2-72B-Instruct-AWQ, and
Llama-3.1-8B-Instruct as the backbone. When us-
ing Qwen2-72B-Instruct-AWQ as the backbone,
the heading soft recall of the long-form outlines
generated by STORM is lower than that of other
baselines. This is may because the long-form out-
lines generated by STORM do not conform to
the expected format. When using Llama3.1-8B-
Instruct as the backbone, OmniThink’s generated
long outlines have higher heading soft recall due
to many long sentences compared to other base-
lines and LOGIC. However, since outlines should
not contain sentences, we believe that the outlines

Logic vs Logic w/o Feedback, Logic w/o F&P, Logic w/o F&P&K

Relevance

Organization

Coverage

Interest

Logicality

Breadth

—e— Logic
Logic w/o Feedback

—e— Logic w/o F&P
—8— Logic w/o F&P&K

Figure 3: The comparison between LOGIC, LOGIC w/o
Feedback, LOGIC w/o F&P, and LOGIC w/o F&P&K
on Llama-3.1-8B-Instruct.

generated by OmniThink when using Llama3.1-
8B-Instruct as the backbone are unreasonable. For
long-form outlines generated by baselines such as
RAG and P-RAG, the heading soft recall and entity
recall are almost even lower than, those of outlines
generated directly by LLMs. This is due to LLMs
lacking the ability to extract topic-related struc-
tured information from retrieved content. LOGIC
achieves high heading soft recall and heading entity
recall as it learns to process complex knowledge
relationships by generating modular article premise
and achieves scores higher in the seven rubric grad-
ing criteria as it simulates the reflective process of
writers. From Table 2, it can be clearly observed
that in the long-form outline generation tasks across
WikiOutline datasets, LOGIC demonstrates a more
outstanding performance than STORM and other
baseline models in heading soft recall, heading en-
tity recall, and rubric grading criteria. Detailed
experimental results on the five domains of char-
acters, events, movies, disasters, and places in the
WikiOutline dataset can be found in Appendix A.

5.2 Ablation Study

As described in §3, LOGIC guarantees the logical-
ity of the generated long-form outlines by construct-
ing article premises and, by retrieving the outlines
of relevant entities as external knowledge, enables
LLMs to mimic the writing of human writers. We
conduct an ablation study on long-form outline cre-
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Prompts Interest Organization Relevance Coverage Logicality Breadth Depth
GPT-40-mini  Direct Gen 1 2.24 2.27 3.02 3.32 3.19 4.71 2.36
Llama3.1-8B STORM 8 2.12 2.01 2.64 2.23 1.88 341 1.95
Llama3.1-8B  LOGIC 14 3.79 4.71 3.94 4.32 4.13 4.57 4.27

Table 4: Analyze the performance improvement of small models by increasing the number of prompts.

Section counts Outline lengths
GPT-40 STORM 8.19 45.27
-mini LogIc 13.95 256.51
Qwen2 STORM 8.41 52.16
-712B LogIc 8.35 261.35
Llama3.] STORM 11.09 36.16
-8B LogIic 9.83 202.22

Table 5: Comparison of section counts and outline
lengths between STORM and LOGIC.

ation by comparing LOGIC with three variants on
the FreshWiki dataset: (1) "LOGIC w/o Feedback",
which omits feedback in the stage 4, (2) "LOGIC
w/o F&P", which omits feedback in the stage 4 and
removes the article premise as input, (3) "LOGIC
w/o F&P&K", which omits feedback during the
stage 4 while removing article premises and exter-
nal knowledge as input. Table 3 shows the ablation
results, indicating that the long-form outlines gener-
ated by the full LOGIC process have the highest re-
call, and Figure 3 also suggests that the full LOGIC
process scores higher on all rubric grading criteria.
Although the effects of feedback and premise seem
negligible as shown in Figure 3, the two metrics,
Heading Soft Recall and Heading Entity Recall,
in Table 3 demonstrate the crucial roles of feed-
back and premise for LOGIC. Figure 3 shows that
"LOoGIC w/o F&P&K" performs much worse in
all rubric grading criteria, demonstrating the impor-
tance of the outlines of relevant entities as external
knowledge to LOGIC. It also shows that the main
feature of LOGIC is its ability to effectively imitate
human writing and self-refine critically, generating
well-structured, detailed long-form outlines that
align with human thinking habits.

5.3 Detailed Analysis

Outline Quality Assessment. Table 5 summarizes
the count of sections and the length of outlines for
LoGIC and STORM. Statistical analysis reveals
no significant disparity in the number of sections
between the two methods. Specifically, when GPT-
4o-mini serves as the foundational model, LOGIC

generates outlines with a greater number of sections
compared to STORM. Conversely, when Llama3.1-
8B is the backbone model, STORM exhibits a
higher section count. Notably, across all evaluated
models, the outline lengths produced by LOGIC
are significantly longer than those of STORM. This
finding strongly indicates that LOGIC possesses a
superior ability to generate long-form outlines that
are not only more extensive but also contain finer
details.

While LOGIC does generate longer outlines,
keyword stuffing almost does not exist, and the
content maintains semantic coherence and logical
flow. Regarding the recall criteria, when calculat-
ing entity recall, we removed duplicate entities to
ensure the criteria reflects genuine content diver-
sity rather than mere repetition. This normalization
step helps mitigate the effect of length on recall
scores. Additionally, the effectiveness of LOGIC is
supported by seven other rubric criteria, which col-
lectively demonstrate that LOGIC’s improvements
are not solely attributable to increased length but
rather to the quality and comprehensiveness of the
generated content.

Pipeline Granularity Analysis. When consid-
ering different models, the impact of pipeline gran-
ularity varies. Table 4 shows that for larger mod-
els like GPT-40-mini, which can handle tasks rel-
atively well in a single-prompt (Direct Gen) sce-
nario, increasing pipeline granularity might not
always yield proportional benefits. However, for
smaller models such as LLlama3.1-8B, a more fine-
grained pipeline can potentially bridge the perfor-
mance gap with larger models. This indicates that
for smaller models, a more granular pipeline can
enhance the quality of the generated output.

6 Human Evaluation

To better understand the strengths and weaknesses
of LOGIC, we collaborated with five volunteers
interested in long-form outline generation for a
human evaluation. We randomly sample 10 top-
ics from the FreshWiki dataset and evaluate the
long-form outlines generated by our approach and
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STORM. To comprehensively evaluate the quality
of each long-form outline, we consider four key
metrics: Logicality, Coherence, Knowledgeabil-
ity, and Novelty, ensuring the outlines have clear
logical viewpoints, a coherent structure, sufficient
knowledge of content, and novel perspectives.

We calculated the intraclass correlation coeffi-
cient, and the value of ICC3k was 0.73, indicating
a high degree of consistency among different par-
ticipants. The p-value was 0.04, suggesting that the
differences among different raters were statistically
significant. For the improvement of our method
compared to STORM in terms of the "Logicality"
criteria, the Pearson correlation coefficient between
the results of the human evaluation and the LLM
evaluation was calculated as 0.71. This indicates
that the evaluation results of the LLM and the hu-
man evaluation results are largely consistent, and
there is a relatively obvious linear variation pattern
between the two. Figure 4 in Appendix E shows
the results of the human evaluation. The results
indicate that LOGIC outperforms STORM across
various dimensions. Detailed human evaluation
results are provided in Appendix E.

Since the sophistication of content generated by
LLMs reaches new heights, it is increasingly dif-
ficult for humans to discern the subtle differences
between high-quality texts crafted by these models,
human evaluation is not as obvious as automatic
evaluation. However, from another perspective, it
also proves the long-form outlines generated by our
method are of higher quality, that is, more logical,
coherent, novel, and knowledge-density-rich.

7 Conclusion

We propose LOGIC, a LLM-based long-form out-
line writing framework that emulates the reflec-
tion and imitation abilities of human writers. We
curate the WikiOutline dataset and establish new
evaluation criteria to more comprehensively study
the generation of long-form outlines. Both auto-
mated and human evaluations indicate that LOGIC
can generate high-quality long-form outlines that
are coherent and logical. Moreover, our approach
is model-agnostic and can achieve good results
even on an 8-billion-parameter small-scale model.
This flexibility and efficiency open up new possi-
bilities for its application in resource-constrained
environments. In the future, we will further ex-
pand the application of LOGIC in various fields
and promote the automatic long-form outline writ-

ing technology to develop from theoretical research
to wide-ranging practical applications. And, we
plan to explore fine-tuning the model with more
diverse and carefully curated datasets, so as to gen-
erate more interesting, user-friendly, and objective
long-form outlines. Additionally, to narrow the
performance gap of small-parameter models, we
will investigate the application of reinforcement
learning approaches to iteratively optimize small
models, which will enable them to deliver high-
quality long-form outlines while maintaining the
advantages of low computational cost and fast in-
ference speed.

Limitations

In this study, we explore the automatic genera-
tion of long-form outlines for expository articles,
preparing for the writing of such articles. Although
LOGIC has shown its advantages in both automatic
and human evaluations, there are still some limita-
tions, especially in terms of interestingness and ob-
jectivity. In terms of interestingness, since LOGIC
mainly focuses on knowledge integration and logi-
cal structure construction, the generated long-form
outlines often struggle to attract readers. Regarding
objectivity, although LOGIC attempts to combine
internal model knowledge with external retrieval to
achieve logical coherence, ensuring absolute objec-
tivity remains a challenge. In addition, the way the
model integrates knowledge from multiple sources
may not always result in a balanced presentation,
leading to outlines that may not objectively repre-
sent all aspects of complex topics. In the future,
we plan to explore fine-tuning the model with more
diverse and carefully curated datasets, as well as
incorporating new algorithms to more effectively
analyze and present information in an engaging
and unbiased manner, so as to generate more in-
teresting, user-friendly, and objective long-form
outlines.
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A WikiOutline Dataset Details

As described in §4.1, we curate the WikiOutline
dataset by collecting outlines of recent and high-
quality English Wikipedia articles. We selected
80 pages from October 2023 to September 2024,
and filtered out some low-quality articles to en-
sure that the vast majority of articles were evalu-
ated as GA or above by ORES4. WikiOutline is
a multi-domain dataset that contains outlines of
Wikipedia articles in five categories: Characters,
Events, Films, Disasters, and Places. People in
characters categories hail from various countries,
possess diverse ethnic and cultural backgrounds,
are active in different epochs, and also vary in in-
ternational influence. The events categories cover
a wide range of events, including international con-
flicts, various violent incidents, sports events, po-
litical activities, and historical battles. The films
categories cover various genres such as science fic-
tion, action, animation, and variety shows, present-
ing a rich and diverse range of film and television
entertainment content. The disasters categories
mainly include events related to meteorological dis-
asters (hurricanes, typhoons) and geological disas-
ters (earthquakes) that occurred in different regions
during the period from 2023 to 2024. The places
categories cover different types of geographical en-
tities, including little-known locations, countries,
regions, sea areas, regions in specific historical pe-
riods, as well as specific engineering projects and
religious buildings. Detailed experimental results
on the five domains of characters, events, movies,
disasters, and places in the WikiOutline dataset can
be found in Table 6. The quantity of each category
can be referred to Table 7. If the paper is accepted,
we will make our dataset WikiOutline public.

Characters 10
Events 20
Films 20
Disasters 20
Places 10

Table 6: Statistics of the WikiOutline dataset used in
our experiments.

B Implementation

Using the DSPy (Khattab et al., 2024) framework,
we constructed LOGIC with zero-shot prompts
and compared three different LLMs: GPT-40-mini

(OpenAl, 2024), Qwen2-72B-Instruct-AWQ (the
quantized version of Qwen2-72B-Instruct (Yang
et al., 2024)), and Llama-3.1-8B-Instruct (Dubey
et al., 2024). We implemented experiments on
the FreshWiki (Shao et al., 2024) and WikiOutline
datasets, with the temperature set to 1.0 and the
top_p set to 0.9.

C Automatic Evaluation Details

The calculation methods of the two metrics, Soft
Heading Recall and Heading Entity Recall, are
exactly the same as those in STORM. Additionally,
referring to the evaluation methods and metrics for
articles in STORM, we also use the LLM evaluator
Prometheus (Kim et al., 2023) to evaluate long-
form outlines. The scoring criteria for long-form
outline quality evaluation can be found in Table 9.

D Pseudocode of Logic

In §3, we introduced the specific process of LOGIC,
a system for generating long-form outlines via iter-
ative imitative and critical self-refinement. We im-
plemented the zero-shot prompting LOGIC using
the DSPy framework (Khattab et al., 2024). Listing
1,2,3,4,5,6,7, and 8 record the complete prompts
for writing outline plans, writing draft outline, writ-
ing draft premise, refining draft premise, finding
related entities, writing outline, writing feedback,
and refining outline based on the feedback. LOGIC
offers a general framework for creating detailed
long-form outlines, with its core advantage being
the reduced dependence on single-domain prompt
engineering and thus having broader applicability
and universality. The pseudocode of PremiseGen
can be found at Algorithm 2.

Algorithm 2 PremiseGen

Input: Topic T
Output: Premise P
1: D for Definition, B for background, £ for
Events, S for Significance;

2: Draft Premise Pp = LLM(T)
3: D=LLM(T)

4: B=LLM(T, D)

5. £=LLM(T, D, B)

6: S=LLM(T,D, B, &)

7. P=LLM(T, Pp. D, B, £, S)
8. P=LLM(T, P, Op)

9: return P
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Heading Heading

Rubric Grading

Soft Recall Entity Recall

Interest Organization Relevance Coverage Logicality Breadth Depth

Direct Gen  95.08 54.33 2.20 2.00 3.10 3.80 360 440 230

RAG 92.59 46.67 2.20 230 3.10 3.80 370 420 240
Characters P-RAG 91.79 51.67 2.00 2.00 3.00 3.90 360 480 220
> STORM 95.24 57.67 2.60 2.50 370 3.80 390 440  3.40
OmniThink  93.60 56.67 3.10 3.50 4.00 3.20 400 430 3.40

LOGIC 97.54 68.92 4.00 5.00 5.00 5.00 433 489 489

Direct Gen  96.69 64.17 2.40 3.50 3.10 355 375 470 275

RAG 93.52 65.83 2.40 2.00 3.00 3.10 315 475 220

Events | P-RAG 91.88 67.50 230 2.60 3.00 3.30 390 475 245
STORM 97.12 64.17 3.15 5.00 3.60 3.80 400 455 430
OmniThink  96.88 65.00 3.77 470 335 3.45 385 430 320

Logic 98.06 66.67 3.94 5.00 5.00 4.94 447 476 475

Direct Gen  98.24 95.00 2.05 2.15 3.10 3.30 340 485 245

RAG 94.65 95.00 2.10 2.00 3.00 3.20 285 485 205

Bl P-RAG 84.17 95.00 2.00 2.10 3.00 3.45 330 460 230
Hms STORM 98.29 95.00 3.05 4.10 375 3.45 400 465 3.10
OmniThink ~ 97.43 95.00 3.15 3.05 325 3.05 380 420 290

LOGIC 98.37 96.67 4.00 5.00 5.00 5.00 435 500 4.94

Direct Gen  93.80 72.50 2.05 2.00 325 3.40 360 480  2.50

RAG 97.43 70.00 2.40 2.00 3.10 3.45 320 495 230

Disasters PRAG 98.97 70.00 2.25 2.00 3.10 3.50 340 500 230
1SASIETS  sTORM 94.51 72.50 3.55 4.85 375 3.85 400 490 320
OmniThink  98.30 70.00 3.75 410 370 3.50 395 465 3.05

LOGIC 99.83 72.50 4.00 5.00 5.00 5.00 442 500 4.89

Direct Gen  94.96 55.00 2.20 3.20 3.20 2.90 320 480 230

RAG 95.76 50.00 2.10 230 3.00 3.20 340 460 240

Places  PRAG 95.65 50.00 1.90 1.90 2.80 3.50 310 430 2.00
‘ STORM 94.41 55.00 2.90 410 3.60 370 370 460 2.60
OmniThink  96.02 50.00 3.40 3.70 3.60 3.70 360 420  2.80

LOGIC 98.81 56.43 4.00 5.00 5.00 4.90 444 467 433

Table 7: Results of automatic outline quality evaluation of WikiOutline dataset on GPT-40-mini. The table shows
the results for the five categories and the last row indicates the percentage improvement over the best baseline. The

rubric grading uses a 1-5 scale.

E Human Evaluation Details

As discussed in §6, in order to compare the pros
and cons of the outlines generated by LOGIC and
STORM, we invited five volunteers to evaluate 10
randomly selected samples. We have designed scor-
ing criteria that are more suitable for human eval-
uation. Volunteers are required to rate from four
dimensions according to the scoring criteria. The
specific scoring criteria are shown in Table 10. We
summarized the scores given by the human evalua-
tors and calculated the average value, the maximum
value, and the minimum value. Compared with
STORM, LOGIC has improved by 10%, 7%, 12%,
and 13% respectively on the four metrics. The de-
tailed results are shown in Table 8. Figure 4 shows
the results of the human evaluation.

F Case Study

In Listing 9 - 23, we show an example of a long-
form outline generated by LOGIC. It is generated
using GPT-40-mini as the backbone. We can see
that compared with other methods, the outline gen-
erated by LOGIC is more coherent and logical and
has richer content, that is, each section contains
more information.
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Losicalit STORM  3.82 4.40 3.20
gicality LOGIC 4.20 4.60 3.80
Coherence STORM  3.84 4.20 3.40
LOGIC 4.12 4.80 3.60

.. STORM  3.96 4.40 3.60
Knowledgeability o' 442 5.00 3.80
Novelt STORM  3.34 3.80 2.80
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Table 8: Detailed results of human evaluation.
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Criteria Description
Score 1 Description
Score 2 Description
Score 3 Description
Score 4 Description

Score 5 Description

Interest Level: How engaging and thought-provoking is the outline?

Not engaging at all; no attempt to capture the reader’s attention.

Fairly engaging with a basic narrative but lacking depth.

Moderately engaging with several interesting points.

Quite engaging with a well-structured narrative and noteworthy points that frequently capture and
retain attention.

Exceptionally engaging throughout, with a compelling narrative that consistently stimulates interest.

Criteria Description
Score 1 Description
Score 2 Description
Score 3 Description
Score 4 Description
Score 5 Description

Coherence and Organization: Is the outline well-organized and logically structured?
Disorganized; lacks logical structure and coherence.

Fairly organized; a basic structure is present but not consistently followed.

Organized; a clear structure is mostly followed with some lapses in coherence.

Good organization; a clear structure with minor lapses in coherence.

Excellently organized; the outline is logically structured with seamless transitions and a clear argu-
ment.

Criteria Description
Score 1 Description
Score 2 Description

Score 3 Description
Score 4 Description

Score 5 Description

Relevance and Focus: Does the outline stay on topic and maintain a clear focus?

Off-topic; the content does not align with the headline or core subject.

Somewhat on topic but with several digressions; the core subject is evident but not consistently
adhered to.

Generally on topic, despite a few unrelated details.

Mostly on topic and focused; the narrative has a consistent relevance to the core subject with infrequent
digressions.

Exceptionally focused and entirely on topic; the outline is tightly centered on the subject, with every
piece of information contributing to a comprehensive understanding of the topic.

Criteria Description
Score 1 Description
Score 2 Description
Score 3 Description
Score 4 Description

Score 5 Description

Broad Coverage: Does the outline provide an in-depth exploration of the topic and have good
coverage?

Severely lacking; offers little to no coverage of the topic’s primary aspects, resulting in a very narrow
perspective.

Partial coverage; includes some of the topic’s main aspects but misses others, resulting in an incomplete
portrayal.

Acceptable breadth; covers most main aspects, though it may stray into minor unnecessary details or
overlook some relevant points.

Good coverage; achieves broad coverage of the topic, hitting on all major points with minimal
extraneous information.

Exemplary in breadth; delivers outstanding coverage, thoroughly detailing all crucial aspects of the
topic without including irrelevant information.

Criteria Description
Score 1 Description
Score 2 Description

Score 3 Description
Score 4 Description
Score 5 Description

Logical Structure of the Outline: Is the logical sequence of ideas presented in the outline clear?
Completely disorganized. Ideas are listed randomly without any logic and cannot be connected.
There is a basic structure, but the logic often breaks down, transitions are unclear, and the organization
is chaotic.

The structure is relatively clear. Most ideas are logical, but some connections are not well-defined.
The logical structure is excellent. Ideas are presented clearly and orderly, with smooth transitions.
The logical structure is perfect. Ideas progress step by step, and the argument is rigorous.

Criteria Description
Score 1 Description
Score 2 Description
Score 3 Description
Score 4 Description

Score 5 Description

Breadth of Coverage in the Outline: To what extent does the outline cover different aspects and
dimensions of the topic?

The scope is extremely narrow, focusing on only one or two aspects and ignoring the most relevant
dimensions.

The breadth is limited, covering a few aspects, missing important content, and presenting an incom-
plete view.

The breadth is moderate, covering most major aspects, but some content is briefly mentioned or not
fully covered.

The breadth is good, covering many aspects, providing a comprehensive overview with only minor
omissions.

The coverage is comprehensive, exploring every aspect and dimension of the topic without omission.

Criteria Description
Score 1 Description
Score 2 Description

Score 3 Description
Score 4 Description

Score 5 Description

Depth of Analysis in the Outline: How thoroughly does the outline analyze the details and implica-
tions of each aspect of the topic?

The analysis is only superficial, merely listing facts without exploring underlying causes and relation-
ships.

The analysis is shallow, providing basic details but not delving into meanings, consequences, and
potential connections.

The analysis has some depth, but some content can be further explored for subtleties.

In-depth analysis, comprehensively exploring details, implications, and connections of each aspect,
with only a few areas for improvement.

The analysis is extremely in-depth, digging into every detail, implication, and subtle relationship
without blind spots.

Table 9: Scoring rubrics on a 1-5 scale for the evaluator LLM.
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Criteria Description
Score 1 Description
Score 2 Description
Score 3 Description
Score 4 Description
Score 5 Description

Logicality: How logical is the outline?

Completely illogical; ideas are disjointed and unorganized.

Some basic logical structure, but with significant flaws and jumps in reasoning.
Moderately logical with a clear flow of ideas, but some minor inconsistencies.
Quite logical with a well-structured sequence of ideas and sound reasoning.
Exceptionally logical, with a tight and flawless logical progression throughout.

Criteria Description
Score 1 Description
Score 2 Description
Score 3 Description
Score 4 Description
Score 5 Description

Coherence: How coherent is the outline?

No coherence; parts of the outline seem unrelated to each other.

Fairly coherent in basic aspects, but lacks smooth transitions between ideas.
Moderately coherent, with most ideas connected in a reasonable way.

Quite coherent, with seamless transitions and a unified overall theme.

Exceptionally coherent, where every part contributes to the whole in a harmonious way.

Criteria Description
Score 1 Description
Score 2 Description
Score 3 Description
Score 4 Description
Score 5 Description

Knowledgeability: How knowledgeable is the outline?

Lacks any real knowledge; contains only common - sense or incorrect information.

Some basic knowledge is presented, but it is shallow and not well-developed.

Moderately knowledgeable, with a reasonable amount of relevant and accurate information.
Quite knowledgeable, with extensive and well-researched information.

Exceptionally knowledgeable, presenting an abundance of diverse and in-depth knowledge.

Criteria Description
Score 1 Description
Score 2 Description
Score 3 Description
Score 4 Description
Score 5 Description

Novelty: How novel is the outline?

Entirely conventional; no new or interesting ideas.

Have a few minor new elements, but overall is quite traditional.

Moderately novel, with some fresh perspectives or approaches.

Quite novel, with a significant number of innovative and thought-provoking ideas.
Exceptionally novel, presenting groundbreaking and highly original concepts.

Table 10: Scoring rubrics on a 1-5 scale for human evaluation.
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class WritePageOutlinePlan(dspy.Signature):

"""You want to write a detailed outline for a Wikipedia page, and start by writing a detailed outline
plan for the Wikipedia page. You should write a detailed outline plan for each paragraph of the
Wikipedia page based on the topic, making the Wikipedia page as comprehensive as possible.

Here is the format of your writing:

1. Please return it in JSON format, not markdown format, such as {"outline plan 1": "content”,
outline plan 2": "content”, ...}.

2. Each plan should occupy a separate line, that is, there should be a line break after each plan.

3. Please refer to the example, do not include other information.

##example

{

"

"outline plan 1": "Introduction: Provide an overview of Taylor Hawkins as an influential
American musician and drummer for Foo Fighters. Highlight his musical achievements,
collaboration with other artists, and mention his untimely death in 2022.",

"outline plan 2": "Early Life and Education: Detail Hawkins' birth in 1972, his childhood in
Texas and California, and his early interest in music. Discuss any significant events or
experiences that led to his pursuit of a career in music.",

"outline plan 3"”: "Musical Beginnings: Chronicle Hawkins' initial forays into music, including
his first bands and gigs. Explore his early influences and the development of his musical
style during these formative years."”,

"outline plan 4": "Joining Foo Fighters: Narrate the circumstances that led to Hawkins joining
the Foo Fighters in 1997. Describe his audition, integration into the band, and the
evolution of his role within the group.”,

"outline plan 5": "Contributions to Foo Fighters: Analyze Hawkins' contributions to the band's
albums and live performances. Discuss key songs and albums where his influence is
particularly notable.”,

"outline plan 6": "Side Projects and Collaborations: Document Hawkins' musical projects outside
of Foo Fighters, including Taylor Hawkins and the Coattail Riders. Highlight collaborations

with other artists and any solo work.",

"outline plan 7": "Musical Style and Influences: Examine Hawkins' drumming technique, his
musical influences, and how they shaped his style. Include commentary from music critics
and fellow musicians.”,

"outline plan 8": "Personal Life: Share insights into Hawkins' life outside of music, including
his family, hobbies, and other interests. Discuss his role in the music community and any
philanthropic efforts.”,

"outline plan 9"”: "Death: Provide a detailed account of the circumstances surrounding Hawkins'
death on March 25, 2022. Include the official statements, the music community's reaction,
and the impact of his passing.”,

"outline plan 10": "Legacy and Tributes: Reflect on Hawkins' legacy in the music industry,
including tributes from fellow artists, commemorative events, and his influence on future
generations of musicians.”,

"outline plan 11": "Discography: Compile a comprehensive list of Hawkins' discography, including

albums with Foo Fighters, his side projects, and notable guest appearances on other
artists' recordings.”,

"outline plan 12": "Awards and Nominations: List the awards and nominations Hawkins received
throughout his career, with a focus on his contributions to Foo Fighters as well as any
individual accolades.”,

"outline plan 13": "References: Assemble a thorough list of references, including interviews,
articles, and official statements, to provide verifiable sources for the information
presented in the article.”,

"outline plan 14": "External Links: Curate a selection of external links to official websites,
social media profiles, and other relevant online resources that offer additional
information about Taylor Hawkins.",

"outline plan 15": "See Also: Recommend related Wikipedia articles that provide context or
additional information about topics mentioned in the article, such as Foo Fighters'
discography, notable drummers, or music awards.”

wnn

topic = dspy.InputField(prefix="The topic you want to write: ", format=str)
outline_plan = dspy.OutputField(prefix="Write a detailed outline plan for the Wikipedia page:\n")

Listing 1: Prompts used for writing outline plans in LOGIC.
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class WritePageOutline(dspy.Signature):

topic = dspy.InputField(prefix="The topic you want to write: ", format=str)

section_outline_plan = dspy.InputField(prefix="The outline plan for this section: \n", format=str)

previous_sections_outlines = dspy.InputField(prefix="The previous sections' outlines: \n", format=str)

section_outline = dspy.OutputField(prefix='Write a detailed outline for this section of the Wikipedia
page(Use "## Title” to indicate the section title(only the first line), do not use the topic as a
title, the section title must differ from the topic. Use "### Title” to indicate subsection title.)

:\n')

Listing 2: Prompts used for writing draft outline in LOGIC.

class PolishPagePremise(dspy.Signature):

draft_premise = dspy.InputField(prefix="Tht draft premise: ", format=str)

topic = dspy.InputField(prefix="The topic you want to write: ", format=str)

definition = dspy.InputField(prefix="The definition of the topic: ", format=str)

background = dspy.InputField(prefix="The background of the topic: ", format=str)

event = dspy.InputField(prefix="The events of the topic: ", format=str)

significance_and_impact = dspy.InputField(prefix="The significance and impact of the topic: ", format=
str)

premise = dspy.OutputField(prefix="Polish a premise for the Wikipedia page:\n")

Listing 3: Prompts used for writing draft premise in LOGIC.

class RefinePagePremise(dspy.Signature):

topic = dspy.InputField(prefix="The topic you want to write: ", format=str)
premise = dspy.InputField(prefix="The draft premise for the Wikipedia page: ", format=str)
outline = dspy.InputField(prefix="The outline for the Wikipedia page:\n", format=str)

refine_premise = dspy.OutputField(prefix="Refine a premise for the Wikipedia page:\n")

Listing 4: Prompts used for refining draft premise in LOGIC.

class FindRelatedEntity (dspy.Signature):

topic = dspy.InputField(prefix="'Topic of interest:', format=str)
related_entities = dspy.OutputField()

Listing 5: Prompts used for finding related entities in LOGIC.
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class WritePageOutlineFromReo (dspy.Signature):
"""Improve a detailed outline for this section of the Wikipedia page. You already have a draft outline
for this section of the Wikipedia page that covers the general information. Please improve it based
on the premise for the Wikipedia page, the draft outline for the Wikipedia page, and the
information learned from the outlines of related entities to make it more informative, but you
should still use the draft outline for this section of the Wikipedia page as the main body.

Here is the format of your writing:

1. Use "# Title" to indicate the section title, do not use the topic as a title, the section title
must differ from the topic. Use "## Title” to indicate subsection title, "### Title"” to
indicate subsubsection title, and so on. Note that each section title has at least three
subsection titles (if there are subsection titles), each subsection title has at least two
subsubsection titles (if there are subsubsection titles), each subsubsection title has at least

two subsubsubsection titles (if there are subsubsubsection titles). Make sure there are no
more than four levels of outlines.

2. The outline levels must be progressive and no level can be skipped.

3. Do not include other information.

wnn

topic = dspy.InputField(prefix="The topic you want to write: ", format=str)

premise = dspy.InputField(prefix="The premise for the Wikipedia page: ", format=str)

related_entities_outlines = dspy.InputField(prefix="Related entities outlines:\n”, format=str)

previous_sections_outlines = dspy.InputField(prefix="The previous sections' outlines:\n", format=str)

draft_page_outline = dspy.InputField(prefix="The draft outline for the Wikipedia page:\n", format=str)

draft_section_outline = dspy.InputField(prefix="The draft outline for this section of the Wikipedia page
:\n", format=str)

outline = dspy.OutputField(prefix='Improve a detailed outline for this section of the Wikipedia page(Use

"# Title"” to indicate the section title, do not use the topic as a title, the section title must

differ from the topic. Use "## Title"” to indicate subsection title, "### Title" to indicate
subsubsection title, ...):\n'")

Listing 6: Prompts used for writing outline in LOGIC.

class WritePageOutlineFeedback (dspy.Signature):

"""Provide three pieces of feedback to refine the outline for this section of the Wikipedia page. You
already have a draft outline for this section of the Wikipedia page that covers the general
information. Please provide three pieces of feedback to refine the outline based on the draft
outline for the Wikipedia page, and the information learned from the outlines of related entities
to make it more informative.

Here is the format of your writing:

1. Please return it in JSON format, not markdown format, such as {"feedback 1": "content”, "feedback
2": "content", "feedback 3": "content"}

2. Each feedback should occupy a separate line, that is, there should be a line break after each
feedback.

3. Please refer to the example, do not include other information.

#texample

{
"feedback 1": "To make this section more informative, consider adding more specific details

about Hawkins' childhood, family, and early life experiences, as these have been known to
shape his musical style and career.”,

"feedback 2": "In the 'Discography and Touring' section, you may want to expand on Hawkins'
contributions to Foo Fighters' discography, such as his work on specific albums, and
notable live performances.”,

"feedback 3": "You could also consider adding more context to the 'Awards and Recognition'
section by including specific accolades, such as the number of awards won, and notable
mentions in reputable music publications.”

wnn

topic = dspy.InputField(prefix="The topic you want to write: ", format=str)

related_entities_outlines = dspy.InputField(prefix="Related entities outlines:\n", format=str)

previous_sections_outlines = dspy.InputField(prefix="The previous sections' outlines:\n", format=str)

draft_page_outline = dspy.InputField(prefix="The draft outline for the Wikipedia page:\n"”, format=str)

draft_section_outline = dspy.InputField(prefix="The draft outline for this section of the Wikipedia page
:\n", format=str)

feedback = dspy.OutputField(prefix='Provide three pieces of feedback to refine the outline for this
section of the Wikipedia page:\n')

Listing 7: Prompts used for writing feedback in LOGIC.
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class RefinePageOutlinebaseFeedback (dspy.Signature):

"

topic = dspy.InputField(prefix="The topic you want to write: , format=str)

related_entities_outlines = dspy.InputField(prefix="Related entities outlines:\n", format=str)

feed_back = dspy.InputField(prefix="The feedback to refine the outline for this section of the Wikipedia
page:\n", format=str)

draft_section_outline = dspy.InputField(prefix="The draft outline for this section of the Wikipedia page
:\n", format=str)

refine_outline = dspy.OutputField(prefix="'Refine a detailed outline for this section of the Wikipedia
page based on the feedback:\n')

Listing 8: Prompts used for refining outline based on the feedback in LOGIC.

## The Journey of a Musical Innovator

### Overview of Taylor Hawkins

#### Brief Biography

#### Significance in Music

### Early Life and Musical Beginnings

#### Family Background

#### Growing Up in Texas and California
#### Formation of Musical Interests

### Musical Influences

#### Key Influences in Hawkins' Drumming Style
#### Impact of Influences on His Career

### Career with Foo Fighters

#### Joining the Band

#### Role in the Band

#### Achievements and Milestones

### Collaborations and Side Projects

#### Taylor Hawkins and the Coattail Riders
#### Collaborations with Other Artists

#### Solo Projects and Other Ventures

### Legacy and Impact

#### Influence on Future Generations of Drummers
#### Commemoration by Peers and Fans

#### Enduring Influence on Rock Music

### Untimely Death

#### Circumstances Surrounding His Passing
#### Reactions to His Death

Listing 9: Section 1 of the writing long-form outline with Taylor Hawkins as the topic.
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## Foundations of a Musical Journey
### Birth and Family Background

#### Family Heritage

#### Early Exposure to Music

### Childhood in Texas and California
#### Moving to California

#### California Music Culture

### Initial Musical Interests and Experiences
#### First Encounters with Drumming
#### Formation of First Bands

#### Development of Musical Style

Listing 10: Section 2 of the writing long-form outline with Taylor Hawkins as the topic.

## Foundations of a Musical Career
### Early Influences

#### Family Musical Background

#### Key Drummers and Musicians

#### Musical Genres and Their Impact
### First Bands and Gigs

#### Formation of Initial Bands

#### Local Music Scene Engagement
#### Memorable Performances

### Development of Musical Style

#### Evolution of Drumming Techniques
#### Songwriting and Composition Skills
#### Artistic Growth Over Time

Listing 11: Section 3 of the writing long-form outline with Taylor Hawkins as the topic.

## Joining the Band

### Recruitment Process

#### Background Context

#### Initial Considerations

### The Audition Process

#### Preparing for the Audition
#### The Audition Experience

### Integration into the Group
#### Initial Rehearsals

#### Building Musical Chemistry
#### Touring and Public Reception
### Evolution of Role Within the Band
#### Expanding Responsibilities

Listing 12: Section 4 of the writing long-form outline with Taylor Hawkins as the topic.
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## Impact on Foo Fighters' Success

### Contributions to Musical Catalog

#### Key Tracks Featuring Hawkins' Drumming
#### Songwriting Contributions

#### Influence on Albums

### Enhancing Live Performances

#### Stage Presence and Performance Style
#### Memorable Concerts and Tours

### Collaborations within Foo Fighters

#### Collaborative Songwriting Efforts

#### Instrumental Contributions Beyond Drumming
### Enduring Legacy in Foo Fighters

#### Influence on Band's Identity

#### Commemorations by Band Members

Listing 13: Section 5 of the writing long-form outline with Taylor Hawkins as the topic.

## Diverse Musical Pursuits of Taylor Hawkins
### Taylor Hawkins and the Coattail Riders
#### Formation of the Band

#### Discography and Major Releases

#### Tours and Live Performances

### Collaborations with Other Artists

#### Notable Collaborations

#### Influence on Other Musicians

### Solo Projects and Personal Endeavors
#### Solo Musical Releases

#### Personal Interests and Hobbies

#### Reflections on Artistic Growth

Listing 14: Section 6 of the writing long-form outline with Taylor Hawkins as the topic.

## Exploration of Musical Style and Influences
### Hawkins' Drumming Technique

#### Signature Techniques

#### Gear and Equipment

### Influences on Hawkins' Musical Style

#### Influential Drummers

#### Genre Influences

### Impact on Contemporary Drummers and Musicians
#### Influence on the Rock Genre

#### Broader Influence Across Genres

### Commentary from Music Critics and Fellow Musicians
#### Critical Reception of Hawkins' Work

#### Testimonials from Peers

Listing 15: Section 7 of the writing long-form outline with Taylor Hawkins as the topic.
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## Personal Insights into Taylor Hawkins
### Family and Relationships

#### Relationships

#### Parenting

### Hobbies and Personal Interests

#### Passion for Sports

#### Other Artistic Pursuits

#### Travel and Exploration

### Philanthropic Efforts and Community Engagement
#### Charitable Organizations

#### Advocacy and Awareness

#### Legacy of Philanthropy

### Personal Values and Beliefs

#### Philosophical Views

#### Influence on Music

### Legacy Beyond Music

#### Cultural Impact

#### Commemorative Actions

Listing 16: Section 8 of the writing long-form outline with Taylor Hawkins as the topic.

## Reflecting on the Legacy of a Music Icon

### Circumstances Surrounding His Passing

#### Date and Location of Death

#### Discovery and Initial Reports

#### Official Statements from Authorities

### Reactions to His Death

#### Tributes from Fellow Musicians

#### Fan Reactions and Memorials

### Impact on the Music Community

#### Effect on Foo Fighters' Activities

#### Broader Industry Response

### Achievements and Milestones

#### Career Highlights

#### Personal Milestones

### Lasting Legacy

#### Commemorative Events and Honors

#### Influence on Future Generations of Musicians
#### Preservation of His Artistic Contributions
### Conclusion

#### Summary of His Lasting Influence on Music
#### Reflections on His Life, Career, and Contributions to Rock Music

Listing 17: Section 9 of the writing long-form outline with Taylor Hawkins as the topic.

## Commemoration and Influence in the Music Industry
### Tributes from Fellow Artists

#### Social Media Tributes

#### Public Statements and Interviews
#### Musical Tributes

### Commemorative Events

#### Memorial Concerts

#### Tributes at Awards Shows

#### Initiatives and Foundations

### Lasting Impact on Future Generations
#### Influence on Drummers

#### Impact on Rock Bands

#### Broader Musical Legacy

Listing 18: Section 10 of the writing long-form outline with Taylor Hawkins as the topic.
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## Musical Contributions and Collaborations in Rock Music
### Contributions to Foo Fighters' Discography
#### Key Albums Featuring Hawkins

#### Notable Songs and Their Impact

#### Live Album Contributions

### Side Projects and Personal Endeavors

#### Other Musical Ventures

#### Solo Work

### Guest Appearances and Collaborations

#### Collaborations with Prominent Artists
#### Impact on Other Musicians

#### Music Festivals and Special Performances

Listing 19: Section 11 of the writing long-form outline with Taylor Hawkins as the topic.

## Recognitions in the Music Industry

### Overview of Awards and Nominations

#### Historical Context of Awards in Rock Music

#### Significance of Recognition in a Musician's Career
### Awards Won by Taylor Hawkins

#### Grammy Awards

#### Other Prestigious Awards

#### Industry Recognitions

### Nominations and Honors

#### Notable Nominations

#### Honors from Music Organizations

#### Lifetime Achievement Awards

### Cultural Significance of Awards and Recognitions
#### Reflection of Broader Trends in Music Industry
#### Influence on Future Musicians

### Impact of Awards on Legacy

#### Lasting Impression on the Music Industry

#### Reflection on Contributions

Listing 20: Section 12 of the writing long-form outline with Taylor Hawkins as the topic.

## Compendium of References for Taylor Hawkins
### Overview of Reference Types

#### Primary Sources

#### Secondary Sources

#### Tertiary Sources

### Notable Publications

#### Biographies

#### Journalistic Articles

### Academic Contributions

#### Research Articles

#### Theses and Dissertations

### Fan Contributions and Community Resources
#### Online Fan Sites and Forums

#### Community Memorials and Tributes

### Digital Resources and Databases

#### Music Streaming Platforms

#### Video Interviews and Documentaries

#### Archival Materials

Listing 21: Section 13 of the writing long-form outline with Taylor Hawkins as the topic.
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## Digital Footprint and Commemoration

### Introduction

#### Overview of Taylor Hawkins' Impact on Music
#### Legacy and Influence on Future Generations
### Official Websites

#### Foo Fighters Official Site

#### Taylor Hawkins and the Coattail Riders Official Site
#### Memorial Pages and Tributes

### Social Media Profiles

#### Taylor Hawkins' Official Accounts

#### Foo Fighters' Social Media Accounts

#### Community Engagement and Fan Interaction
### Interviews and Articles

#### Major Interviews

#### Articles on His Contributions

#### Retrospectives by Music Publications

### Music and Media Platforms

#### Streaming Services

#### Documentary and Tribute Films

### Tributes and Memorials

#### Fan-Made Memorials

#### Commemorative Events

#### Charitable Initiatives in His Memory

#### Notable Artist Tributes

Listing 22: Section 14 of the writing long-form outline with Taylor Hawkins as the topic.

## Expanded Reading Suggestions

### Foo Fighters

#### Overview of the Band

#### Taylor Hawkins' Role and Contributions
#### Live Performances and Tours

#### Legacy and Recognition

### Notable Drummers in Rock Music

#### Techniques and Styles

#### Contributions to Bands

### Music Awards and Recognition

#### Overview of Major Music Awards

#### Awards Related to Rock Music

#### Taylor Hawkins' Achievements

### Collaborations in Music

#### Importance of Collaborations

#### Taylor Hawkins' Collaborations

#### Broader Collaborative Trends in Rock

Listing 23: Section 15 of the writing long-form outline with Taylor Hawkins as the topic.
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Topic | Taylor Hawkins |

Premise

Draft Outline Op Outline of all previous sections 01,02,@3,0

Knowledge

i Knowledge 1 | | Knowledge 3

I?Topic: Foo Fighters H Topic: Dave Grohl

! Outline: .t Outline:

! # Foo Fighters i | # Dave Grohl

| ## History | | ## Early life

' ## Musical style and influences | 1 ## Career

! #4 Band members i ¢ ## Other work i
| ### Timeline |\ ### Television i
| #4 Discography \ | ### Filmmaking '
| ## Tours {4 ## Musicianship and equipment
| ## Awards and nominations - !## Advocacy, philanthropy and views !

## Personal life
: ## Honors

: Knowledge ! ## Discography
! Topic: Taylor Hawkins and the Coattail Riders . 1 44 Filmography
 Outline: ! | ### Film 5
+ # Taylor Hawkins and the Coattail Riders ’:! #it# Television
i ## History || ## Further reading :
'E ### Debut album : =, ]
| ### Red Light Fever B G L R
L #4# Get the Money . ' Knowledge 4 /
| ### Taylor Hawkins' death . i Topic: i
i ## Discography ! Outline:

: ### Studio albums | .

Figure 5: A case of LOGIC stage 4.
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