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Abstract
Code-switching (CS), the alternation between
two or more languages within a single speaker’s
utterances, is common in real-world conversa-
tions and poses significant challenges for mul-
tilingual speech technology. However, systems
capable of handling this phenomenon remain
underexplored, primarily due to the scarcity
of suitable datasets. To resolve this issue, we
propose Universal Code-Mixer (UniCoM), a
novel pipeline for generating high-quality, nat-
ural CS samples without altering sentence se-
mantics. Our approach utilizes an algorithm
we call Substituting WORDs with Synonyms
(SWORDS), which generates CS speech by re-
placing selected words with their translations
while considering their parts of speech. Us-
ing UniCoM, we construct Code-Switching
FLEURS (CS-FLEURS), a multilingual CS
corpus designed for automatic speech recog-
nition (ASR) and speech-to-text translation
(S2TT). Experimental results show that CS-
FLEURS achieves high intelligibility and nat-
uralness, performing comparably to existing
datasets on both objective and subjective met-
rics. We expect our approach to advance CS
speech technology and enable more inclusive
multilingual systems.

1 Introduction

Multilingual speech technology has advanced
rapidly in recent years. Early research primarily
focused on similar language families (Toshniwal
et al., 2018) or a small range of languages (Zhou
et al., 2017), but the latest developments over
the recent few years have significantly increased
model sophistication. Researchers have scaled
models (Radford et al., 2023; Zhang et al., 2023)
to support over 100 languages directly, or more
than 1,000 languages (Pratap et al., 2024) through
language-specific modules (Houlsby et al., 2019).
However, most approaches are designed for mono-
lingual utterances and struggle to process speech
containing multiple mixed languages effectively.

In particular, code-switching (CS), the practice
of alternating between languages within a conver-
sation, is prevalent in multilingual communities.
While CS-ASR has been widely studied, most ef-
forts have centered on major languages (e.g., Ara-
bic (Alharbi et al., 2024), Indic (Kumar et al.,
2021), Mandarin (Liu et al., 2024), paired with
English), leaving research on broader languages
relatively underexplored. In comparison, research
on CS-S2TT remains at an early stage, with recent
efforts (Weller et al., 2022; Shankar et al., 2024).

Given this landscape, we identify two key ques-
tions: (1) Why has CS research lagged behind
multilingual speech technologies? and (2) Why
are existing studies confined to a few major lan-
guages? We attribute these limitations primarily
to the scarcity and accessibility of CS datasets. To
elaborate, CS occurs at both the inter-sentential
(between sentences) and intra-sentential (within
a sentence) levels (Gardner-Chloros, 2009), and
constructing datasets for these cases, particularly
intra-sentential CS with diverse language pairs, re-
quires a substantial number of fluent multilingual
speakers. However, their rarity and the high cost of
data collection pose significant challenges.

In this context, there are two potential data aug-
mentation methods to address these challenges:
CS speech generation using a multilingual text-
to-speech (TTS) system (Nakayama et al., 2018;
Yu et al., 2023) or combining existing monolingual
sources (Seki et al., 2018; Dhawan et al., 2023).
The first approach generates natural CS samples
by preserving speaker identity across utterances.
However, scaling this method is challenging due
to the complexities of massively multilingual TTS,
such as resource imbalance and prosodic variation.
The second approach synthesizes CS samples from
abundant monolingual data but may lose linguis-
tic nuances and speaker identity when utterances
from different languages are simply concatenated,
degrading the quality of intra-sentential CS.
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Figure 1: The overall pipeline of UniCoM. The bold region of the final transcription denotes the code-switching.

To address these limitations, we propose
Universal Code-Mixer (UniCoM), capable of gen-
erating intra-sentential CS samples across diverse
languages while maintaining both contextual rele-
vance and speaker consistency. UniCoM consists
of three stages: preprocessing, source mixing, and
style unification. In the preprocessing stage, poten-
tial artifacts are removed from the input sources
to ensure the stability of the pipeline. The source
mixing stage introduces Substituting WORDs with
Synonyms (SWORDS), a novel algorithm to gener-
ate speech-text pairs for intra-sentential CS. Finally,
the style unification stage standardizes speaker
styles across different sources. Consequently, build-
ing on UniCoM, we introduce CS-FLEURS: a com-
prehensive multilingual CS corpus encompassing
253 language pairs—marking a significant advance-
ment over traditional single language pair datasets.
Furthermore, the inclusion of over 70 n-way paral-
lel sentences offers potential for future exploration
in CS-S2TT tasks. Experimental results demon-
strate that CS-FLEURS achieves comparable intel-
ligibility and naturalness to human-generated CS
datasets. We anticipate our approach will serve as
a foundation for generalizable CS speech technol-
ogy, paving the way for broader applications. Our
contributions are summarized as follows:

• We introduce UniCoM1, a novel code-switching
speech dataset generation pipeline that is appli-
cable to a wide variety of languages.

• We propose SWORDS, an algorithm for intra-
sentential CS generation across diverse languages
while preserving linguistic and speaker identity.

• We release CS-FLEURS, a first-ever, large-scale,
and massively multilingual CS speech corpus.

1https://github.com/sanghyang00/unicom

2 Related Work

2.1 Code-Switching Speech Dataset

There are a few speech corpora that can be utilized
for CS research. The Fisher corpus (Cieri et al.,
2004) and Spoken Wikipedia Corpus (Baumann
et al., 2019) were not originally intended for CS
but contain some CS data, making them useful
for CS tasks. However, its applicability to CS is
limited due to data scarcity. The ASCEND cor-
pus (Lovenia et al., 2021) includes both inter- and
intra-sentential CS speech, facilitating the model-
ing of diverse CS patterns. However, its language
coverage was limited to Mandarin-English, con-
straining applicability to broader multilingual set-
tings. While other CS speech corpora (Deuchar,
2008; Lyu et al., 2010; Hamed et al., 2018; Di-
wan et al., 2021) exist, they shared the challenges
related to limited resources and language spans.

2.2 Code-Switching Speech Generation

Nakayama et al. (2018) and Yu et al. (2023) pro-
posed a code-switching speech synthesis approach
using multilingual TTS. The method translates text,
aligns similar words between languages, and gen-
erates speech via TTS. However, scaling to a large
number of languages remains challenging for TTS,
restricting its applicability to major languages.

Seki et al. (2018) and Dhawan et al. (2023) gen-
erate inter-sentential code-switching samples by
concatenating independent utterances from differ-
ent monolingual speech sources. However, this
approach struggles to produce intra-sentential code-
switching data due to challenges in preserving the
unique characteristics of each language, such as
phrase structure, making it less representative of
real-world code-switching scenarios. Additionally,
the lack of speaker consistency in concatenated
samples raises concerns about speech naturalness.
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Order Example Frequency (%) Languages

SOV Sam apples ate 45 Abaza, Abkhaz, Amharic, Akkadian, Armenian, Azerbaijani, Basque, etc.

SVO Sam ate apples 42 Chinese, many European languages, Swahili, Thai, Vietnamese, etc.

VSO Ate Sam apples 9 modern Arabic, Berber languages, Filipino, Irish, Māori, Welsh, etc.

VOS Ate apples Sam 3 Austronesian languages, Car, Chumash, Fijian, Malagasy, etc.

OVS Apples ate Sam 1 Äiwoo, Hixkaryana, Urarina

OSV Apples Sam ate 1 ↓ Tobati, Warao, Haida

Table 1: A comparison of phrase order across languages (Meyer, 2009; Tomlin, 2014). Mixing sources with "ate
apples" as the target may result in the loss of linguistic characteristics due to phrase order variations.

3 UniCoM
In this section, we propose Universal Code-Mixer
(UniCoM), a novel code-switching speech data gen-
eration pipeline. UniCoM is a universal and gener-
alized framework designed for broad applicability
across a wide range of languages. Unlike previ-
ous methods that generate inter-sentential code-
switching samples by simply concatenating sen-
tences from two different languages, UniCoM en-
ables intra-sentential code-switching speech gen-
eration while preserving the unique linguistic fea-
tures of each language, such as phrase structure and
word order. Moreover, UniCoM preserves speaker
identity by unifying the speaker’s style, making
the generated speech more reflective of naturally
occurring code-switching in real-life scenarios. In
the following sections, we provide a detailed de-
scription of each step in the proposed framework.

3.1 Preprocessing
Before applying the generation model, we imple-
mented two preprocessing strategies to refine the
baseline data. First, we identified that some sam-
ples in the existing monolingual dataset contained
buzzing or white-noise-like artifacts, which could
disrupt the subsequent generation pipeline. Con-
sequently, we observed that these artifacts signifi-
cantly degraded sample quality after the voice con-
version (VC) stage, resulting in crackling sounds.
To address this issue, we applied bandpass filter-
ing to remove potential artifacts while preserving
the majority of speech components. Specifically,
we set cutoff frequencies below 80 Hz and above
7000 Hz to eliminate unwanted noise while pre-
serving speech integrity. The second challenge we
addressed was amplitude inconsistency. In most
speech corpora, particularly multilingual ones, vari-
ations in recording environments lead to differ-
ences in volume, with some samples significantly
quieter or louder than others. Moreover, we also

observed that these amplitude variations adversely
affected VC performance. To mitigate this issue,
we applied amplitude normalization to ensure that
all input speech samples were scaled uniformly.

3.2 Intra-Sentential Source-Mixing

Compared to inter-sentential CS, intra-sentential
CS requires a significantly more complex process.
Specifically, in inter-sentential CS, contextual con-
sistency is less critical as language transitions occur
at sentence boundaries. In contrast, intra-sentential
CS happens within a sentence, making it essen-
tial to maintain contextual coherence. Therefore, a
more sophisticated algorithm was necessary—one
that goes beyond simply concatenating segments
from source speech in different languages.

3.2.1 Substitution Strategy Selection
Given these challenges, the first aspect we consid-
ered was how to generate an intra-sentential CS
utterance while preserving the original sentence’s
meaning and unique linguistic characteristics. To
achieve this, we determined that replacing parts of
a sentence with semantically equivalent segments
from other languages would be an effective ap-
proach. From this perspective, we explored two
primary rearrangement methods: (1) phrase-level
and (2) word-level substitution.
Phrase-Level Substitution. We initially hypoth-
esized that phrase-level substitution would better
preserve the CS ratio. However, this approach in-
troduced structural issues due to cross-linguistic
variation in phrase syntax. As shown in Table 1,
semantically equivalent substitution of phrase-level
segments often disregards language-specific gram-
mar, yielding unnatural outputs.
Word-Level Substitution. In contrast, part-of-
speech (POS)—a word-level feature—is cross-
linguistically common (Kornfilt, 2020), enabling
substitutions that preserve both naturalness and

13275



meaning. We thus adopted word- or POS-level sub-
stitutions with a flexible number of substitutions,
allowing natural CS sentence generation while pre-
serving semantics and syntactic structure.

3.2.2 SWORDS Algorithm
In this context, we propose the Substituting
WORDs with Synonym (SWORDS) algorithm.
SWORDS is composed of four steps: (1) Sampling
of equivalent sentence pairs, (2) Wordpair mapping
generation, (3) Segmentation using forced align-
ment, (4) Completion through recombination.

This approach introduces two key properties.
First, SWORDS is the first method tailored for
intra-sentential CS speech generation, whereas ex-
isting approaches were designed for inter-sentential
CS. Second, SWORDS preserves language-specific
structure and sentence semantics through linguis-
tically informed substitution, yielding natural out-
puts which highly resemble real-world CS scenar-
ios. Details of each step are provided in the follow-
ing, and the pseudo-code is shown in Alg. 1.
Sampling of Equivalent Sentence Pairs. We first
organized n-way parallel sentences with equivalent
meanings from a multilingual speech-text dataset.
Next, we constructed one-to-one sentence-level
mapping pairs for every language combination, pro-
moting the word pair mapping generation process.
Wordpair Mapping Generation. Next, we de-
composed the sentence pairs with equivalent mean-
ings into word pairs with corresponding meanings.
These word pairs were then classified based on
the part of speech (e.g., noun, verb, adverb, ad-
jective, and interjection). This process was con-
ducted using a large language model (LLM), GPT-
4o-mini (Achiam et al., 2023) as the word-level
mapping generator. By inputting the previously
constructed sentence pairs into the LLM with input
prompts, we generated a dictionary of equivalent
word pairs organized by POS. The details of the
prompt and processing steps are illustrated in A.1.
Segmentation Using Forced Alignment. Conse-
quently, to extract speech segments for each word
pair generated from the previous step, we leveraged
MMS-FA (Pratap et al., 2024) for forced alignment
between text and speech, clipping each sample to
match the target words. Although MMS-FA re-
quires Romanization, it offers an effective trade-off
between alignment speed and accuracy compared
to Whisper-based ones (Radford et al., 2023; Bain
et al., 2023). Details of the forced alignment meth-
ods we considered are provided in A.2.

Algorithm 1 SWORDS algorithm.
Input: Multilingual speech-text paired dataset D, Num-
ber of substitutions N , POS substitution categories P
Output: SWORDS(D, N , P)

1: // Step 1: Sample equivalent sentence pairs
2: Spairs ← SampleEquivalentSentences(D)
3: lang1, lang2 ← SelectLanguagePair(Spairs)
4: utt1, txt1 ← SelectSample(lang1)
5: utt2, txt2 ← SelectSample(lang2)
6:
7: // Step 2: Wordpair mapping generation
8: Wpairs ← LLMWordMapping(txt1, txt2)
9: Wpairs ← ClassifyByPOS(Wpairs)

10: Wsub ← RandomSelect(Wpairs, N,P)
11:
12: // Step 3: Forced alignment segmentation
13: segmentsub ← [ ]
14: for each word w in Wsub do
15: segmentw ← MMS-FA(w, utt1, utt2)
16: Append segmentw to segmentsub
17: end for
18:
19: // Step 4: Recombination
20: langmat ← RandomSelect(lang1, lang2)
21: for each word w in Wsub do
22: txtcs ← Substitute(word, txt1, txt2, langmat)
23: end for
24: for each seg in segmentsub do
25: uttcs ← Substitute(seg, utt1, utt2, langmat)
26: end for
27:
28: return uttcs, txtcs

Completion Through Recombination. Finally,
we rearranged the clipped segments to produce the
final CS speech sample. During the rearrangement
process, we randomly select the matrix language,
with the other language acting as the embedded
language. In the final generation phase, a prede-
fined number of words are randomly selected from
the word pairs and substituted into the matrix lan-
guage utterance, resulting in a source-mixed sam-
ple. Specifically, UniCoM enables the selection of
various combinations of part-of-speech categories
and word pairs for substitution, offering flexibility
as a hyperparameter. This allows users to adjust the
pool of part-of-speech categories and the number
of substitutions based on specific requirements.

3.3 Style Unification

Since intra-sentential CS occurs within a sentence,
preserving the speaker’s identity throughout the ut-
terance is essential. In the style unification stage,
we aimed to align speaker styles across the seg-
ments, which were sampled from different utter-
ances to ensure the naturalness of the generated
samples. Particularly, our objective was to make
the samples as close as possible to real-world in-
stances of intra-sentential CS, with emphasis on
enhancing speaker similarity.
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Dataset # language pair duration (h) # utt # tok CMI I-index # parallel

Spoken Wikipedia† 1 (en-de) 6.0 2.5k 10.9k - - N/A
Miami-Bangor† 1 (en-es) 5.0 2.3k 5.5k - - N/A
ASCEND 1 (en-zh) 10.6 12.3k 11.4k - - N/A
MUCS2021 2 (bn/hi-en) 148.2 86.8k 27.9k - - N/A

CS-FLEURS 253 1.6k 654.7k 179.6k 0.11 0.19 73

Table 2: Overall comparison between human-generated CS speech datasets and CS-FLEURS. CMI and I-index
values are scaled between 0 and 1, † indicates that CS samples are partial, and statistics reflect only the CS subset.

Accordingly, we adopt kNN-VC (Baas et al.,
2023) as the voice conversion (VC) model for
two main reasons. First, kNN-VC retrieves
ground-truth self-supervised features of the target
speaker using a k-nearest neighbor (kNN) algo-
rithm, uniquely distinguishing it from other VC
models. Given that the neural vocoder is relatively
language-invariant, this retrieval-based mechanism
preserves intelligibility while effectively transfer-
ring speaker characteristics across languages. As
a result, kNN-VC produces highly intelligible and
natural speech, even in cross-lingual settings. Since
our VC pipeline targets cross-lingual scenarios,
kNN-VC serves as an effective choice for unifying
speaker identity across concatenated segments.

Second, kNN-VC achieves fast inference dur-
ing the voice conversion process, primarily due
to its adoption of the lightweight GAN-based
vocoder (Kong et al., 2020), in combination with
the retrieval-based method described earlier. This
design enables substantially faster voice conver-
sion compared to approaches that rely on diffusion-
based methods or employ larger vocoders, while
still maintaining competitive performance. Al-
though such alternatives may offer higher fidelity
in certain scenarios, kNN-VC provides a more fa-
vorable trade-off between synthesis quality and in-
ference speed. As a result, kNN-VC is well-suited
for both online and offline generation scenarios re-
quired by UniCoM. Further details behind the selec-
tion of the VC model are provided in Appendix C.

4 CS-FLEURS
This section describes CS-FLEURS, an intra-
sentential CS speech dataset spanning 253 lan-
guage pairs, constructed using UniCoM. Overall
metadata of CS-FLEURS is illustrated in Table 2.

4.1 Baseline Dataset
To select the baseline dataset with a sufficient range
of languages, we considered three datasets: Com-
monVoice (Ardila et al., 2019), FLEURS (Conneau
et al., 2023), and FLEURS-R (Ma et al., 2024).

CommonVoice is a crowdsourced multilingual
dataset covering over 120 languages and 30,000
hours. While its scale is a strength, variations in
recording conditions often result in noisy samples.
FLEURS is a 102-language multilingual speech-
text dataset with two key advantages over Common-
Voice. First, it supports both ASR and S2TT via
n-way parallel sentences, enabling CS-ASR/S2TT
dataset creation. Second, its longer average sam-
ple length benefits the VC module, which relies on
sufficient reference duration.
FLEURS-R is a denoised version of FLEURS gen-
erated using a speech restoration model (Koizumi
et al., 2023), retaining the original structure while
improving clarity and reducing noise. Since noise
is a major obstacle in ensuring the quality of VC,
we opted to use FLEURS-R as the baseline dataset.

4.2 Language Selection

We leveraged 23 languages from FLEURS-R (a
subset focusing on European languages) that over-
lap with the VoxPopuli dataset’s (Wang et al., 2021)
language coverage. We refer to these overlapping
languages as in-domain (ID) languages. The ratio-
nale behind this selection is that, although kNN-VC
generates converted speech by retrieving ground-
truth speaker embeddings, typological differences
between source and target languages might lead
to unnatural-sounding speech due to mismatched
phonetic and prosodic characteristics across lan-
guages. To mitigate such artifacts, we restricted the
coverage of CS-FLEURS to cover the languages
that exhibit similar phonetic and orthographic prop-
erties (mostly Indo-European or Latin character
languages) as discussed in previous linguistic stud-
ies (Bradlow et al., 2010; Bella et al., 2021), to
ensure more consistent, intelligible, and natural-
sounding voice conversion results. While samples
from out-of-domain (OOD) languages often pro-
duced plausible outputs, we conservatively limited
our evaluation to in-domain (ID) languages to en-
sure overall quality and stability.
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Transcription

English Hiking is an outdoor activity which consists of
walking in natural environments, often on hiking trails.

Dutch Wandelen is een buitenactiviteit waarbij je in een
natuurlijke omgeving wandelt, meestal op wandelpaden.

Code-
Switched

Wandelen is an outdoor activity which consists of
walking in natural environments often on wandelpaden.

Table 3: Example transcription pair from CS-FLEURS,
with the matrix language in italics and code-switched
(or embedded language) segments highlighted in red.

4.3 Source Mixing
In Sec. 3.2.2, we demonstrated that UniCoM can
substitute various POS and adjust the number of
word pairs as needed. However, excessive word
substitution can lead to unnatural results, deviating
from real-world CS scenarios. To maintain natu-
ralness and ensure the generated speech reflects
authentic CS patterns, we limited sampling to a
maximum of three word pairs and restricted POS
categories to nouns, verbs, and interjections, fol-
lowing prior linguistic studies on natural CS (Ahn
et al., 2020; Yao, 2020; Chi and Bell, 2024).

4.4 Dataset Statistic
Data Size and Language Span. Recent trends in
deep learning models underscore the importance
of scaling up dataset size. A larger and more bal-
anced dataset contributes to better generalization
performance, allowing models to learn richer and
more nuanced representations. In this context, CS-
FLEURS presents a significant advantage. It en-
compasses over 250 diverse language pairs and fea-
tures an extensive amount of speech data. Although
individual language pairs contain modest amounts
of data, the broad linguistic coverage and overall
scale make CS-FLEURS a valuable resource for
CS research in massively multilingual settings.
Code-Switching Metrics. The code-mixing in-
dex (Das and Gambäck, 2014) (CMI) is a widely
used metric for quantifying the intensity and pro-
portion of code-mixing within a given text. It mea-
sures the ratio between the matrix (primary) lan-
guage and the embedded (inserted) language. A
higher CMI indicates a greater extent of CS. The
I-index (Guzmán et al., 2017), on the other hand,
indicates the ratio of the occurrence points of CS
within the utterance or text. It aims to measure how
evenly CS occurs throughout the speech sample.
Unlike previous CS speech corpora that did not
provide such information, CS-FLEURS presents
the distributions of both CMI and I-index, as shown
in Figure 2a and 2b. Moreover, language types
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Figure 2: Data statistics of CS-FLEURS.

(e.g., matrix, embedded) and metrics are incorpo-
rated into the metadata of CS-FLEURS, enabling
it to be a valuable tool for uncovering the linguistic
characteristics of CS and exploring its relationship
with speech patterns in future research. To support
qualitative analysis, Table 3 shows an annotated
transcription pair from CS-FLEURS.

Phoneme Diversity. Quantifying phoneme diver-
sity in a multilingual corpus is inherently challeng-
ing, and this task becomes even more complex
when applied to CS-FLEURS, a code-switching
corpus. To address this, we applied Romaniza-
tion (Hermjakob et al., 2018) uniformly across all
textual data based on prior studies showing that
Romanization preserves phonetic characteristics to
a reasonable extent (Pratap et al., 2024; Ding et al.,
2024). By leveraging Romanized character diver-
sity, we approximate phoneme diversity, even if not
perfectly. When compared to the baseline dataset,
CS-FLEURS functions as a code-switching speech
corpus without compromising phoneme diversity,
as shown in Figure 2c. This feature is particularly
useful for training speech-to-text models, where
phoneme diversity is crucial for performance.
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Instructions

1. Assess the overall audio quality of each utterance
independent of any background noise levels. (MOS)

2. Assign higher scores when the speaker’s voice
remains consistent throughout the utterance without
perceptible changes. (SIS)

3. Focus on evaluating the absolute quality (MOS) or
speaker consistency (SIS) of each sample; comparisons
with other samples should be avoided.

4. Select only one score from {1, 2, 3, 4, 5}

(a) General instructions for MOS and SIS evaluation.

Score Description

5 Exhibits near-human naturalness and prosody;
indistinguishable from human speech.

4 Perceptibly synthetic but with high fidelity and
natural intonation; pleasant to listen to.

3 Noticeably synthetic with moderate artifacts;
acceptable for extended listening.

2 Prominent synthetic artifacts and degraded
quality; impacts listener comfort.

1 Severely degraded with overwhelming artifacts
or distortions; difficult to comprehend.

(b) Mean Opinion Score (MOS) scoring criteria.

Score Description

5 Speaker identity remains perfectly consistent;
no perceptible change in voice.

4 Speaker identity is mostly consistent; minor
variations without affecting overall perception.

3 Some noticeable changes in speaker identity;
the utterance remains generally consistent.

2 Pronounced changes in speaker identity;
difficult to perceive as a consistent speaker.

1 Speaker identity is completely inconsistent; the
utterance appears to be from multiple speakers.

(c) Speaker Identity Score (SIS) scoring criteria.

Table 4: Instructions on subjective evaluations.

5 Experiments

In this section, we evaluate the validity of CS-
FLEURS to prove the effectiveness of UniCoM.
All experiments were performed on two RTX 3090
GPUs with 24GB VRAM each, and subjective met-
rics were evaluated through a user study involving
a total of 42 participants and over 2,500 utterances.

5.1 Evaluation Metrics
Romanized Character Error Rate (RER). Given
the extensive multilingual capabilities and CS na-
ture of CS-FLEURS, evaluating a unified metric
for all combinations was challenging due to the

Pair it-es pt-es ro-es it-ro it-pt de-es

RER 20.5 22.8 23.0 23.1 23.9 24.8
MOS 4.50 4.50 4.69 4.62 4.89 4.87
SIS 4.42 4.85 4.71 4.65 4.80 4.94

pl-es it-pl cs-it ∼ bg-fi da-mt da-fi

24.9 25.1 25.2 ∼ 38.1 38.1 38.3
4.28 4.75 4.32 ∼ 4.84 4.55 4.21
4.29 4.76 5.00 ∼ 4.86 4.73 4.53

bg-el bg-en hr-da da-sl da-el bg-da Avg.

38.7 38.7 38.9 39.3 40.2 41.9 31.6
4.36 4.05 4.71 4.59 4.00 4.60 4.44
4.74 4.18 4.71 4.65 4.65 4.65 4.74

Table 5: Evaluation on the 9 best- and worst-performing
language pairs of CS-FLEURS. Avg. indicates the mean
value across 253 pairs; full results are in Appendix B.

lack of trainable open-source models for massively
multilingual CS-ASR. To resolve this issue, we
first converted all transcriptions into Romanization
pairs and measured the Romanized character Error
Rate (RER) to assess intelligibility, based on the
previous studies that proved Romanization stan-
dardizes orthographic diversity while preserving
phonetic characteristics (Pratap et al., 2024; Ding
et al., 2024). This characteristic makes RER anal-
ogous to measuring Phoneme Error Rate (PER),
where a lower RER indicates high intelligibility.
Specifically, we fine-tuned the XLS-R (Babu et al.,
2021) using the CommonVoice 17.0 dataset for our
Romanization-based ASR model.

Mean Opinion Score (MOS). Since UniCoM gen-
erates CS speech through VC, ensuring the natu-
ralness of the generated samples is crucial. To this
end, we adopted MOS, a subjective metric to eval-
uate perceptual speech quality where listeners rate
the speech on a scale from 1 to 5, with higher scores
indicating more natural and intelligible speech. To
be specific, all raters were proficient in English,
and many had fluency in Chinese, Spanish, Ger-
man, French, Dutch, or Italian, primarily through
prior residence or extended stays in relevant re-
gions. Some also had a passive understanding of
other (mostly European) languages included in the
evaluation. Each rater evaluated a set of samples
containing five utterances per language pair, and
this protocol was applied consistently across all 42
raters. The detailed instructions provided to raters
are summarized in Table 4b.

Speaker Identity Score (SIS). Given the intra-
sentential CS nature, it is essential to ensure that
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speaker identity is preserved within each sample.
To evaluate this aspect, we introduce the Speaker
Identity Score (SIS), a metric designed to assess
the consistency of speaker identity. The SIS is mea-
sured similarly to MOS, where raters evaluate the
confidence that a given sample contains only a sin-
gle speaker. The score also ranges from 1 to 5, re-
flecting the perceived preservation of speaker iden-
tity within the sample. Similar to the MOS evalu-
ation, each rater was assigned five utterances per
language pair, and this procedure was uniformly
applied to all 42 raters. The guidelines given to
raters are outlined in Table 4c.

5.2 Dataset Quality Evaluation

Intelligibility Evaluation. In Table 5, results
demonstrate that CS-FLEURS maintains sufficient
intelligibility, with an average RER of 31%. Given
that CS speech is less intelligible than monolin-
gual speech and CS-FLEURS originates from a
VC pipeline, results highlight the potential of Uni-
CoM to mitigate CS speech corpus scarcity.
Naturalness Evaluation. Table 5 also indicates
that samples from CS-FLEURS show only minor
deviations from human-generated datasets in terms
of human perception. Specifically, MOS values
generally exceed 4, even for the lowest-scoring lan-
guages, while samples from CS-FLEURS maintain
high speaker consistency, with SIS scores exceed-
ing 4.5 for the majority of language pairs.

5.3 Comparative Evaluation

Moreover, to validate the practicality of CS-
FLEURS, we conduct comparisons with existing
human-annotated CS datasets across both ID and
OOD languages. For ID languages, we used the
Spoken Wikipedia Corpus (SWC) and the Miami-
Bangor Corpus (MBC), while for OOD languages,
we utilized the ASCEND and MUCS2021 cor-
pora. We considered only CS samples from each
dataset and evaluated their relative quality using
the same metrics described in previous sections.
Especially, for OOD languages, the quality of gen-
erated datasets might be inevitably degraded due
to the large linguistic difference as mentioned in
Section 4.2. To distinct it from the original CS-
FLEURS and ensure a fairer comparison, we cate-
gorize them separately as CS-FLEURS-O.
In-Domain Languages. As illustrated in Table 6a,
CS-FLEURS exhibits competitive intelligibility
compared to human-generated CS datasets in ID
languages. Notably, CS-FLEURS achieved com-

Dataset Intelligibility Naturalness
RER ↓ MOS ↑ SIS ↑

SWC (de) 25.8 4.51 4.90
MBC (es) 56.9 4.20 4.40

CS-FLEURS (de) 30.1 4.36 4.83
CS-FLEURS (es) 28.9 4.00 4.89

CS-FLEURS (avg) 31.6 4.44 4.74

(a) In-domain (ID) language comparison.

Dataset Intelligibility Naturalness
RER ↓ MOS ↑ SIS ↑

ASCEND (zh) - 4.85 4.66
MUCS2021 (hi) 48.3 4.50 4.87
MUCS2021 (bn) 57.6 3.87 4.28

CS-FLEURS-O (zh) 41.5 4.50 4.37
CS-FLEURS-O (hi) 37.7 3.66 5.00
CS-FLEURS-O (bn) 42.7 2.88 4.71

CS-FLEURS-O (avg) 40.8 3.68 4.69

(b) Out-of-domain (OOD) language comparison.

Table 6: Quality comparison between CS-FLEURS and
human-generated CS datasets.

parable RER and MOS scores to SWC, a profes-
sionally produced and well-aligned dataset. More-
over, CS-FLEURS outperformed MBC, which is
a noisy dataset, in both objective and subjective
evaluations. These findings highlight the quality of
CS-FLEURS and prove the strength of UniCoM.
Out-of-Domain Languages. Table 6b shows that
CS-FLEURS achieves performance comparable
to existing datasets under OOD conditions, with
slightly lower MOS but showing better RER scores.
For SIS, it performs on par with human-generated
CS corpora. These results underscore the generaliz-
ability of UniCoM, despite the typical degradation
observed in OOD compared to ID settings.

5.4 Impact of CS-FLEURS in CS-ASR

Finally, to evaluate the actual contribution of CS-
FLEURS to CS-ASR performance, we conducted
experiments using the aforementioned two ID
human-generated CS datasets along with corre-
sponding language pairs in CS-FLEURS (CSF).
We ensured an equal-sized training set for each
experiment and fine-tuned XLS-R with a concate-
nated vocabulary for our CS-ASR model.
English-German Pair. As shown in Table 7, train-
ing the CS-ASR model with CS-FLEURS improves
transcription performance on the English-German
pair. In particular, evaluation on the SWC dataset
shows that combining our synthetic data yields
better results than using SWC alone, highlighting
its value as a data augmentation method. More-
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Language Pair Train Data Eval Data CER ↓

En-De

SWC
SWC

26.7
CSF 45.8
SWC + CSF 23.0

SWC
CSF

48.3
CSF 23.7
SWC + CSF 26.5

En-Es

MBC
MBC

100
CSF 71.3
MBC + CSF 35.8

MBC
CSF

100
CSF 20.1
MBC + CSF 22.9

Table 7: Impact of CS-FLEURS in CS-ASR training
and evaluation for two in-domain language pairs.

over, when evaluated on its own, CS-FLEURS also
proves effective as a primary training resource.
English-Spanish Pair. Similarly, when training
solely on MBC for the English-Spanish pair, the
high noise level results in models producing only
blank tokens. In contrast, joint training with CS-
FLEURS substantially improves performance on
MBC, demonstrating its effectiveness for data aug-
mentation. Notably, training exclusively on the syn-
thetic data yields the best results on the correspond-
ing evaluation set (CSF), reinforcing its capacity
both as a core training source and as a means of
enhancing existing datasets. However, both tables
reveal performance degradation in cross-dataset in-
ference due to domain mismatch across datasets,
as previously discussed by Radford et al. (2023).
To summarize, results for both language pairs high-
light the strength of CS-FLEURS in two key as-
pects: (1) as a strong standalone training dataset for
CS-ASR, and (2) as an effective data augmentation
method for existing CS-ASR corpora.

6 Conclusion
In this paper, we introduce UniCoM, a univer-
sal pipeline for code-switching speech generation.
Specifically, we propose a SWORDS algorithm to
facilitate the generation of intra-sentential code-
switching samples while maintaining the natural
meaning of the original speech. Our pipeline then
employs voice conversion to ensure the naturalness
of generated samples by unifying speaker styles
across utterances without compromising intelligi-
bility. Finally, we release CS-FLEURS, a mas-
sively multilingual code-switching speech dataset
designed for the CS-ASR task while offering fu-
ture utility for CS-S2TT scenarios. In experiments,
CS-FLEURS exhibits high intelligibility and nat-

uralness compared to human-generated datasets,
while contributing to the improvements in CS-ASR
training and performance. We believe our work
will serve as a cornerstone for a more generalized
code-switching speech technology in the future.

7 Limitations
Since the generation pipeline includes a pre-trained
voice conversion model, the performance of Uni-
CoM is inevitably limited for out-of-domain lan-
guages for the voice conversion model. Conse-
quently, to generate a high-quality and natural CS
dataset, the language span of CS-FLEURS is con-
strained to combinations of languages within the in-
domain set of the voice conversion model. Notably,
in terms of orthographic features, CS-FLEURS in-
cludes languages that predominantly use the Latin
script. While Bulgarian leverages the Cyrillic script
and Greek utilizes the Greek alphabet, the remain-
ing languages are based on the Latin script.

In future research, we aim to expand the scope of
UniCoM, enabling the application of UniCoM to
languages with diverse orthographies and wider lin-
guistic coverage, towards a truly universal method.

8 Ethical Statements
This study follows ethical guidelines, priori-
tizing fairness, transparency, and accountabil-
ity. The code for UniCoM and demo version
of CS-FLEURS is publicly available on anony-
mous GitHub via the footnote link, and the
datasets used for validating UniCoM and CS-
FLEURS (e.g., CommonVoice, FLEURS-R, AS-
CEND, MUCS2021) are fully open-source. CS-
FLEURS follows the Creative Commons Attribu-
tion 4.0 (cc-by-4.0) license, in accordance with
FLEURS-R, and will be publicly released after un-
dergoing post-processing of metadata.

We ensured consistency and fairness in com-
parisons across all experiments. In cases where
fair comparisons were not possible due to specific
conditions, we added the † token to indicate this
to potential readers. For the user study, all par-
ticipants voluntarily participated through commu-
nity outreach. Each participant was thoroughly
informed about the study process, procedures, and
the intended use of the results. The payment was
appropriate given the participants’ demographics.
We recognize the impact of massively multilingual
code-switching speech research and are committed
to conducting our work while adhering to ethical
research practices.
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Appendix
A Technical Details of SWORDS

In this section, we present additional details of the
SWORDS algorithm, covering the generation of
word-level mappings using LLMs, along with the
input prompts and post-processing steps, and the
selection criteria in the forced alignment module.

A.1 Word-Level Mapping Generation
Hyperparameter of LLM. For hyperparameters of
LLM, we set the temperature to 0.0 to produce fully
deterministic results and to ensure output validity
in word-level mapping. All other hyperparameters
were kept at their default values.

Input Prompt. For the input prompt, we uti-
lized two system prompts and one user prompt,
as shown in Tab 8. The system prompts included a
role-playing prompt to enhance language-specific
performance and a formatting prompt to ensure a
consistent output structure. The user prompt was
designed to generate word-level mappings based
on the input language and text. However, due to
the complexity of the desired output—a YAML-
formatted dictionary with nested lists—occasional
inconsistencies in the output format were observed.

Post-Processing. To address this issue, we ap-
plied post-processing to enforce a consistent data
structure across all LLM outputs. Specifically, we
removed unpaired elements, intentionally inserted
missing keys, and converted different data struc-
tures (e.g., dictionaries, tuples) into lists. This
post-processing ensured that all LLM outputs main-
tained a consistent and valid word-level mapping
structure, which was then used in the forced align-
ment process. The overall word-level mapping
generation process is illustrated in Figure 3.

A.2 Selection of Forced Alignment Model

Whisper-Based Models. The first approach we
considered was utilizing methods based on Whis-
per, a multilingual ASR model. To achieve a su-
perior alignment performance, we used the largest
Whisper model, which was crucial for maintaining
high-quality output in our final dataset. However,
as the model size increased, the alignment time
grew substantially, making real-world applications
difficult. Although we considered using a smaller
model, this resulted in a decline in alignment per-
formance, which was critical for us, as the quality
of the generated results was our top priority.

MMS-FA. As an alternative, we employed MMS-
FA with default hyperparameters (e.g., clipping
threshold), which offers forced alignment with a
smaller model size and full GPU-based computa-
tion. Although it requires orthographic unification,
MMS-FA provides faster and effective alignment
compared to the Whisper-based methods, making
it more suitable for real-world applications.

B Language-Pair-Specific Result
In this section, we present a detailed analysis of
the experimental results for each language com-
bination, providing insights into the system’s per-
formance across different language pairs. The full
results for 253 language pairs are shown in Table 9
and Table 10, while the distributions of metrics
across the language pairs are illustrated in Figure 4.
These analyses would help evaluate performance
variations and identify emerging patterns.

C Selection of Voice Conversion Model
In this section, we elaborate on the criteria used
to select the VC module for UniCoM. Given our
objective, we considered two key factors: (1) suffi-
cient intelligibility in cross-lingual settings and (2)
fast generation speed. We placed greater empha-
sis on the latter, as slower generation can substan-
tially increase the overall construction time, espe-
cially for large-scale datasets. To assess the suit-
ability of each model for UniCoM, we conducted
an experiment comparing different voice conver-
sion models. Specifically, we evaluated two addi-
tional VC models—Diff-HierVC (Choi et al., 2023)
and SeedVC (Liu, 2024)—in cross-lingual voice
conversion scenarios. Both adopt decomposition-
based (e.g., pitch, content, etc) approaches, in con-
trast to the retrieval-based architecture of kNN-VC.

Results in Table 11 show that kNN-VC sat-
isfies both criteria effectively. While it ex-
hibited slightly lower intelligibility and natural-
ness compared to the diffusion-based alterna-
tives, the real-time factor (RTF)—which measures
the time required to process one second of au-
dio—demonstrates that diffusion-based models are
significantly slower than kNN-VC, regardless of
whether a lightweight (Kong et al., 2020) or heavy-
weight (Lee et al., 2022) vocoder is used. We
considered such minor degradations acceptable,
as utterances in the embedded language of code-
switched speech often exhibit imperfect pronuncia-
tion or reduced intelligibility by nature. Based on
this trade-off, we chose to adopt kNN-VC.
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Type Detailed Prompt Format

System
(Role) You are a language expert specializing in lang1 and lang2. matches:

noun:
- [[n1, n2]]

verb:
- [[v1, v2]]

adverb:
- [[a1, a2]]

adjective:
- [[a’1, a’2]]

interjection:
- [[i1, i2]]

System
(Formatting)

The final outputs must be returned in YAML format,

and each component in part of speech is a list of words with the same meaning.

The YAML file structure must strictly adhere to the following format: format

User
(Input)

Find pairs of words with the same meaning and sort it with the part of speech

information in the given two sentences from different languages.

lang1 sentence: trans1, lang2 sentence: trans2

Table 8: Detailed prompting strategy of word-level mapping generation. Italicized text indicates the hyper-parameter
of the pipeline.

Figure 3: The overall pipeline of word-level mapping generation. Italicized text indicate hyper-parameter of the
input prompt.

Lang. pair RER MOS SIS Lang. pair RER MOS SIS Lang. pair RER MOS SIS

bg-hr 36.1 3.94 4.44 nl-fr 32.6 4.8 4.9 de-ro 26.6 4.31 4.89
bg-cs 32.9 4.53 4.61 nl-de 27.8 4.53 4.95 de-sk 29.9 4.41 4.94
bg-da 41.9 4.6 4.65 nl-el 36.0 4.63 4.93 de-sl 31.2 4.6 4.89
bg-nl 37.9 4.0 4.76 nl-hu 32.7 4.8 4.85 de-es 24.8 4.87 4.94
bg-en 38.7 4.05 4.18 nl-it 29.1 4.67 4.62 de-sv 28.4 4.54 4.6
bg-et 37.5 4.0 4.56 nl-lv 32.5 4.75 4.62 el-hu 34.0 4.38 4.58
bg-fi 38.1 4.84 4.86 nl-lt 33.4 4.44 4.84 el-it 29.9 4.6 4.94
bg-fr 37.0 3.5 4.58 nl-mt 34.3 4.75 4.83 el-lv 33.4 4.44 4.76
bg-de 34.6 4.0 4.69 nl-pl 31.4 4.44 4.8 el-lt 33.5 4.62 4.94
bg-el 38.7 4.36 4.74 nl-pt 31.7 4.44 4.64 el-mt 35.5 4.5 4.78
bg-hu 35.9 3.67 4.41 nl-ro 30.7 4.79 4.93 el-pl 32.3 4.81 4.88
bg-it 31.4 4.06 4.78 nl-sk 33.3 4.44 4.63 el-pt 32.3 4.0 4.75
bg-lv 34.3 3.94 4.75 nl-sl 35.0 4.55 4.61 el-ro 31.1 4.43 4.89
bg-lt 34.9 4.28 4.94 nl-es 28.7 4.43 4.71 el-sk 34.0 4.69 5.0
bg-mt 37.8 3.44 4.72 nl-sv 32.6 4.53 4.38 el-sl 35.7 4.81 4.88
bg-pl 33.3 4.88 4.89 en-et 35.6 4.78 4.73 el-es 29.5 4.44 4.81
bg-pt 33.8 4.0 4.73 en-fi 35.9 4.57 4.88 el-sv 35.2 4.47 4.5
bg-ro 31.9 3.95 4.84 en-fr 32.9 3.94 4.47 hu-it 27.7 4.35 4.79
bg-sk 34.1 4.53 4.88 en-de 30.1 4.36 4.83 hu-lv 30.1 4.3 4.8
bg-sl 35.9 4.28 4.75 en-el 36.6 4.5 4.88 hu-lt 31.6 4.41 4.95
bg-es 31.8 4.23 4.47 en-hu 33.5 4.67 4.73 hu-mt 32.2 4.88 5.0
bg-sv 37.3 4.07 4.65 en-it 29.3 4.16 4.53 hu-pl 29.7 4.61 4.83

Table 9: Full experimental results for 253 language pairs. All the languages are denoted with ISO-639-1 code.
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Lang. pair RER MOS SIS Lang. pair RER MOS SIS Lang. pair RER MOS SIS

hr-cs 29.2 4.29 4.75 en-lv 32.5 4.0 4.81 hu-pt 30.2 4.4 4.75
hr-da 38.9 4.71 4.71 en-lt 33.5 4.0 4.82 hu-ro 29.2 4.88 4.8
hr-nl 34.7 4.12 4.79 en-mt 34.5 4.35 4.72 hu-sk 30.9 4.74 4.94
hr-en 35.1 4.75 4.7 en-pl 32.1 4.5 4.63 hu-sl 32.5 4.5 4.94
hr-et 34.2 4.44 4.85 en-pt 30.8 3.93 4.44 hu-es 27.2 4.59 4.94
hr-fi 34.7 4.36 4.78 en-ro 30.9 4.47 4.73 hu-sv 32.1 4.57 4.84
hr-fr 34.4 4.19 4.13 en-sk 33.8 4.5 4.5 it-lv 26.0 4.67 4.67
hr-de 31.1 4.15 4.76 en-sl 35.7 4.65 4.87 it-lt 26.6 4.89 4.61
hr-el 35.6 4.57 4.89 en-es 28.9 4.0 4.89 it-mt 27.4 4.45 4.58
hr-hu 32.2 4.56 4.44 en-sv 33.7 4.24 4.88 it-pl 25.1 4.75 4.76
hr-it 28.3 4.18 4.9 et-fi 31.6 4.61 4.94 it-pt 23.9 4.89 4.8
hr-lv 30.6 4.35 4.83 et-fr 34.3 4.59 4.86 it-ro 23.1 4.62 4.65
hr-lt 31.5 4.65 4.8 et-de 30.7 4.44 4.88 it-sk 26.4 4.65 4.95
hr-mt 33.7 4.37 4.59 et-el 35.9 4.61 4.79 it-sl 28.4 4.78 4.95
hr-pl 29.3 4.36 4.69 et-hu 32.0 4.29 4.93 it-es 20.5 4.5 4.42
hr-pt 30.7 4.53 4.5 et-it 28.8 4.84 4.94 it-sv 27.9 3.78 4.68
hr-ro 28.9 4.33 4.88 et-lv 30.7 4.53 4.88 lv-lt 28.4 4.4 4.62
hr-sk 30.3 4.69 4.69 et-lt 32.4 4.56 4.86 lv-mt 31.2 4.17 4.69
hr-sl 31.7 4.62 4.4 et-mt 33.5 4.39 4.65 lv-pl 28.8 4.33 4.56
hr-es 27.7 4.62 4.61 et-pl 31.3 4.54 4.78 lv-pt 28.3 4.53 4.44
hr-sv 33.4 4.37 4.65 et-pt 31.6 4.31 4.72 lv-ro 28.1 4.11 4.76
cs-da 35.8 4.26 4.36 et-ro 30.4 4.73 4.93 lv-sk 28.8 4.72 4.81
cs-nl 31.3 4.65 4.47 et-sk 32.3 4.11 4.75 lv-sl 31.5 4.5 4.84
cs-en 31.4 4.37 4.7 et-sl 34.5 4.63 4.78 lv-es 26.3 4.06 4.82
cs-et 31.2 3.65 4.5 et-es 28.2 4.65 4.78 lv-sv 30.9 4.25 4.57
cs-fi 31.7 4.77 4.88 et-sv 33.1 3.95 4.8 lt-mt 32.1 4.81 4.67
cs-fr 30.6 4.0 4.93 fi-fr 35.4 4.18 4.88 lt-pl 29.3 4.75 4.63
cs-de 28.1 4.5 4.75 fi-de 31.0 3.94 4.47 lt-pt 29.1 4.56 4.81
cs-el 33.2 4.29 4.63 fi-el 36.2 4.27 4.71 lt-ro 28.3 4.72 4.76
cs-hu 29.4 4.92 4.75 fi-hu 32.5 4.32 4.9 lt-sk 30.4 4.68 4.9
cs-it 25.2 4.32 5.0 fi-it 29.4 4.67 4.94 lt-sl 32.2 4.59 4.86
cs-lv 28.1 4.65 5.0 fi-lv 31.2 4.17 4.72 lt-es 26.3 3.9 4.78
cs-lt 29.9 4.44 5.0 fi-lt 32.5 4.38 4.47 lt-sv 32.3 4.69 4.62
cs-mt 30.6 4.41 4.67 fi-mt 33.9 4.28 4.82 mt-pl 30.5 4.47 4.56
cs-pl 25.7 4.53 4.94 fi-pl 32.1 4.47 4.73 mt-pt 30.6 4.35 4.77
cs-pt 27.8 3.94 4.61 fi-pt 32.6 4.06 4.8 mt-ro 28.9 4.53 4.71
cs-ro 26.5 4.41 4.77 fi-ro 31.5 4.9 4.87 mt-sk 31.7 4.81 4.86
cs-sk 26.1 4.63 4.76 fi-sk 33.0 4.44 4.83 mt-sl 33.9 4.8 4.76
cs-sl 29.4 4.74 4.71 fi-sl 35.3 4.44 5.0 mt-es 27.8 4.5 4.65
cs-es 25.3 4.63 4.82 fi-es 28.9 4.41 4.79 mt-sv 32.9 4.59 4.74
cs-sv 30.8 3.9 4.81 fi-sv 33.7 4.13 4.56 pl-pt 28.2 4.35 4.58
da-nl 36.2 4.58 4.59 fr-de 29.1 4.72 4.45 pl-ro 26.6 4.62 4.94
da-en 37.3 4.12 4.89 fr-el 35.2 4.33 4.75 pl-sk 27.3 4.63 4.62
da-et 38.0 4.88 4.45 fr-hu 33.0 4.33 4.61 pl-sl 29.5 4.62 4.79
da-fi 38.3 4.21 4.53 fr-it 27.2 4.65 4.63 pl-es 24.9 4.28 4.29
da-fr 36.8 4.53 4.88 fr-lv 32.1 3.88 4.75 pl-sv 31.1 4.56 4.71
da-de 31.9 4.42 4.88 fr-lt 33.7 4.18 4.59 pt-ro 25.4 4.13 4.85
da-el 40.2 4.0 4.65 fr-mt 34.1 4.2 4.69 pt-sk 29.4 4.4 5.0
da-hu 37.3 4.47 4.89 fr-pl 30.5 4.72 4.61 pt-sl 31.4 4.19 4.38
da-it 33.0 4.65 4.24 fr-pt 28.8 4.2 4.57 pt-es 22.8 4.5 4.85
da-lv 36.7 4.37 5.0 fr-ro 29.0 4.25 4.8 pt-sv 30.5 4.25 4.81
da-lt 37.8 4.39 4.56 fr-sk 33.2 4.74 4.41 ro-sk 29.0 4.75 4.83
da-mt 38.1 4.55 4.73 fr-sl 34.4 4.22 4.89 ro-sl 29.7 4.74 4.89
da-pl 36.0 4.24 5.0 fr-es 26.8 4.5 4.68 ro-es 23.0 4.69 4.71
da-pt 35.2 4.28 4.87 fr-sv 33.1 3.87 4.74 ro-sv 30.2 4.53 4.68
da-ro 34.4 4.89 4.83 de-el 32.9 4.4 4.71 sk-sl 30.4 4.61 4.65
da-sk 37.3 4.56 4.87 de-hu 29.4 4.5 5.0 sk-es 26.5 4.5 4.71
da-sl 39.3 4.59 4.65 de-it 25.5 4.53 4.86 sk-sv 32.1 4.78 4.74
da-es 33.0 4.83 4.11 de-lv 28.7 4.35 4.63 sl-es 28.3 4.89 4.94
da-sv 35.7 4.35 4.71 de-lt 30.0 4.5 5.0 sl-sv 34.2 4.53 4.72
nl-en 33.6 4.71 4.7 de-mt 30.8 4.39 4.89 es-sv 28.1 4.0 4.83
nl-et 34.7 4.62 4.74 de-pl 28.1 4.44 4.8 Avg. 31.6 4.44 4.74
nl-fi 35.1 4.32 4.71 de-pt 27.7 4.32 4.75

Table 10: Full experimental results for 253 language pairs. All the languages are denoted with ISO-639-1 code.
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Figure 4: Performance distribution of CS-FLEURS. The blue line indicates the average for CS-FLEURS. Solid and
dashed red lines represent the average for human-generated in-domain and out-of-domain datasets, respectively.

Model Vocoder RER ↓ NISQA ↑ SECS ↑ RTF ↓ Relative Speed ↑

kNN-VC HiFi-GAN 25.0 4.35 0.70 0.01 ×27.00

Diff-HierVC
HiFi-GAN 20.4 4.12 0.51 0.18 ×1.50
BigVGAN 19.7 4.23 0.50 0.19 ×1.42

SeedVC BigVGAN 17.5 4.59 0.75 0.27 ×1.00

Table 11: Comparison of voice conversion models under cross-lingual settings. NISQA scores are obtained using
the NISQA-v2 (Mittag et al., 2021) model, while speaker embedding cosine similarity (SECS) is computed based
on embeddings from a pre-trained ECAPA-TDNN (Desplanques et al., 2020) model trained on VoxCeleb (Nagrani
et al., 2017). For each metric, the best performance is indicated in bold, and the second-best is underlined.
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